
43 

A Method to Screen, Assess, and Prepare Open Data for Use 

PAVEL KRASIKOV and CHRISTINE LEGNER , Faculty of Business and Economics (HEC), 

University of Lausanne, Switzerland 

Open data’s value-creating capabilities and innovation potential are widely recognized, resulting in a notable 

increase in the number of published open data sources. A crucial challenge for companies intending to lever- 

age open data is to identify suitable open datasets that support specific business scenarios and prepare these 

datasets for use. Researchers have developed several open data assessment techniques, but those are restricted 

in scope, do not consider the use context, and are not embedded in the complete set of activities required for 

open data consumption in enterprises. Therefore, our research aims to develop prescriptive knowledge in 

the form of a meaningful method to screen, assess, and prepare open data for use in an enterprise setting. 

Our findings complement existing open data assessment techniques by providing methodological guidance 

to prepare open data of uncertain quality for use in a value-adding and demand-oriented manner, enabled 

by knowledge graphs and linked data concepts. From an academic perspective, our research conceptualizes 

open data preparation as a purposeful and value-creating process. 
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 INTRODUCTION 

pen data is known to be free for use, reuse, and redistribution by anyone [ 46 ]. It offers business
nd innovation potential to companies and national economies [ 35 , 70 ], with an estimated total
arket size in the European Union of 325 billion euros [ 27 ]. As the availability of open data sources

ncreases, so do companies’ expectations toward open data to fuel advanced analytics, optimize
usiness processes, enrich data management, or even enable new services [ 24 , 57 , 70 ]. However,
s simple and effortless as the free availability of open data may appear, open data consumers
ave to overcome significant hurdles to identify suitable datasets and prepare them for use in the
nterprise context. These barriers hinder companies from leveraging open data’s value generating
otential [ 25 ] and lead to a “mismatch between the needs and expectations of the users and the
ossibilities offered by available datasets” [ 55 ], with the result that the actual use of open data falls
hort of expectations. 
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Many of these hurdles are associated with data quality issues, e.g., a lack of transparency about a
ataset’s content, incomplete or missing data, or unclear licensing and access conditions [ 7 , 37 , 61 ].
o address these issues, researchers have developed dedicated assessment techniques, such as the
Luzzu” framework [ 23 ], the “LANG” approach [ 66 ], or the “QUIN” usability criteria [ 48 ]. However,
hese techniques are limited in their assessment scope and mostly consider only the metadata
evel. Moreover, these techniques are not embedded in the complete set of activities required for
pen data consumption in enterprises. For instance, they are poorly linked to data preparation,
hich includes techniques such as data collection, data integration, data transformation, and data

leaning [ 67 ]. To the best of our knowledge, suitable processes and methodological approaches
hat help prepare open data for enterprise use do not yet exist, at least not in a well-structured,
olistic, and rigorous scientific manner. It therefore remains uncertain which process steps and
ctions qualify to identify, assess, and prepare open data for use successfully. 

For this reason, our study focuses on the enterprise setting of open data use, which has not been
xplicitly addressed in previous studies, and on open data’s context-aware quality assessment and
reparation, as a prerequisite for the productive use of open data. This leads to the research ques-
ion: How can companies be helped to systematically screen, assess, and prepare open data for use? In
ine with the principles of Action Design Research [ 58 ], we engaged with enterprises to understand
heir current issues and requirements regarding open data use and iteratively developed a method
o address them. Our proposed method ensures a purposeful discovery and selection of open data
ources and datasets, with consideration of relevant aspects such as provenance, licensing, and ac-
ess conditions. It integrates a systematic approach to quality assessment of open datasets, being a
ajor criterion for their selection and preparation for further use. This article presents an extended

nd revised version of an earlier version of the method [ 36 ] that was published in the Proceed-
ngs of the 16th International Conference of Design Science Research in Information Systems and
echnology (DESRIST’21). Compared to the previous version, we refine and extend the formulated
ethod and its phases, paying particular attention to open data assessment as an essential part of

reparation for use. 
For the scientific community, our method enriches the existing body of knowledge on open

ata assessment (see Section 2.2 ), by suggesting a three-step approach to context-aware quality
ssessment. The method also contributes to literature on open data processes (see Section 2.3 ) by
utlining four process phases and the underlying techniques that qualify to identify, assess, and
repare open data for use successfully. In addition, the proposed method facilitates the system-
tic analysis and integration of open datasets, thereby conceptualizing open data preparation as a
eaningful value-creating process. The method can also serve as a framework for future research;

cademics can use it to allocate research activities along its various phases or to instantiate it for
pecific open data use cases. 

The remainder of this article is structured as follows: Section 2 introduces the related work.
ection 3 elaborates on our research objectives and the research process. Section 4 presents our
ethod to screen, assess, and prepare open data for use, followed by Section 5 , which compares

t with existing frameworks and approaches. In Section 6 , we summarize and discuss our findings
nd present the limitations and outlook on future work. 

 PRIOR RESEARCH 

pen data is most often associated with but not limited to open government data. Numerous
ational open data initiatives have produced almost 4,000 available open data portals worldwide
 47 ], with data.europa.eu and data.gov combined providing access to more than 1.7 million open
atasets [ 21 , 26 ]. Despite these impressive numbers, open data use by enterprises remains below
xpectations [ 70 ]. Prior research has investigated barriers to open data adoption—data quality
CM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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eing among the most widespread (Section 2.1 ), developed dedicated techniques for open data
uality assessment (Section 2.2 ), and proposed open data publishing and consumption processes
Section 2.3 ). 

.1 Open Data and Adoption Barriers 

ontrary to the widespread perception that open data only comprises public information assets
ublished by official authorities, it actually refers to any type of data that is “freely available and
an be used as well as republished by everyone without restrictions from copyright or patents” [ 15 ].
ne of the major misconceptions about open data [ 35 ] is the assumption that simply providing
ccess to data is sufficient for its successful reuse. Open data platforms and their features are
nown as facilitators to open data use [ 5 , 13 , 65 , 66 , 68 ], but they remain insufficient and have
een criticized in terms of functionalities, namely, in the public sector [ 19 , 40 ]. Although open data
iterature has identified a large set of barriers [ 35 ], three main categories stand out as barriers for
he enterprise use of open data [ 37 ]: a lack of transparency, heterogeneity, and the unknown quality
f open datasets. The first barrier (transparency) refers to the difficulties of identifying “the right
ata” [ 35 ], as well as to the understanding of its content and the consistency of conclusions drawn
hen analyzing it. The second barrier (heterogeneity) challenges the discrepancies of how open
ata is made available in terms of file formats, data structure, as well as access conditions, licenses,
nd use permissions [ 41 , 68 ]. The third barrier (quality) mentions the deficient information quality
f open datasets on multiple levels: inaccurate or incomplete data and obsolete or non-valid records
 35 , 37 ]. Table 1 synthetizes the main categories of barriers and their impact on enterprises as open
ata consumers. 

.2 Open Data Quality and Assessment Techniques 

o overcome the quality-related barriers, researchers have developed dedicated assessment tech-
iques that aim to provide quality metrics and identify data quality issues of open data. While the
pen data assessment literature is quite extensive (see Table 2 ), the suggested techniques differ in
he scope of the assessment and the methodologies used by the authors. 

Regarding assessment scope, it is evident that the assessment of metadata’s quality at the source
evel is the center of attention. A main reason for the focus on metadata is the discoverability of
Table 1. Main Barriers to Open Data Adoption in Enterprises and Their Impact 

on Open Data Consumption 

Category Description Impact on enterprises Sources 

Transparency Lack of transparency concerning the 
content, mainly driven by 
publishers’ reluctance to provide 
clear descriptions of and 
information about the provided data. 

Difficulties in identifying “the 
right data” and understanding 
the content and possible use 
contexts. 

Janssen et al. [ 35 ]; 
Zuiderwijk et al. [ 68 ] 

Heterogeneity Variety of forms in which open data 
is made available, particularly 
heterogenous structures and 
formats. 

Significant efforts for 
harmonization of file formats, 
and data structures. 
Uncertainty about licensing and 
use permissions. 

Janssen et al. [ 35 ]; 
Zuiderwijk et al. [ 68 ]; 
Martin et al. [ 41 ]; 
Conradie and Choenni [ 18 ]; 
Barry and Bannister [ 8 ] 

Quality Unclear quality of the data, i.e., 
essential information is missing or 
incomplete, obsolete or non-valid 
data, and similar data made available 
by different publishers but yielding 
different results when analyzed. 

Lack of trust in open data as 
well as limited usefulness and 
use. 
Significant efforts for data 
quality assessment and data 
preparation. 

Janssen et al. [ 35 ]; 
Zuiderwijk et al. [ 68 ]; 
Conradie and Choenni [ 18 ]; 
Beno et al. [ 11 ]; 
Corsar and Edwards [ 19 ] 

ACM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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Table 2. Open Data Assessment Techniques 

Source Assessment approach 

Assessment 
scope Methodology 

Bogdanović-Dinić
et al. [ 14 ] 

“Data openness score” based on eight 
open data principles [ 45 ] 

Metadata Case study: application of the “data 
openness” model to 7 open data portals 

Reiche et al. [ 53 ] Ranking of open data repositories 
according to the average score 
computed by means of quality metrics 

Metadata Case study: assessment of the metadata 
quality of 10 open government data 
portals 

Debattista et al. 
[ 23 ] 

Framework “Luzzu,” to assess linked 
open data quality along the 22 
dimensions based on RDF vocabularies 

Metadata and 
dataset 

Literature-based definition of the 
quality metrics for the methodology; 
evaluation performed on 9 datasets 
from “270a” data space 

Neumaier et al. 
[ 44 ] 

Metadata quality assessment framework 
with 29 dimensions derived from DCAT 

Metadata Assessment of 261 open data portals to 
highlight common issues 

Vetrò et al. [ 61 ] Quality framework supported by data 
quality models from the literature, with 
6 dimensions and 14 metrics 

Metadata and 
dataset 

Quantitative assessment of the quality 
of 11 datasets, supported by data 
quality models from the literature 

Máchová and 
Lněnička [ 39 ] 

Benchmarking framework to evaluate 
open data portals’ quality, with 12 
general characteristics and 16 metrics 

Metadata Quality evaluation of 67 open data 
portals 

Welle Donker and 
Van Loenen [ 63 ] 

Holistic open data assessment 
framework with 3 main levels: open 
data supply, open data governance, and 
open data user characteristics 

Metadata Assessment of 20 “most wanted”
datasets addressing open data in the 
Netherlands 

Osagie et al. [ 48 ] Usability evaluation “QUIN” criteria (12 
usability criteria) 

Platform 

features 
Evaluation as part of the agile 
development process “ROUTE-TO-PA”

Bicevskis et al. 
[ 12 ] 

Three-part data quality model: 
definition of a data object, data object 
quality specifications, and 
implementation 

Dataset Syntax analysis of data from 4 company 
registers for 11 attributes 

Stróżyna et al. 
[ 60 ] 

Quality-based selection, assessment, 
and retrieval method 

Metadata Attribution of quality scores based on 
“ranking type Delphi” and 6 quality 
dimensions to 59 data sources 

Zhang et al. [ 66 ] Discovery of data quality problems in 20 
datasets using the “LANG” approach, 
according to 10 dimensions 

Metadata and 
dataset 

Design science research and a 
systematic approach to repurposed 
datasets’ quality 

Nayak et al. [ 43 ] Ontological approach to report data 
quality violated triples, including an 
assessment and root cause analysis with 
17 metrics 

Metadata Qualitative study on linked open data 
assessment, based on the existing 
literature 
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pen datasets, which purport the importance of understanding the open data’s content before us-
ng it. The few papers that focus their assessment scope on datasets [ 23 , 61 , 66 ] are inspired by
lassical methodologies on data quality assessment, especially those proposed by Batini et al. [ 9 ]
nd Pipino et al. [ 51 ]. Interestingly, these papers propose universal approaches that are formu-
ated independently of the use context, whereas seminal data quality literature emphasizes the
ubjective use-oriented view of quality [ 19 ]. Hence, although the open data assessment literature
rovides a clear link to the traditional data quality literature [ 66 ], it neglects the open data con-
umers’ perspective [ 38 ]. We argue that the definition of data quality, commonly referred to as
fitness for use” [ 62 ], must equally apply to open data, emphasizing the importance of open data’s
usefulness” in specific use cases [ 48 ], and not only its usability from a technical standpoint. To
his end, traditional data quality metrics play an essential role in preparing open data for further
se, but their sufficiency and context considerations remain unaddressed. 
CM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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.3 Open Data Processes from Publisher and Consumer Perspectives 

hile open data quality assessment techniques focus on metadata and the data itself, another
esearch stream addresses the processes associated with the publishing and use of open data. These
tudies predominantly target open data publishers and focus on the identification and selection
rocesses of the data to be published (see Table 3 ). Only two of the existing studies address the
rocesses exclusively from the consumers’ perspective [ 30 , 70 ]. Even though the contexts of these
Table 3. Publishers’ and Consumers’ Perspectives on Open Data Processes (Based on [ 36 ]) 

Source Perspective and context Research method Processes (publishers) 
Processes 

(consumers) 

Ren and 
Glissmann 
[ 54 ] 

Open data publisher 
(government) 
Identifying and incorporating 
information assets for open data 
initiatives 

Based on principles 
of business 
architecture and 
information quality 

Define business goals, 
identify stakeholders, 
identify potential 
information assets, assess 
readiness, and select 
information assets 

N/A 

Masip-Bruin 
et al. [ 42 ] 

Open data publisher (city 
council) 
Systematic value creation 
process, enabled by middleware, 
to identify suitable information 
to be used 

Scenario and 
practice driven 

Data selection, 
acquisition, and 
processing 

N/A 

Zuiderwijk 
and Janssen 
[ 69 ] 

Open data publisher 
(government) and user 
Sociotechnical impediments of 
open data along the high-level 
representation of open data 
processes 

Literature review 

(n = 37), 
semi-structured 
interviews (n = 6), 
workshops (n = 4), 
and a questionnaire 
(300 respondents) 

Governmental 
organizations: create, 
open, and publish data 

Users: find, analyze, 
and process open data 

Both: discuss and provide feedback 

Hendler [ 30 ] Big data user 
Integration techniques for 
structured and unstructured 
online (open) data 

Explorative analysis N/A Discover, integrate, 
and validate open 
datasets 

Zuiderwijk 
et al. [ 70 ] 

Open data user 
Commercial open data use to 
create a competitive advantage 

Multi-method 
study: scenario 
development, 
semi-structured 
interviews (n = 2), 
and a survey (n = 
14). 

N/A Search for open data, 
find open data, use 
open data, enrich 
open data, and link it 
to internal datasets, 
interpret findings, 
and draw conclusions 

Crusoe and 
Melin [ 20 ] 

Open data publisher 
(government) and user 
Investigating and systematizing 
open government data research 

Literature review 

(n = 34) 
Governmental 
organizations: identify 
data suitability, take 
release decisions, publish 
open data, evaluate the 
impact, and collect 
feedback 

End users: use open 
data and provide 
feedback 

Abella et al. 

[ 1 ] 

Open data publisher and user 
Impact generation process of 
open data 

Practice-driven 

analysis 

Organizations: qualify 
data for publication, 
publish open data 

External: reuse open 
data 

Open data reuse generates impact 

Abida et al. 
[ 2 ] 

Open data publisher 
Integrating and publishing 
linked open government data 

Illustrative case 
study 

Data transformation, 
interlinking, storage, 
visualization, and 
publishing 

N/A 

ACM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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apers differ, they outline similar processes for open data users, namely, finding (identifying),
nalyzing, and processing (integrating and validating) open data. 

Ren and Glissmann [ 54 ] propose a five-phase process to identify open data information assets to
rive open data initiatives. This structured approach, adopting a governmental perspective, focuses
n concrete steps to harvest value from open data: define business goals, identify stakeholders,
dentify potential information assets, assess quality, and select information assets. Although this
pproach does not reflect a user perspective, the authors regard the selection of information assets
s a key decision that ensures the subsequent positive impact of open data use. They also highlight
he need for guidelines that could increase publishers’ return on investment when engaging in
pen data initiatives. 
Zuiderwijk and Janssen [ 69 ] investigate sociotechnical barriers and developments in open data

rocesses from both perspectives—publishers (governments) and users (citizens)—along with six
ighly dependent steps for the open data processes: creating, opening, finding, analyzing, pro-
essing, and discussing. While creating and publishing open data refer to data providers, open
ata consumers are involved in the finding and using steps. The authors conclude: “The data that
re published are usually not published in a format that makes it easy to reuse the data” [ 69 ]. 

Continuing the exploration of open data barriers, Crusoe and Melin [ 20 ] expand the open gov-
rnment data process [ 69 ], where publishers are additionally involved in assessing the suitability
f open data and releasing it. From the users’ perspective, open datasets lack contextual interpre-
ations, are difficult to find, are hard to understand, and often do not consider the needs of open
ata users. Businesses are often positioned as both publishers and consumers of open data [ 16 , 33 ,
4 ] and, in these dual roles, are equally impacted by the sociotechnical barriers linked to open data
se. 
These impediments are encountered along the distinctive phases of providers’ as well as con-

umers’ interaction with open data. In a later work, Zuiderwijk et al. [ 70 ] depict corporate activities
or commercial open data use: search open data, find, use, and enrich open data, and interpret find-
ngs. We also note that governments, as opposed to other open data consumers, undertake steps
or publishing open data that resonate with their counterparts’ actions in using open data. In the
ontext of data analytics, Hendler [ 30 ] distinguishes between three major steps in the use of het-
rogeneous online datasets: discovery, integration, and validation. Finally, Abella et al. [ 1 ] suggest
hat open data reuse, as a concluding step of the proposed open data process, will have a social
nd economic impact on the surrounding society. 

.4 Research Gap 

o benefit from open data, its consumers (enterprises, in particular) must devise efficient ap-
roaches to discover and prepare open data for use [ 25 ]. Apart from initial attempts to define
pen data consumption processes, only a few guidelines assist enterprises in overcoming the main
arriers in open data adoption. Open data assessment techniques are one of the ways to tackle
he quality-related adoption barriers. Existing efforts predominantly assess open data’s metadata
uality, rather than the quality of the datasets [ 48 ], and largely ignore the use context. 
To date, we lack holistic approaches that enable enterprises to efficiently prepare open data

or use. A holistic approach would consider the use context and concretize the general steps of
nding (identifying), analyzing, and processing (integrating and validating) open data. It would
lso include methodological guidelines that could help companies overcome the existing barriers
a lack of transparency, heterogeneity, and the unknown quality of open datasets). This endeavor,
owever, requires integrating fragmented research streams related to open data quality into a more
omprehensive approach. 
CM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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 METHODOLOGY 

.1 Research Objectives, Method, and Setting 

ur research aims to develop prescriptive knowledge in the form of a meaningful method to screen,
ssess, and prepare open data for use in an enterprise setting. It therefore falls under the umbrella
f the design science (DS) paradigm, which aims at solving real-world problems and purports to
reate solutions, often referred to as artifacts, which can take the form of models, constructs, in-
tantiations, or methods [ 50 ]. Action Design Research (ADR), as a specific DS approach, consists
f four main stages, which guide the rigorous process of building artifacts of organizational rele-
ance, and is based on insights gained from practical implementations [ 58 ]. In contrast to existing
S methods that relegate evaluation to a subsequent phase, ADR incorporates evaluation into the
esign cycles [ 58 ]. It allows to create rigorous and relevant business knowledge that will help
o develop “specific solution(s) in specific situation(s)” [ 4 ] and learn from the instantiations. The
utcome of our research is categorized as a method that explains “what to do in different situa-
ions” [ 28 ] in accordance with a stepwise structure, while also including additional constituents
uch as notation, procedural guidelines, and concepts [ 56 ], thereby specifying and documenting
he “what” and “how” of the work to be done. It can be considered as a type V theory in terms of
regor’s [ 29 ] taxonomy of IS research. 
Since our artifact purports to solve the problems related to open data identification and prepa-

ation for use, the interactions with practitioners are critical for a successful research outcome
 32 ]. Our research was conducted in a close industry-research collaborative setting by a team of
esearchers (two PhD students, two senior researchers, and three master’s students) who worked
ith a data service provider and data experts from 15 multinational companies. These large multi-
ational companies represent retail, pharmaceutical, automotive, engineering, manufacturing, and
hemicals industries. 

.2 Research Process 

o accumulate prescriptive knowledge with the due scientific rigor in an iterative research process,
e adhere to the four main stages recommended by Action Design Research [ 58 ]. The first stage
f ADR—serving as a starting point to formulate the research effort—is initiated by a problem
dentified in practice or anticipated by researchers. Among the main activities of this stage, we
ypically find the initial investigation of the problem, the determining of its scope, the assignment
f roles, and the formulation of the research question(s). In our case, the problem formulation
tage debuted in 2017 with several explorative focus groups with practitioners involved in the
ndustry-research collaboration. The primary aim of these focus groups was to identify relevant
pen data use cases within the companies and to understand their challenges and requirements (see
ection 4.1 ). 

Building on the problem framing and theoretical foundations, the building, intervention, and
valuation (BIE) stage interweaves focus on the design of the artifact. This design is subsequently
efined through ongoing organizational use and design cycles, with the process being iterative
nd taking place within a specific target environment. Table 4 provides an overview of the key
lements of the two BIE cycles and the relevant contributions to the development of the method.
ur first BIE cycle was part of a multiyear research project (2018–2021) that resulted in a produc-

ive platform for data quality services, operated by the data service provider. This platform focuses
n business partner curation. Over time, 49 open datasets were onboarded onto the platform (sta-
us as of September 2022) to validate and enrich business partner data. In the formalization of
earning stage following the first BIE cycle, we aimed to convert the situated learning into general
uidelines that support the identification and integration of open datasets. In this phase, the first
ersion of our method was developed based on analyzing the practices that the service provider
ACM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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Table 4. BIE Cycles and Their Contribution to Method Development 

First BIE cycle Second BIE cycle : 

Context Development of a productive platform 

for data quality services, integrating 
open datasets for validation and 
enrichment of business partner data 

Development of an open data catalog for enterprises 
(research prototype) that provides open datasets for 
selected business scenarios 

Method development Alpha version of the method: 
• Development of the method’s phases 

1 to 3 
• Focus on Phase 3 (preparation for use) 

Beta version of the method: 
• Addition of preparatory Phase 0 (use case ideation) 
• Refinement of phases 1, 2, and 3 in terms of activities 

and underlying techniques 

Main methodological 
contributions 

Phase 3: Knowledge graph to define 
business concepts, map external 
datasets, and integrate the datasets into 
internal systems 

Phase 0: Use case ideation approach 
Phase 2: Three-step assessment comprising metadata, 
schema, and dataset content level 

Evaluation/use cases Business partner curation, 49 datasets Ten business scenarios and 46 use cases; assessment of 
23 data domains and 220 + datasets 
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stablished to select and prepare datasets and to integrate them with heterogenous target systems.
his version comprises the method’s nominal steps and the supporting use of knowledge graphs to
xplicate business concepts and link them to related datasets. It was evaluated with practitioners
uring five focus group discussions. 
The second BIE cycle was a two-year research project (2019–2021) that aimed to build an open

ata catalog for business purposes and resulted in a prototype implementation. It encompasses a
roader research scope that focuses on an extensive number of use cases, generated in conjunc-
ion with the research team and three Swiss-based companies (within telecommunication, public
ransportation, and fast-moving consumer goods industries), and elaborated on by the data ser-
ice provider specialists. We applied the method to more than 10 business scenarios (e.g., customs
learance, marketing, and customer analytics) to identify 40 open data use cases, screen and assess
elevant open datasets, and map their data models. The discussion of potential use cases for open
ata led to a systematic approach to use case ideation. Based on our experiences in applying the
ethod to use cases in marketing (e.g., social events and customer targeting), we made several key

dditions to the different phases, including the development of the assessment phase. 
In the formalization of learning stage, we reflect on the insights gained from the two BIE cycles,

.e., building of platforms that support companies’ use of open data and implement several use
ases that are relevant for multinational firms. All steps of the method were fully documented,
emonstrated, and additionally discussed in two focus groups with 12 participants from 8 compa-
ies and 14 participants from 11 companies, respectively. Subsequently, the method was further
onsolidated, and its separate components (assessment, documentation, and reference ontology
odel for the selected use cases) were discussed, demonstrated, and evaluated in three individual

wo-hour sessions with practitioners from the previously mentioned Swiss-based companies. This
maller group of experts are leaders of open data initiatives within their respective companies, and
hey helped us to better understand the application and usefulness of the suggested method in the
nterprise setting. These sessions enabled us to review our design considerations and evaluate our
rtifact in terms of applicability, consistency, scalability, and understandability criteria [ 52 ]. The
essions were concluded with a questionnaire, through which the method was evaluated by using
 five-point Likert scale. Generally, the participants fully agreed (3/3) that the proposed method
upports the discovery of the relevant datasets for selected business purposes, agreed (2/3) and
ully agreed (3/3) that it supports the assessment and comparison of existing datasets, and agreed
1/3) and fully agreed (2/3) that it supports the mapping of the dataset’s attributes to business con-
epts. They also agreed (1/3) and fully agreed (2/3) that the proposed overall approach to open
CM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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ata integration enables their companies to make better use of open data, and that it could be
mplemented in their company. 

 METHOD TO SCREEN, ASSESS, AND PREPARE OPEN DATA FOR USE 

.1 Purpose and Design Considerations 

he method aims to support companies when they identify and prepare suitable open datasets
or use in specific business scenarios. It addresses the three issues highlighted in the literature
see Section 2.1 ) and confirmed by practitioners during the problem formulation stage: a lack of
ransparency, heterogeneity, and the unknown quality of open datasets. To provide a systematic
nd integrated approach, the method design is guided by three important design considerations: 

(1) Open data identification should be facilitated and guided by a specific use context that is rel-

evant for the company (screening). There is a clear need to incorporate the use context to
identify relevant datasets and understand whether they are “usable for the intended pur-
pose of the user” [ 63 ]. Our method suggests goal-oriented, guided search for open data
supported by typical use case categories with open data and a structured use case docu-
mentation template to capture the relevant internal and external data objects. In contrast
to the standardized approaches in existing literature, it therefore addresses the need for
context-aware approaches and assessments [ 38 ]. 

(2) The method should help companies gain transparency about relevant datasets and assess

their fitness for use (assessing). To understand whether a candidate dataset is fit for use, the
suggested method requires three levels of assessment. First, at metadata level, assessment
facilitates the obtainment of primary insights through the description provided at the
source level, as suggested by many open data quality assessment techniques. Second, at a
schema level, assessment is required to determine if the necessary attributes are present
within the dataset and whether they will be sufficient to fulfill the use case requirements.
This schema-completeness analysis is grounded in the literature on contextual data quality
[ 51 , 62 ]. Third, at a content level, assessment through traditional data quality metrics is
deemed necessary to improve the transparency of the open dataset. 

(3) Open data integration needs to consider the existing systems and platforms and map open

datasets to internal data models (preparing for use). Given the heterogeneity of the open
datasets and the complexity of their integration, our method relies on knowledge graphs
and the concepts of linked data powered by semantic web technologies [ 5 , 13 , 65 , 70 ]. The
conceptualization of the domain of interest through ontologies is a known solution when
it comes to the integration of large and unknown datasets [ 17 ]. The use of ontology-based
data access is considered natural when publishing open data, but it requires well-defined
semantics of the “right open dataset” [ 22 ]. Our proposed method therefore relies on this
common practice for the conceptual mapping of various datasets with identical entities
through a graph-based representation of this knowledge, where “the entities, which are
the nodes of the graph, are connected by relations, which are the edges of the graph . . .
and entities can have types, denoted by is a relations” [ 49 ]. 

.2 Phases and Illustration 

he method is structured along four core phases, starting with use case ideation, and thereafter en-
ompassing the screening, assessment, and preparation of open data. Table 5 presents an overview
f our method, with each phase having one or more steps, described with goals, main activities,
nd outcomes. The method comprises techniques and documentation templates (when appropri-
te) for the introduced steps. In the next subsections, we present each phase with reference to
ACM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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oals, activities and techniques, and practical examples, as well as with reference to the relevant
oncepts and embedded approaches. 

Phase 0 – Use Case Ideation. The combination of internal data with open data has proved to
e beneficial in different business scenarios [ 10 , 57 , 59 ]. Being an initial phase of our method, use
ase ideation is a mandatory step to understand how open data could complement the enterprise
ata and help to address specific business problems. Based on our analysis of the business scenar-
os, we distinguish three generic motivations and use cases with open data: (1) data management ,
.e., data curation, enrichment, and validation using open reference data, (2) business processes , i.e.,
he improvement of existing processes with the help of externally maintained open data, and (3)
nalytics and intelligence , i.e., the enhancement of analytical insights and predictive models with
pen data. To define the use case and its context, we propose a template to capture the idea and
ey notions of the desired use of open data by using four main building blocks: open datasets and
roviders, data objects (internal and external business concepts/attributes), data management im-
act, and business impact invoked by the use case. In the early stages of open data initiatives, these
otions help to establish the objectives of open data use and the requirements towards the new
ata, as they set the scope that enables the screening and assessment activities during the further
tages of the proposed method. Building such use cases helps narrow the scope of the desired open
atasets and formulate the selection requirements in the screening phase. 
Table 6 illustrates these building blocks for three selected use cases: business partner data cu-

ation (an example of a data management use case), customs clearance (an example of a business
rocess use case), and customer analytics (an example of an analytics use case). The template
upports the drafting of appropriate potential sources and datasets for the use cases, defining the
equirements towards them, and deriving relevant business concepts (or entities) that correspond
o the typical attributes of the open datasets. 

Phase 1 – Screening. Upon the defined context for open data use, this phase aims to iden-
ify suitable data sources and datasets that cover the relevant business concepts for the use case.
pen data is available from various providers, such as governments, non-governmental organiza-

ions, and companies. While open government initiatives offer access to a large number of open
atasets via open data portals (e.g., data.gov, U.S. Census Bureau, or data.europa.eu), some of these
pen datasets are also discoverable via traditional or dedicated dataset search engines (e.g., Google
ataset search or Socrata). In this regard, open data users not only have to identify relevant datasets
ut must also verify the authoritativeness (publisher details) of the source by means of the pro-
ided metadata, if available. The absence of such information raises concerns about the source and
ontent of the underlying data. 

For the use case of business partner data curation, Table 7 presents examples of identified
atasets for corporate registers from leading EU countries in the open data initiatives [ 31 ] and
eading world economies with recognized open data initiatives [ 71 , 72 ], along with the acknowl-
dged data sources and publisher information. Only publicly available datasets provided in down-
oadable and machine-readable formats were considered. It is important to note that for corporate
egisters, multiple sources lead to the desired dataset, e.g., crawled search engines like Google
ataset search or open data initiatives like Global Legal Entity Identifier Foundation’s (GLEIF).
n this regard, GLEIF aggregates, registers, and currently lists more than a thousand corporate
egisters across the world [ 73 ], which are provided by official authorities. It thereby provides a
ink to sources that are often deemed authoritative, since they are published and maintained by
ompetent governmental agencies (e.g., the state/government departments or ministries). 

In this phase, the previously identified business concepts (see Phase 0) can be extended with
oncepts derived from open datasets. They represent the reference ontology that can be used for
ACM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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Table 6. Example of Use Case Ideation 

Use case 
category and 
example Description 

Open datasets 
and providers 

Internal data 
objects 

Data 
management 

impact 
Business 
impact 

Data management 
use case: 

Business partner 
data curation 

Leverage open 
corporate data to 
increase the 
quality and 
knowledge of our 
business partners 
(suppliers and 
consumers) 

National 
corporate 
registers, global 
open data 
company registers 
(GLEIF, 
OpenCorporates) 

Business partner 
master data: 
identification 
(company name, 
identifier), address 
details (country, 
administrative area, 
locality, postal code, 
thoroughfare), and 
organizational 
information (data of 
incorporation, 
incorporations status, 
legal form) 

Validation of new 

entries and 
existing records; 
Enrichment with 
new business 
partner data from 

open sources; 
Curation of 
current business 
partner data 

Prevent billing 
errors; 
Automation of 
data quality 
activities; 
Reduced time for 
data maintenance 
and entry 

Business process 
use case: 

Customs 
clearance 

Improve the 
customs clearance 
process by using 
universal 
standardized 
codes for 
product/service 
classification, tax 
tariffs, dangerous 
goods, etc. 

World Customs 
Organization, 
national customs 
offices, United 
Nations, ISO, 
industry 
classification (SIC, 
NACE, EU) 

Product data (item 

name, identifiers, 
classification, 
transported 
quantities, units), 
commodity codes, 
and tax tariffs rates 

Enrichment of 
product and 
supplier data with 
classification 
codes; 
Adherence to 
international 
standards; 
Automation of 
data maintenance 
(pre-filled fields) 

Reduction of 
operational cost 
and customs fees; 
Improved 
coordination with 
customs 
authorities 

Analytics and 
intelligence use 
case: 

Customer 
analytics 

Enhance 
customer 
analytics using 
openly available 
data provided by 
public authorities 
on population, 
demographics, 
income, etc. 

National statistics 
office (e.g., Swiss 
Federal Statistical 
Office, Eurostat), 
geographical data 
(e.g., 
OpenStreetMap) 

Customer data 
(address), reporting 
(sales figures and 
analytics), customer 
segments 

Enrichment of 
customer data 
with openly 
available 
statistics; 
New granularity 
for data analytics 

Improved 
customer 
outreach; 
Marketing budget 
allocation; 
Improved sales 
figures 

Table 7. Example of Identified Open Data Sources and Datasets 

Dataset Publisher Sources 

Argentinian National Registry of 
Companies 

Ministry of Justice and Human Rights 
(Argentina) 

Argentina.gob.ar, GLEIF, 
Google dataset search 

Colorado Business Entity Register Colorado Department of State Data.colorado.gov, data.gov, 
GLEIF 

French Register of Companies National Institute of Statistics and 
Economics Studies (France) 

Sirene.fr, GLEIF 

Latvian Register of Enterprises The Register of Enterprises of the 
Republic of Latvia 

Dati.ur.gov.lv, GLEIF 

Norwegian Register of Business 
Enterprises 

The Central Coordinating Register for 
Legal Entities 

Data.brreg.no, GLEIF 

New York Business Entity Register New York Department of State Data.ny.gov, data.gov, GLEIF 

UK Companies House Companies House (UK) Gov.uk, Google dataset search, 
GLEIF 

ACM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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Table 8. Relevant Open Data Quality Dimensions on Metadata, Schema, and Dataset Content Level 

(Based on [ 44 , 61 , 66 ]) 

Subphase Dimension Scope Metric Description 

2.1 Metadata 
assessment 

Metadata 
completeness 

Metadata 

Presence or absence 
of the required 
metadata entries (at 
the source level) 

Indicates the presence of metadata attributes 
necessary for the proper identification of the 
dataset: 
general information (format, access login, 
lookup service), licensing presence, 
publishing details (publisher, publishing date, 
update cycle), and content-related 
information (resource language, geographic 
coverage, number of records, and number of 
diverse attributes). 

2.2 Schema 
assessment 

Schema 
completeness 

Schema 
Presence or absence 
of the required 
attributes 

Represents the degree to which attributes are 
present in the schema of the dataset. 
This primarily refers to the relevant fields or 
attributes of the specific use case. 

2.3 Dataset 
content 
assessment 

Overall cell 
completeness 

Dataset 
Percentage of missing 
cells in the whole 
dataset 

Indicates the percentage of missing cells in a 
dataset, meaning that the cells that are empty 
do not have an assigned value. 

Row 

uniqueness 
Dataset/ record 

Percentage of 
duplicate rows 

The data record is uniquely identifiable. 

Completeness 
of mandatory 
attributes 

Dataset/ column 
Percentage of missing 
cells within a column 

The attributes that are mandatory for a 
complete representation of a real-world entity 
must contain values and cannot be null. 
This can also include the mandatory 
attributes of the predefined use case, based on 
the requirements. 

Metadata 
compliance/ 
understand- 
ability 

Dataset/ column 
Percentage of 
compliant cells 
within a column 

The data should comply with its metadata. It 
indicates the percentage of cells within a 
column in a dataset that complies with 
metadata specifications. 

Format 
compliance 

Dataset/ column 
Percentage of 
compliant cells 
within a column 

Indicates the percentage of cells within a 
column that comply with the format specified 
for the column in a dataset. It only considers 
the columns that represent some kind of 
information associated with standards (e.g., 
geographic information). 
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oncept mapping and specification of relationships between internal business objects and the open
atasets, in line with the knowledge graph principles. 

Phase 2 – Assessment. During this phase, candidate datasets are analyzed to determine their
uitability for the defined use case. The underlying process for Phase 2 is threefold and is con-
ucted on the metadata, schema, and content levels of the datasets. By providing a context-specific
ssessment of a dataset’s schema and content, it thereby extends beyond the existing open data
ssessment approaches presented in Section 2.2 . Each of the subphases is accompanied by specific
riteria that may lead to the selection or rejection of a dataset. The sequential assessment (metadata
schema – dataset content) helps to preselect relevant datasets on the metadata level, minimizing

he risk of wasted efforts on datasets with unclear content, which is particularly relevant in the
nterprise setting. We argue that to understand the open data’s “usability,” an analysis of the use
ase-specific attributes must be incorporated along with the traditional assessment approaches. 

To formalize the content-aware assessment phase of our method, we consider the relevant di-
ensions and metrics (see Table 8 ), suggested by the comprehensive approaches of Neumaier
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t al. [ 44 ], Vetrò et al. [ 61 ], and Zhang et al. [ 66 ]. As discussed in Section 2.2 , although open data
ssessment approaches build on traditional data quality dimensions, they should also consider
he use context that is relevant and feasible from the practitioners’ perspective. Thus, our content-
ware selection embodies both perspectives and allows the selection of dimensions that can realis-
ically be assessed in the context of unknown datasets, as indicated by practitioners. Completeness
in its different forms) appears to be one of the most applicable dimensions in open data assess-
ent [ 61 , 66 ], being a primary indicator of whether a dataset can actually be used for the intended

urpose. This is largely due to the fact that the absence of the necessary information cannot be eas-
ly compensated by traditional data quality improvement approaches [ 9 ]. From the perspective of
ractitioners, it is often pointless to analyze a dataset that is critically incomplete or even empty, es-
ecially if mandatory attributes, defined as “business concepts” in Phase 1, are not present. While
ompleteness is the dominant dimension at metadata and schema levels, additional dimensions
hould be included at the dataset content level. Dimensions that can be realistically assessed at the
ataset level, besides completeness, are uniqueness (rows) and validity (format compliance). 
Subphase 2.1. This subphase begins with a high-level analysis of metadata, typically available

t the source level, which is the focus of most of the open data assessment methods. Neumaier
t al.’s [ 44 ] metadata quality assessment framework suggests the verification of the existence of
etadata attributes of Data Catalog Vocabulary (DCAT) [ 3 ] as a W3C metadata recommendation

or publishing data on the Web. Although the approach itself is suitable for the necessary level of
ssessment and the commonly used completeness metric [ 51 ], current DCAT metadata attributes
o not cover all the attributes identified in our research process. As the minimal information re-
ated to identifying a dataset, we consider metadata attributes describing the access conditions
format, access login, lookup service), licensing presence, publishing details (publisher, publish-
ng date, update cycle), and general content-related information (resource language, geographic
overage, number of records, and number of diverse attributes). With this information at hand,
imple rejection criteria can be verified (e.g., no access to the data, no machine-readable formats,
on-open license). Violating these criteria will lead to the dataset being removed from further

nvestigation. If available, then descriptive statistics of the datasets’ contents can also be consid-
red at the source level, for example, the number of downloads, ratings, and number of rows and
ttributes in a dataset, as well as the file size. 

Subphase 2.2. Upon completing the metadata assessment, an initial investigation can be done
nto the datasets, starting with their data model. This schema-level assessment ensures that the
equired attributes for the use cases are present in the dataset and that the dataset is “usable”
 38 ]. For this purpose, the completeness of each dataset’s schema is further analyzed, allowing a
erification of the presence of the mandatory attributes, defined as “business concepts” in Phase
 through the underlying reference ontology design. This assessment can be conducted using the
ompleteness dimension, “which is the degree to which entities and attributes are not missing from
he schema” [ 51 ]. This step is crucial to understand whether each dataset’s content is sufficient to
ealize the use case, and to comprehend if it is possible to establish the mapping of the concepts
resent in internal and external datasets. For instance, datasets from corporate registers contain
nformation about enterprises’ identification codes and address details (Table 9 ), but the availability
f additional attributes (e.g., company’s legal form, activity status, or postal codes) depend on the
pecific dataset and source. 

Subphase 2.3. To finalize the assessment and solidify the selection of open datasets for the use
ase, it is necessary to conduct a thorough assessment of their content. This assessment focuses on
he content of datasets in terms of typical data quality dimensions, such as completeness, unique-
ess, validity, and the related metrics. Such approaches are covered in the literature [ 61 , 66 ], but
ust be adapted for the domains of open datasets in different use cases. To ensure the usability
CM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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Table 9. Examples of the Datasets’ Assessment Results on the Metadata, Schema, and Content Levels 

Dataset Metadata Schema Content 

Argentinian National 
Registry of Companies 

Observations: The dataset is 
published with clear access 
details, all mandatory 
attributes are present, and 
there is a low percentage of 
missing values in the 
specific attributes of the use 
case. 

Identification: RA000010 
Country: Argentina 
Format: CSV 

Access login: no 
Free lookup service: 
available 
License: Creative 
Commons Attribution 4.0 
Publishing date: 
19.09.2016 
Update cycle: 30d 
Geographic coverage: 
National 
# of records: 1,057,485 
# of attributes: 22 

10/10 mandatory 
attributes for the 
use case of 
“Business partner 
data curation”

Total missing cells (all dataset): 18.7% 

Total duplicate rows (all dataset): 0.0% 

Attribute (company name): 0.0% missing 
Attribute (identifier): 0.0% missing, 100% 

distinct 
Attribute (country): 0% missing 
Attribute (administrative area): 2.9% 

missing 
Attribute (locality): 2.9% missing 
Attribute (post code): 2.9% missing 
Attribute (thoroughfare): 2.9% missing 
Attribute (legal form): 2.4% missing 
Attribute (status): 2.9% missing 
Attribute (date of incorporation): 1.1% 

missing 

Colorado Business Entity 
Register 

Observation: The dataset is 
well-published with clear 
metadata and necessary 
attributes to determine use 
case feasibility, but overall 
incompleteness on the 
attribute level renders it 
unusable. 

Identification: RA000599 
Country: United States 
Format: CSV, RDF, RSS, 
TSV, XML, REST 

Access login: no 
Free lookup service: 
available 
License: Public Domain 
Publishing date: 
19.03.2014 
Update cycle: 1d 
Geographic coverage: 
State 
# of records: 1,048,575 
# of attributes: 35 

10/10 mandatory 
attributes for the 
use case of 
“Business partner 
data curation”

Total missing cells (all dataset): 84.7% 

Total duplicate rows (all dataset): 0.0% 

Attribute (company name): 79.4% missing 
Attribute (identifier): 0.0% missing, 99.9% 

distinct 
Attribute (country): 79.9% missing 
Attribute (administrative area): 79.9% 

missing 
Attribute (locality): 79.9% missing 
Attribute (post code): 79.9% missing 
Attribute (thoroughfare): 79.9% missing 
Attribute (legal form): 79.4% missing 
Attribute (status): 79.4% missing 
Attribute (date of incorporation): 79.4% 

missing 

French Register of 
Companies 

Observation: Given the size 
of the dataset, it is 
well-published, but its 
overall completeness is less 
than 50%., even though the 
individual completeness of 
the mandatory attributes 
enhances its usability. 

Identification: RA000189 
Country: France 
Format: CSV, API 
Access login: no 
Free lookup service: 
available 
License: Open License 
V2.0 
Publishing date: 
24.08.2018 
Update cycle: 1d 
Geographic coverage: 
National 
# of records: 32,648,533 
# of attributes: 48 

9/10 mandatory 
attributes for the 
use case of 
“Business partner 
data curation”

Total missing cells (all dataset): 59.7% 

Total duplicate rows (all dataset): 0.0% 

Attribute (company name): 92.8% missing 
Attribute (identifier): 0.0% missing, 100% 

distinct 
Attribute (country): 0% missing 
Attribute (administrative area): 0.8% 

missing 
Attribute (locality): 81.3% missing 
Attribute (post code): 0% missing 
Attribute (legal form): 0% missing 
Attribute (status): 0% missing 
Attribute (date of incorporation): 1.6% 

missing 

Latvian Register of 
Enterprises 

Observation: Although 
certain details are missing 
in the metadata, the dataset 
is maintained with a 
comparably high level of 
quality. 

Identification: RA000423 
Country: Latvia 
Format: CSV, XSLX 

Access login: no 
Free lookup service: 
available 
License: n/a 
Publishing date: 
10.03.2014 
Update cycle: n/a 
Geographic coverage: 
National 
# of records: 440,422 
# of attributes: 21 

10/10 mandatory 
attributes for the 
use case of 
“Business partner 
data curation”

Total missing cells (all dataset): 13.9% 

Total duplicate rows (all dataset): 0.0% 

Attribute (company name): 0.1% missing 
Attribute (identifier): 0.0% missing, 100% 

distinct 
Attribute (country): 0% missing 
Attribute (administrative area): 0% missing 
Attribute (locality): 0% missing 
Attribute (post code): 4.6% missing 
Attribute (thoroughfare): 0.1% missing 
Attribute (legal form): 0% missing 
Attribute (status): 0% missing 
Attribute (date of incorporation): 0.1% 

missing 

(Continued) 
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Table 9. Continued 

Dataset Metadata Schema Content 

Norwegian Register of 
Business Enterprises 

Observation: The metadata 
lacks several important 
entries and even though the 
mandatory attributes are 
present, the address 
information is absent in 
approximately 80% of the 
values. 

Identification: RA000472 
Countr y: Nor way 
Format: CSV, JSON, XML, 
REST, API 
Access login: no 
Free lookup service: 
available 
License: Norwegian 
Open License 
Publishing date: n/a 
Update cycle: n/a 
Geographic coverage: 
National 
# of records: 1,048,575 
# of attributes: 43 

10/10 mandatory 
attributes for the 
use case of 
“Business partner 
data curation”

Total missing cells (all dataset): 37.2% 

Total duplicate rows (all dataset): 0.0% 

Attribute (company name): 0% missing 
Attribute (identifier): 0.0% missing, 100% 

distinct 
Attribute (country): 80.7% missing 
Attribute (administrative area): 81.6% 

missing 
Attribute (locality): 80.7% missing 
Attribute (post code): 81.6% missing 
Attribute (thoroughfare): 80.8% missing 
Attribute (legal form): 0% missing 
Attribute (status): 0% missing 
Attribute (date of incorporation): 0.8% 

missing 

New York Business Entity 
Register 

Observation: Although the 
dataset is accessible, its 
overall completeness is less 
than 50% and it lacks two 
mandatory attributes. The 
present attributes are, 
however, complete. 

Identification: RA000628 
Country: United States 
Format: CSV, RDF, RSS, 
TSV, XML 
Access login: no 
Free lookup service: 
available 
License: Open 
Government 
Publishing date: 
14.02.2013 
Update cycle: 30d 
Geographic coverage: 
State 
# of records: 3,308,768 
# of attributes: 30 

8/10 mandatory 
attributes for the 
use case of 
“Business partner 
data curation”

Total missing cells (all dataset): 54.0% 

Total duplicate rows (all dataset): 0.0% 

Attribute (company name): 0.0% missing 
Attribute (identifier): 0.0% missing, 100% 

distinct 
Attribute (country): 0.5% missing 
Attribute (administrative area): 2.2% 

missing 
Attribute (post code): 2.5% missing 
Attribute (thoroughfare): 2.2% missing 
Attribute (legal form): 0% missing 
Attribute (date of incorporation): 0% 

missing 

UK Companies House 

Observation: A 

well-published dataset that 
includes all mandatory 
attributes. While the level of 
overall completeness is 
insufficient, most of the 
mandatory attributes are 
complete. 

Identification: RA000585 
Country: United 
Kingdom 

Format: CSV, REST 

Access login: no 
Free lookup service: 
available 
License: Open 
Government v3.0 
Publishing date: 
11.12.2016 
Update cycle: 7d 
Geographic coverage: 
National 
# of records: 5,063,321 
# of attributes: 55 

10/10 mandatory 
attributes for the 
use case of 
“Business partner 
data curation”

Total missing cells (all dataset): 50.9% 

Total duplicate rows (all dataset): 0.0% 

Attribute (company name): 0% missing 
Attribute (identifier): 0.0% missing, 100% 

distinct 
Attribute (country): 0.0% missing 
Attribute (administrative area): 65.3% 

missing 
Attribute (locality): 1.8% missing 
Attribute (post code): 1.3% missing 
Attribute (thoroughfare): 0.9% missing 
Attribute (legal form): 0% missing 
Attribute (status): 0% missing 
Attribute (date of incorporation): 0.0% 

missing 
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f open datasets for a specific use case, we specifically suggest considering completeness of the
andatory attributes (which are first derived in Phase 0 and then defined as reference ontology in
hase 1). We also consider uniqueness and validity in this step, as seen in Table 8 . After the assess-
ent, a final decision can be made on the suitability of the open dataset for the intended use case.
To illustrate this phase in a real scenario, we exemplify the three-level assessment (i.e., meta-

ata, schema, and content) for seven corporate registers (see Table 9 ) and the business partner
ata curation use case, as formulated in Phase 0. To perform these activities, we used the Pandas
rofiling [ 64 ] library, which provides an easy-to-use interface to summarize the various aspects
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f the datasets. This library’s main function profiling.ProfileReport() takes a Pandas DataFrame as
ts input and returns a ProfileReport object, which can be rendered as an HTML report. While the
eport provides suitable grounds for retrieval of the descriptive statistics of the dataset, it lacks
epth in terms of use context. Therefore, in this case, it was only used as a supporting tool to
erform the calculations. For instance, a section of the report provides a description of variables
i.e., attributes of the dataset), including the variable types, number of unique values, missing val-
es, and distribution of values. In this example, metadata-level and schema-level assessments were
erformed manually, even though this process can be automated in productive implementation.
o illustrate the dataset content assessment, we extracted the values from the profiling report and
emonstrated the completeness and uniqueness of the corporate registers’ datasets (see Table 9 ).
or demonstration purposes, the names of the actual attributes within the datasets were renamed
o match the reference ontology design, illustrated by the next phase of the method. We also pro-
ided observations for each dataset (see first column of Table 9 ). An important shortcoming of
utomatic profiling tools is the verification of the presence of the mandatory attributes, the def-
nition of which is based on the use case requirements (see Phase 0). The underlying reference
ntology design helps to identify these mandatory data objects within open datasets, based on the
nternal data objects (in the event they are known) or defined as “business concepts” in Phase 1. 

This example reveals the particularities of the assessment phase, especially in terms of con-
lusions drawn about the datasets, based on the three suggested pillars. For instance, the overall
ompleteness of the datasets (total missing cells %) is not unfavorable for the use case. However,
rom a traditional assessment perspective, this incompleteness is often interpreted as constituting
oor data quality. The prominence of this deficiency becomes even more noticeable when dealing
ith large datasets, as a large-scale automated assessment would flag the high number of missing
alues. In our case, more than half of all cells were missing in several company registers (e.g., in
he UK and France); however, the individual completeness of mandatory attributes can render the
ataset usable for the formulated use case. To the contrary, we similarly note that the individ-
al completeness of the mandatory attributes should be regarded with caution. If the attribute in
uestion contains an alarming number of missing cells, then the whole dataset could be deemed
nusable for the use case. When dealing with uniqueness, the identifier attributes for the assessed
orporate registers help us to cope with the possibility of duplicate rows and, in the case of this
nalysis, the assumed authoritativeness and rigor of the governments data help us to keep track
f the registered companies in a standardized manner within given legislation. 

Phase 3 – Preparation for Use. This phase entails the integration of the identified and as-
essed open datasets in a company’s internal system. The identified business concepts and refer-
nce ontology are key for the concept mapping and specification of relations between the entities,
n line with the knowledge graph principles. Semantic technologies provide a more robust and flex-
ble way of integrating data from multiple sources, because they use a common vocabulary and
ata model, which facilitate the linkage and integration of data obtained from different sources
 6 ]. In addition, semantics can also improve the quality of the integrated data by allowing data
alidation and reconciliation that use ontologies and formal logic. This can ensure the accuracy
nd consistency of the integrated data, which is particularly important when dealing with open
ata that may have been collected by different organizations or from different sources. 
Subphase 3.1. Our method recommends a thorough documentation of the selected open datasets

nd the provision of complete metadata information. Certain open data sources (e.g., open data
ortals) already adhere to well-known metadata vocabularies and standards (e.g., DCAT, DCT,
QV, SDO), which simplify the documentation process by having standardized RDF vocabular-

es for metadata description. A common metadata model for the documentation of open datasets
ACM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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ssists their harmonization, increases transparency, and documents additional aspects such as
uality and dataset attributes. In addition, the documentation of attributes should contain the as-
ociated business concepts (as seen in Phases 0 and 1), as this allows to initiate the construction
f the knowledge graph. 
Subphase 3.2 . This final subphase focuses on integrating open datasets by means of a knowl-

dge graph. The previous subphase emphasized the links between open dataset attributes and the
ommon entities (business concepts), thus denoting the formalization of an ontological model for
 given use case. For instance, a company’s internal data objects need to be associated with similar
ntities as those found in open datasets. This entity-linking process is a common way of inte-
rating heterogeneous datasets [ 5 , 13 , 65 , 70 ]. As a result, a company will be able to locate open
atasets containing attributes that correspond to business concepts, which in turn relate to their
nternal data. 

To illustrate these subphases in a real scenario, we once again refer to the data management
ategory of the use cases, namely, business partner curation. As suggested in subphase 3.1, a thor-
ugh documentation of open datasets is necessary to prepare the concept linkage and, as part of
he first BIE cycle (see Table 4 ), a productive documentation is maintained using a MediaWiki with
n extension of Semantic MediaWiki. Figure 1 provides an example of an open dataset’s metadata
ocumentation on a web-based semantic engine, for example, the commercial register of France
see https://meta.cdq.com/Data _ source/FR.RC ), including the metadata of the dataset, as well as its
ttributes, concept mappings, values, and value mappings. This documentation informs the open
ata consumer, thereby improving the transparency of the dataset’s provenance, as well as of its
ontent. On a more abstract level, several datasets can be linked to the same concepts, e.g., the
ew York Business Entity Register contains mandatory attributes that match those of the French
egister of Companies (see Figure 2 ). 

.3 Workflow of the Method to Screen, Assess, and Prepare Open Data for Use 

hile our method outlines a systematic approach, covering the phases from use case ideation
o open data preparation for use, the application of the method in practice can be non-linear. To
llustrate, Figure 3 presents a workflow and thereby highlights the variations and sequencing of
ur method’s applications in enterprises beyond the main flow illustrated in the previous sections,
hus allowing for process flexibility and adaptability. 

One of the possible variations concerns the entry points for the suggested method, depending
n the situational context of the company. For instance, if the open data use case already exists
ig. 1. Example of the Documentation of an Open Dataset (from https://meta.cdq.com/Data _ source/FR.RC ). 
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Fig. 2. Example of Reference Ontology and Entity-linking Process for Selected Datasets. 
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n the enterprise context, then the company can begin with Phase 1, thus starting directly with
he identification of relevant open data sources and datasets. Furthermore, if the datasets are al-
eady identified, then a possible entry point is Phase 2, implying the assessment of the pre-selected
atasets. It is necessary to mention that if the enterprise already productively uses open data in de-
ned use cases, then revisiting different steps of our method can help rethink the adopted approach
ith the intention of improving current practices. 
The presented workflow defies the linearity of our method, particularly concerning the assess-
ent phase. As described in Section 4.2 , the quality of the metadata, schema, and content of the

pen datasets may differ and may potentially not meet the assessment criteria, e.g., when no or not
nough datasets are shortlisted. This implies returning to Phase 1 and initiating a new search for
uitable datasets, thus repeating the Phases 1 and 2. This variant also occurs when new datasets
ppear or if there are previously omitted datasets. Additionally, it is possible that the use case re-
uirements as such must be redefined to identify suitable datasets. This furthermore implies the
doption of an iterative approach to the assessment of datasets, i.e., revisiting the three levels to
nsure a sufficient level of underlying quality. 

Finally, even if open datasets have been successfully prepared and integrated for use, there are
hat-to-do-next options. By going beyond the method’s scope, it is possible that whenever the
ataset is updated, the organization could return to Phase 2 to check for any changes (e.g., if the
eta-data is acceptable, that the schema and content are of a sufficient quality before integrating

he updated dataset and existing assets). Upon the successful integration of the open datasets, it
s possible that additional use cases may be developed on this basis, thus returning to use-case
deation. Ultimately, since our method does not impose processual steps, it might, in specific con-
exts, not be necessary to repeat each phase. 

 COMPARISON WITH OTHER FRAMEWORKS AND APPROACHES 

o position our method to screen, assess, and prepare open data for use within the existing body
f literature on open data, we return to the existing open data frameworks and approaches dis-
ussed in the prior research section (see Sections 2.2 and 2.3 ). Therefore, Table 10 summarizes how
ACM Journal of Data and Information Quality, Vol. 15, No. 4, Article 43. Publication date: October 2023. 
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Fig. 3. Possible Variations in the Workflow of the Method to Screen, Assess, and Prepare Open data for Use. 
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Table 10. Comparison with Other Approaches 

Assess 

Approach Purpose Screen 

Use context 
awareness Scope 

Prepare for use 
(integration) 

“Luzzu” framework 
[ 23 ] 

Linked data quality 
assessment 

no no 
Metadata and 

dataset 
yes 

Metadata quality 
assessment framework 
[ 44 ] 

Automated metadata 
quality assessment for 
various open data portals 

no no Metadata no 

Measurement 
framework [ 61 ] 

Quantitative assessment of 
open government data 
quality 

no no 
Metadata and 

dataset 
no 

Benchmarking 
framework [ 39 ] 

Evaluation of open data 
portals’ quality 

no no Metadata no 

Holistic open data 
assessment framework 
[ 63 ] 

Assessment of the quality 
of open data supply, open 
data governance, and user 
perspective of the open 
data infrastructure 

no yes Metadata no 

Quality-based selection 
framework [ 60 ] 

Selection of open data 
sources to be fused with 
internal data 

yes yes Metadata yes 

“LANG” approach [ 66 ] 
Discovery of data quality 
problems in repurposed 
datasets 

no no 
Metadata and 

dataset 
no 

Method to screen, 
assess, and prepare 
open data for use 

Prepare open data of 
uncertain quality for use 
in a value-adding and 
demand-oriented 
manner 

yes yes 
Metadata, 

schema, dataset 
content 

yes 
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ur method compares with existing open data approaches in terms of the design considerations
ormulated in Section 4.1 . In line with our review in Section 2.2 , in this comparison, we consider
apers that formulate open data approaches or models and that go beyond the mere presentation
f quantitative results. 
While the existing approaches and frameworks do have advantages when it comes to an in-

epth immersion into the quality aspects, they do not holistically inform and demonstrate how
pen data can be screened, assessed, and prepared for use in the enterprise context. It is worth
oting that Stróżyna et al.’s quality-based selection framework [ 60 ] is the only approach that
ctually covers the screening, assessment (also considering the use context), and preparation for
se phases. However, it considers only the open data sources’ metadata and primarily covers the
election aspect. Other than that, Welle Donker et al.’s holistic open data assessment framework
 63 ] is another approach that covers the specific use context for open data. However, it does not
rovide any guidance on screening and integration aspects. 
In terms of assessment techniques, it is important to mention Neumaier et al.’s metadata qual-

ty assessment framework [ 44 ], Vetrò et al.’s measurement framework [ 61 ], and Zhang et al.’s
LANG” approach [ 66 ] that were used in Phase 2 (see Section 4.2 ), as they provide a basis for open
ata quality assessment dimensions on both the metadata level and the dataset level. While the
hree frameworks do not provide consistent evidence on how to screen and integrate open data
particularly in the context of semantics), it is important to state that this was not their original
ntention. The common idea of these frameworks and their respective approaches is to standardize
nd clarify the data quality assessment techniques for external datasets from open sources. None
f them claim to provide a holistic approach to open data sourcing. 
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 CONCLUSION, DISCUSSION, AND LIMITATIONS 

hile the potential of open data is well-known to the research community and to practitioners,
he widespread use of open data still lags. In our multiyear research project, we attempted to
esolve the main challenges faced by enterprises when engaging in open data use cases related
o data management, business processes, or analytics. Our research activities result in a method
hat comprises four phases and that supports companies through all steps, ranging from deciding
n the suitable use cases for open data to preparing open datasets for actual use. To the best of
ur knowledge, this is one of the first systematic attempts to provide methodological guidance to
repare open data of uncertain quality for use in a value-adding and demand-oriented manner. 
Compared to prior literature, our method consolidates different streams of open data research

y adopting a systematic approach. First, it contextualizes open data use by providing guidance
o use case ideation and by exemplifying the generic business scenarios that allow gaining value
rom open data. It thereby ensures that open data is “usable for the intended purpose of the user”
 63 ]. Second, our method proposes a context-aware open data assessment approach that comprises
etadata-, schema-, and content-level techniques. It thereby reflects open data quality assessment

pproaches and links them to traditional data quality literature. Third, our method is enabled by
he use of semantic concepts for data integration—a knowledge graph and reference ontologies—
hat allow the mapping of open datasets by linking them to internal data objects. This approach
nables enterprises to locate open datasets containing attributes that correspond with business
oncepts, which in turn relate to their internal data. Our method therefore provides a scalable
pproach to the integration of heterogeneous datasets [ 5 , 13 , 65 , 70 ]. 

Our method contributes to practice and research. For practitioners, it goes beyond the existing
ominal process steps and outlines a systematic approach with concrete goals, activities, tech-
iques, and outcomes. Therefore, it should be considered as an important pillar of an open data
trategy [ 25 ]. For academics, our research conceptualizes open data preparation as a purposeful
nd value-creating process. Furthermore, our method to screen, assess, and prepare open data for
se can not only facilitate the allocation of related research activities along the process chain, but
lso assist the building of a foundation for future research on specific use cases and open datasets.
e strongly believe that our method addresses the research gap related to a lack of elaborate

rocesses for open data use and mechanisms for enterprise-wide open data strategy implemen-
ation [ 25 ]. The suggested method also demonstrates how semantic technologies, resulting from
echnical open data research streams [ 22 , 43 ], can be systematically applied and how they can
omplement organizational processes for open data assessment and use. While the screening and
ssessment phases of the method are widely applicable, the preparation for use with semantic
echnologies requires long-term investments. The last phase will require organizations to train
heir staff in the use of new tools, languages, and methodologies for data integration, management,
nd analysis. 

Nevertheless, this work is subject to limitations. Our specific research context, namely, the ADR
esearch project, may limit the generalizability of our findings and the versatility of our proposed
ethod. More specifically, even though our method synthesizes practitioner knowledge garnered

rom various open data use cases and firms, additional large-scale demonstrations and further
valuations would be beneficial. Since our method comprises context-specific elements, it would
enefit from pre-existing reference ontologies for specific business contexts. This offers notewor-
hy potential for future design science research in the information systems field, namely, semantic
odeling and knowledge graphs for open data use. 
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