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Abstract Each spring, the climatological westerly winds of the Northern Hemisphere (NH)
stratospheric polar vortex turn easterly as the stratospheric equator-to-pole temperature gradient relaxes.
The timing of this event is dictated both by the annual return of sunlight to the pole and by dynamical
influences from the troposphere. Here we consider the predictability of NH final stratospheric warmings in
multimodel hindcasts from the Subseasonal to Seasonal project database. We evaluate how well the
Subseasonal to Seasonal prediction systems perform in capturing the timing of final warmings. We
compare the predictability of early warmings (which are more strongly driven by wave forcing) and late
warmings and find that late warmings are more skillfully predicted at longer lead times. Finally, we find
significantly increased predictive skill of NH near-surface temperature anomalies at Weeks 3–4 lead times
following only early final warmings.

1. Introduction
Wintertime circulation in the extratropical stratosphere is dominated by a strong, westerly polar vortex. The
annual evolution of the polar vortex is predominantly dictated by the seasonal cycle of radiative heating. In
the Northern Hemisphere (NH), the polar vortex develops at the end of August, reaches maximum westerly
zonal wind speeds in January, and returns to its summer easterly state between March and May. If this
seasonality were driven by radiative processes alone, there would be little variation in the timing of the
formation and the breakup of the polar vortex each year. This is true for the formation date of the vortex,
which has varied by 9 days at the most during the period 1979–2017. In contrast, wave mean flow dynamics
play a significant role in the variability of the stratospheric polar vortex and in the timing of its final reversal
to its easterly summertime state—the so-called “final warming” (FW)—which has a spread of more than
2 months over this same period (Waugh & Rong, 2002; Waugh et al., 1999).

Dynamic disruptions of the midwinter polar vortex, which are caused by a combination of the breaking of
tropospherically generated planetary waves (Polvani & Waugh, 2004; Sjoberg & Birner, 2012) and internal
resonance of the vortex (Domeisen et al., 2018; Esler & Matthewman, 2011; Matthewman & Esler, 2011),
are associated with rapid warming in the polar stratosphere and thus are termed “sudden stratospheric
warmings” (SSWs). These events can have significant and persistent impacts on surface climate for days to
weeks afterward, and implications for predictability on Subseasonal to Seasonal (S2S) time scales (Butler
et al., 2019; Sigmond et al., 2013). These surface impacts often project onto the negative phase of the North
Atlantic Oscillation (NAO; Butler et al., 2017; Charlton-Perez et al., 2018; Domeisen, 2019), representing
an equatorward shift of the North Atlantic storm track. Recent studies have indicated that midwinter SSWs
are generally only predictable at lead times of 10–15 days (Karpechko, 2018; Taguchi, 2018), though there is
large variability in the predictability between events, and probabilistic prediction may be possible at weeks
or even a season ahead of time (Scaife et al., 2016).

FWs of the stratospheric polar vortex are also followed by surface anomalies in temperature and mean sea
level pressure but do not always project well onto the wintertime NAO pattern (Black & McDaniel, 2007;
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Black et al., 2006). It is likely FW events contribute to extratropical surface climate predictability in spring
(Hardiman et al., 2011; Sun & Robinson, 2009). Given that a FW occurs every year, one important facet of
these events is their timing. FWs that occur in early spring lead to a more negative NAO-like pattern in March
and April relative to FWs that occur in late spring (Ayarzagüena & Serrano, 2009; Li et al., 2012). While
studies have examined FWs in the Southern Hemisphere in relation to predictive skill (Byrne & Shepherd,
2018; Lim et al., 2018), and Jia et al. (2017) find higher seasonal predictive skill related to the stratosphere in
spring compared to winter, we are not aware of any study that has quantified predictive skill of NH surface
climate at subseasonal time scales following early and late FWs. We seek to quantify the predictability of FWs
and their influence on the predictability of surface climate using state-of-the-art S2S prediction systems.

2. Methods
The S2S project database (Vitart et al., 2017) comprises hindcasts of the 1981–2016 period from 11 oper-
ational forecasting centers. We consider six of these models (CMA, ECCC, ECMWF, JMA, NCEP, and
UKMO). Note that CMA and ECCC have lower model tops and lower stratospheric resolution and so may
not fully capture stratospheric variability (A. J. Charlton-Perez et al., 2013). These prediction systems offer
a large number of hindcasts, with ensemble sizes ranging from 2–11 and initializations occurring as often
as every day down to 3 times per month. Details about the hindcast period and ensemble size for each pre-
diction system can be found in supporting information Table S1. We use the full record available for each
system, rather than a common period, in order to maximize the number of FWs in each case. S2S hind-
casts are bias-corrected by removing the lead time-dependent climatology from the ensemble-mean of each
model over its full record, leaving out the year being bias corrected from the climatology. For looking at the
predictability of FWs, the reanalysis climatology is added back to the bias-corrected zonal wind anomalies
and then the FWs in the prediction systems are calculated.

We use European Centre for Medium-Range Weather Forecasts Re-Analysis (ERA)-interim reanalysis data
(Dee et al., 2011) from 1981–2016 to determine observed FW dates and for verification. Because there is
no standard definition for FWs (Butler et al., 2015), and a variety of methods have been used in the litera-
ture, here we use daily-mean zonal-mean zonal winds at 60◦N and 10 hPa, both because this metric allows
consistency with the common definition for midwinter SSWs (Charlton & Polvani, 2007) and because the
output is available from the S2S database for all considered model systems. Following Butler and Gerber
(2018), the FW occurs on the last date during the 1 July to 30 June period of each year on which the zonal
winds reverse and do not return to westerly for more than 10 consecutive days. The resulting dates (sup-
porting information Table S2) generally agree with previously published FW dates using slightly different
metrics and reanalysis (Hu et al., 2014, 2015). The mean climatological NH FW date in ERA-interim over
the period 1981–2016 is 15 April. There are 19 FWs that occur before 15 April, defined as “early” warmings,
and 17 FWs that occur on or after, defined as “late” warmings. The earliest FW date is 5 March 2016, and
the latest FW date is 12 May 1981. Note there is some decadal variability in the timing of FWs (Waugh et al.,
1999), with more early FWs occurring in the 1990s (a period of few midwinter SSWs) and more late FWs
occurring in the 2000s (a period of many midwinter SSWs; Ivy et al., 2014). This agrees with Hu et al. (2014)
who found that winters with midwinter SSWs tend to be followed by late FWs and winters with no SSWs
tend to be followed by early FWs.

For section 3.1, the same definition for FWs applied to ERA-interim above is also applied to the
bias-corrected S2S hindcasts initialized between 1 February and the date of the observed FW every year. We
do not consider initialization dates after the observed FW because then the model will be initialized with
easterly zonal winds in the stratosphere. Note that if the zonal wind reverses less than 10 days from the end
of the hindcast, it is still counted as a predicted FW event.

Our method of classifying early and late events using the climatological mean FW date is a technique used in
previous studies (Ayarzagüena & Serrano, 2009; Wei et al., 2007) that is designed to separate predominantly
wave-driven events from predominantly radiative-driven events in a simple manner. This is a different tech-
nique than used in Hardiman et al. (2011), which classified FWs by their vertical evolution (zonal wind
reversals at 10 hPa first compared to reversals at 1 hPa first). However, since data output at 1 hPa is not
available for the S2S database, we need a technique based only on 10-hPa data. The analysis in section
3.1 confirms that our method succeeds at separating dynamic events from radiative ones, though there
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are likely exceptions to this rule (i.e., some late events as defined here may also exhibit dynamic warming
characteristics). We have verified that our results are not sensitive to the choice of 15 April ±10 days.

As a reference for hindcasts initialized during FWs, we create “control” hindcasts, in which for each ini-
tialization closest to the observed FW date, we sample all other years in the record for that date in which
the stratospheric winds (10 hPa, 60◦N) are westerly (because of this requirement, note that the control pop-
ulation size for the late FWs is much smaller than the control for early FWs). The control hindcasts thus
have many more samples than the FW hindcasts (though many years are repeated) and also have the same
distribution, in terms of seasonality, as the FW hindcasts.

Significance is assessed for composites and the anomaly correlation coefficient (ACC) via Monte Carlo sam-
pling. For each date that enters the FW composite, we randomly sample that forecast date from any of the
years in the period of analysis to build up a Monte Carlo sample that consists of the same number of fore-
casts on the same dates as present in the FW composite but from randomly chosen years. The composite
mean and ACC statistics are obtained for this new sample, and this is repeated for 100 such samples. Where
the actual composite or ACC values lie outside of ±2 standard deviations of the distribution of Monte Carlo
samples, it is considered significant.

3. Results
3.1. Observed and Simulated Differences in Early and Late FWs and Their Predictability
We first highlight observed differences between early and late FWs (Figures 1a–1d) and examine the ability
of the forecast models to capture these features (Figures 1e and 1f). The stratospheric zonal winds (Figures 1a
and 1c) prior to early FWs are significantly stronger than prior to late FWs by definition—early FWs are
defined to occur when the climatological westerly winds are stronger. However, the tendency of the zonal
winds in the ±5-day period about the event date is larger and the magnitude of the easterlies after the event
is greater for early FWs, suggesting these events are more sudden. The change from westerlies to easterlies
following late FWs occurs more gradually, indicative of radiative relaxation as the dominant process. Note
that the zonal winds are anomalously weak (strong) in the week prior to early (late) FWs (not shown, but in
agreement with, e.g., Ayarzagüena & Serrano, 2009), an indication of anomalous wave forcing prior to early
events. This is quantified by the anomalous lower stratospheric eddy heat flux (Figures 1b and 1d), which
is larger for early FWs than for late FWs, consistent with the idea that early breakups are more wave driven
(Hu et al., 2014; Wei et al., 2007). The eddy heat flux anomaly stays elevated 5 days before and after early
FWs, similar to midwinter SSWs (Sjoberg & Birner, 2012).

To evaluate how well the S2S models simulate the differences between early and late FWs, we look at the
predicted distribution of zonal winds and eddy heat flux anomalies (spanning from 20 days prior to 30 days
after observed early and late FWs) based on all forecasts that were initialized within the window that was
3–4 weeks earlier (Figure 1e and 1f). For example, at day = 0, we are showing the distribution for the actual
FW date from all the forecasts initialized between 3–4 weeks prior. The models capture well the difference
in zonal winds between early and late FWs, showing significantly stronger and more variable zonal winds
prior to early FWs compared to late FWs, as observed. Note that at 3- to 4-week lead times the S2S prediction
systems predict early FW dates that are on average up to 5 days later than observed.

The ability of the S2S prediction systems to correctly simulate the zonal wind differences between early and
late FWs is mostly a reflection of the models' ability to capture the seasonal evolution of the polar vortex.
The ability of the S2S systems to predict differences in the lower stratospheric eddy heat flux anomaly for
early and late FWs is less apparent (Figure 1f). The eddy heat flux anomalies are more variable and shifted
toward slightly more positive values in the −10 to +5 days surrounding early FWs compared to late FWs, as
observed. Still, the somewhat weaker response in the eddy heat flux anomaly prior to early FWs compared to
observations indicates that the models have difficulty deterministically predicting 3–4 weeks ahead of time
any particular wave pulse driving the more rapid deceleration of the vortex to its easterly state.

Next we consider how well the interannual variability of the timing of the FW is predicted (Figure 2). The
ERA-interim “day of year” (DOY) time series of the FW shows clearly the early FWs in 2005 and 2016 and
the general trend toward later FWs during the 1992–2009 period (Hu et al., 2014; Karpechko et al., 2005).
Comparing to the ensemble-mean DOY time series in the S2S prediction systems at different lead times
suggests that the timing of certain FW events is more difficult to predict than others. For example, almost
all models predicted the 2005 early FW to occur later than observed, and in general the DOY of early FWs
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Figure 1. (top row) Zonal-mean zonal winds (m/s) at 60◦N and 10-hPa and (bottom row) 45–75◦N and 100-hPa eddy heat flux anomaly for (a, b) observed early
FWs, (c, d) observed late FWs, and (e, f) early versus late FWs in the S2S prediction systems. In (a–d), the black line is the composite mean and is green with
x's where a t test difference in means between the early and late FWs is significant at the p ≤ 0.05 level. In (e) and (f), the box and whiskers are based on Weeks
3–4 forecasts of Days −20, −15, −10, −5, 0, 5, 10, 15, 20, 25, and 30 around the observed early (red) and late (blue) FWs. FW = final warming;
S2S = Subseasonal to Seasonal.

shows greater ensemble spread and root-mean-square error (RMSE) than late FWs (Figures 2b and 2c). A
comparison of ensemble spread (Figure 2b) to the RMSE (Figure 2c) gives an estimate of ensemble underdis-
persion or overdispersion (Fortin et al., 2014; Wilks, 2010). For example, the ensemble spread in the UKMO
prediction system is smaller at longer leads than the RMSE, suggesting possible underdispersion.

One key result is that the prediction systems are able to generally capture whether the FW will be early or
late, even 4 weeks ahead of time; the prediction skill for the DOY time series is not highly dependent on lead
time. The correlations between the observed and predicted DOY time series also does not strongly depend
on lead time (not shown), and are greater than r = 0.9 for most lead times and prediction systems. The
ensemble spread and RMSE of the DOY time series generally increases for longer lead times as expected
(Figures 2b and 2c), but this increase is not consistent across lead times; in some prediction systems such
as NCEP and ECMWF, the RMSE of the DOY time series peaks at Week 2 (this may reflect noise due to
relatively small samples). Overall, the difference in RMSE depends more strongly on the prediction system
(and sampling period) than on lead time, with CMA and UKMO showing larger RMSE (greater than 8 days)
at Weeks 3–4 compared to the other four prediction systems.

The fact that the general timing of the FW is not strongly dependent on lead time suggests that the timing is
regulated by some seasonal to decadal influence. Previous studies have suggested a role of the Quasi-biennial
Oscillation (QBO), El Niño–Southern Oscillation (ENSO), the North Pacific Gyre Oscillation, or solar cycle
variability (Camp & Tung, 2007; Haigh & Roscoe, 2009; Hu et al., 2018; Salby & Callaghan, 2007). We find
that over the 1981–2016 period, out of 12 El Niño winters (defined by the DJF Oceanic Niño Index from
the NOAA Climate Prediction Center), 9 were followed by early FWs and only 3 by late FWs. Out of 12 La
Niña winters, 8 were followed by late FWs and only 4 by early FWs (an equal number, 6, of early and late
FWs follow 12 ENSO-neutral winters). This brief analysis suggests some relationship, but given the short
record, it is not clear whether this interannual relationship might be dominated by ENSO teleconnections
to the stratosphere (Domeisen et al., 2019) or is a sampling artifact. Note that during the 1981–2016 period,
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Figure 2. (a) Time series of the day of year (DOY) of the final warming (FW) in European Centre for Medium-Range Weather Forecasts Re-Analysis-interim
(black dots) and the Subseasonal to Seasonal prediction systems (symbols), shaded according to different lead times before the observed FW. The number of
symbols for each year is an indication of the number of prediction systems with data during that time period; see supporting information Table S1. The dashed
line shows the mean FW date of 15 April. (b) Ensemble spread (square root of the average ensemble variance; Fortin et al., 2014) and (c) RMSE of the
ensemble-mean DOY time series for Weeks 1–4 lead times for different prediction systems. For (b) and (c), the ensemble spread and RMSE averaged over all
lead times is shown as a black square for early FWs and a black triangle for late FWs. RMSE = root-mean-square error.

more SSWs occurred during La Niña than El Niño (Garfinkel et al., 2019). Of the nine El Niño winters that
were followed by early FWs, only two had midwinter SSWs. On the other hand, of the eight La Niña winters
that were followed by late FWs, seven had midwinter SSWs. Thus, it is likely that the occurrence of midwin-
ter SSWs, which is related to both QBO and ENSO (Butler & Polvani, 2011; Garfinkel & Hartmann, 2010;
Garfinkel et al., 2018) but also internal atmospheric variability, ultimately dictates the timing of radiative
recovery of the vortex to its westerly state and any subsequent ability of the vortex to reverse in a FW (Hu
et al., 2014).

If we now consider only those times in which the prediction systems accurately (within ±3 days) predict
the observed FW (Figure 3a), we find on average 45% of ensemble members are able to predict the observed
FW at lead times of up to 20 days (note that the false alarm rates, in which a FW was predicted but did not
occur, are on average about 18%—see supporting information for a description). Even out to 30-day lead
times, some systems have >25% of ensemble members accurately predicting the FW, which is higher than
the predictive skill at these lead times for most midwinter SSWs (Karpechko, 2018; Taguchi, 2018; A. Y.
Tripathi et al., 2014).

BUTLER ET AL. 10,582
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Figure 3. (a) Percent of ensemble members in each prediction system (color bars) that detect a final warming within
±3 days of the observed FW, as a function of lead time (averaged within 5-day bins), where the solid black line is the
multimodel mean. Black patterned bars indicate the false alarm rate for each model averaged over lead times of
1–30 days. (b) The same as in (a) but subdivided into early (dashed lines, squares) and late FW years (dashed dot lines,
triangles). The black lines show the multimodel means (the line with no symbols is the same line for all years in
panel (a)), and light colored lines correspond to different models. The bold horizontal lines are the multimodel mean
rates of false alarms averaged over lead times of 1–30 days. In both (a) and (b), the 25% and 75% thresholds are
indicated by dotted lines. FW = final warming.

To better understand this result, we consider separately the predictability of early versus late FWs
(Figure 3b). Early FWs are less predictable at longer lead times than late FWs. For example, at 11- to 15-day
lead times, more than 55% of ensemble members accurately detect late FWs, compared to 35% of members
accurately detecting early FWs. Thus, the predictive time scales of early FWs more closely match those of
other dynamic stratospheric events such as midwinter SSWs (A. Y. Karpechko, 2018; Taguchi, 2018). The
decreased predictability at longer lead times for wave-driven events is associated with the deterministic pre-
diction limits of synoptic tropospheric variability (Buizza & Leutbecher, 2015; Domeisen et al., 2017) that
drive these events in the stratosphere. The late FWs are, perhaps unsurprisingly, more predictable at longer
lead times, given that the dominant process is the dependable radiative relaxation of the meridional tem-
perature gradient as winter turns to spring. There may also be some inherent advantage to predicting late
FWs, as the likelihood of the model forecasting a FW will increase if the FW has not occurred yet as spring
progresses.

3.2. Can FWs Influence Surface Predictive Skill?
Hardiman et al. (2011) find a more negative NAO-like pattern in March and April for years with FWs that
occur at 10 hPa first compared to years that occur at 1 hPa first, and Ayarzagüena and Serrano (2009) find
corresponding shifts in the North Atlantic storm track for early versus late FW years. We find no signifi-
cant observed differences in the NAO index between early and late FWs when compositing around the FW
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Figure 4. (a–c) Composite T2m anomalies (K) for ERA-interim, (d–f) multimodel composite T2m anomalies (K), and (g–i) the difference in the anomaly
correlation coefficient for FW hindcasts and control hindcasts, averaged Weeks 3–4 after (top) all FWs, (middle) early FWs, and (bottom) late FWs. Hatching
depicts regions that are significant according to the Monte Carlo test outlined in section 2. T2m = 2-m temperature; ERA = European Centre for
Medium-Range Weather Forecasts Re-Analysis; FW = final warming; ACC = anomaly correlation coefficient.

date (supporting information Figure S1). However, the springtime NAO is confined poleward compared to
the wintertime NAO, and the centers of action over Iceland and the Azores may shift location seasonally
(Domeisen et al., 2017; Hurrell, 1995; Portis et al., 2001). Thus, the pattern change after both early and late
FWs is “NAO-like” but may not project well onto the wintertime NAO pattern that we are using here.

To examine the impact of the FW and its timing on predictive skill of springtime surface climate, we first find
the model initialization closest to the observed FW date for every year in each model and then composite
the surface temperature anomalies for Weeks 3–4. Comparisons to ERA-interim are also made based on the
closest initialization date (i.e., not necessarily the observed FW date) for each model and each year.
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As a benchmark for the quantitative impact of the FW at the surface, Figure 4a shows that the composite 2-m
temperatures (T2m) for ERA-interim averaged for the Weeks 3–4 period after all FWs are anomalously cold
over northern Europe and eastern North America and anomalously warm over northern Asia and the west-
ern Atlantic. However, there are some noticeable differences for early versus late FWs (Figures 4b and 4c).
Early FWs are followed 3–4 weeks later by anomalously cold temperatures throughout most of the NH, par-
ticularly over the North Atlantic, central Pacific, and western Asia. Late FWs, on the other hand, are followed
by anomalously warm temperatures across most of the NH (though the anomalies are generally not signif-
icant). The exception is over Europe where anomalous cold prevails. Identical plots for individual models
(supporting information Figures S2–S7) show general agreement with the multimodel mean (Figure 4), even
though they cover different time periods, suggesting that at least to first order these composite differences
are not dominated by, for example, sampling of surface temperature trends, though that could be playing
some role.

The differences in the early and late FW response, particularly over the Pacific sector, may in part be a reflec-
tion of ENSO, given that most early FWs occur during El Niño years and most late FWs during La Niña
years (see section 3.1). The signature of ENSO in the S2S prediction systems (Figures 4d–4f) at Weeks 3–4
lead times on predicted T2m temperature anomalies is also evident for both early and late FWs; note the
equal and opposite response over the Pacific-North American region for early versus late FWs that is typi-
cal of El Niño versus La Niña (Domeisen et al., 2019). Indeed, compositing the hindcasts initialized closest
to the observed FW separately for El Niño and La Niña years (supporting information Figures S8a and S8b)
shows patterns very similar to those in Figures 4e and 4f. However, one interesting point is that the predic-
tion systems capture the dipole in temperature anomalies across Eurasia for both early and late FWs. The
S2S hindcast composite for all FWs thus provides a rough estimate of the stratospheric component of the
response to FWs, as the ENSO-related component cancels out over the Pacific (a similar pattern is recov-
ered when all El Niño plus La Niña years are composited together, Figure S8d). While composite analysis
has been used to isolate the tropospheric and stratospheric components of the ENSO response in reanaly-
sis data and AMIP-type simulations (Butler et al., 2014; Jiménez-Esteve & Domeisen, 2018; Polvani et al.,
2017), here it is particularly interesting because any signal at 3- to 4-week lead time in the S2S prediction
systems likely results from processes with memory on those time scales or longer. The Pacific sector ENSO
component is thus not unexpected, but the Eurasian component is evidence of the S2S models predicting a
stratospheric influence, via the FW, on surface temperatures 3–4 weeks later.

To quantify the influence on surface predictive skill, we calculate the ACC for both the FW and control
hindcasts for the average of Weeks 3–4 T2m temperature anomalies, for the hindcast initialized closest to
the observed FW date. The ACC in the control forecasts for Weeks 3–4 is large and positive over the Pacific
sector and near 0 elsewhere (not shown). Because the control forecasts are initialized on the same dates as
observed FWs but different years, the skill in the control forecasts is likely dominated almost entirely by
ENSO, with little stratospheric influence.

Because the ACC in the control forecasts is dominated by ENSO, the difference in ACC between the
Weeks 3–4 FW forecasts and the control forecasts should mostly isolate the skill increase associated with
FWs (Figures 4g–4i). Overall, the ACC is marginally enhanced over most of the extratropics after the model
is initialized with a FW, relative to the control runs, with the greatest increases in skill seen over the North
Atlantic and Eurasian regions. Averaged over the entire hemisphere (supporting information Table S3),
the ACC increase is statistically significant, as determined by Monte Carlo testing of the same FW dates
but with randomized years (which suggests the skill is not arising from just coincidental timing of the FW
dates with some seasonal shift in predictive skill). However, when skill is calculated separately for early and
late FWs, it is apparent that the greatest increase in Weeks 3–4 skill follows early FWs, particularly over the
Atlantic-Eurasian region, though insignificant increases in ACC also occur following late FWs (compare
Figures 4h and 4i). This is also true for most individual models (Figures S2–S7).

Why is the increase in predictive skill greater following early FWs than late FWs? One reason could be
that because early FWs induce stronger and more sudden stratospheric changes, their surface impacts are
stronger and more persistent. Another reason could be that because they occur more often in El Niño years,
the tropospheric pathway of El Niño already induces a tendency toward a negative NAO-like state over the
North Atlantic (Jiménez-Esteve & Domeisen, 2018) and is thus more receptive to the FW signal. Finally, it
is possible that since there is a FW every year, the greatest increase in skill occurs for early FWs when the
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model is not necessarily predicting a stratospheric signal, than for late FWs when the model climatologically
expects the stratospheric change to occur. We also note that the response after late FWs may lack significance
simply because the control forecasts are based on only a few years that still have westerly winds in late spring.

4. Conclusions
Using the S2S project database, we have examined both the predictability of FWs and their influence on
predictive skill of surface climate at 3- to 4-week lead times.

On 3- to 4-week time scales, the S2S prediction systems are not able to predict the enhanced anomalous heat
flux associated with early FWs, and in general, the models predict early FWs to occur later than observed.
Overall, early FWs are less predictable at longer leads compared to late FWs. Additionally, we find that
ensemble-mean hindcasts from S2S prediction systems are able to capture whether the FW will be early or
late even 4 weeks ahead of time. We note a relationship of early FWs occurring more frequently after El Niño
winters and late FWs more frequently after La Niña winters, but the occurrence of midwinter SSWs seems
to play a primary role in the timing of the FW.

Finally, we find that the Weeks 3–4 predictive skill of T2m anomalies (as measured by ACC) is enhanced
throughout the NH, and particularly over the North Atlantic-Eurasian region, for hindcasts initialized at
the onset of early FWs relative to control hindcasts. Nonsignificant, but positive, increases in ACC are also
found following late FWs. This result could have important implications for S2S forecasting, as it suggests
that in particular more dynamic early FWs, but to some extent late FWs, could provide an additional source
of Weeks 3–4 predictive skill in spring.
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