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INTRODUCTION

Learning is a fundamental biological adaptation that is widespread throughout the animal kingdom. According to previous research, 2 conditions are necessary for learning to be adaptive: between-generation environmental variability and within-generation environmental predictability. In this article, we show that between-generation variability is not necessary and that instrumental learning can provide a selective advantage in a complex environment, where an individual is exposed to a large number of different challenges during its lifespan. We construct an evolutionary model where individuals have a memory with limited storage capacity, and an evolving trait determines the fraction of that memory that should be allocated to innate responses to the environment versus learning these responses. The evolutionary stable level of learning depends critically on the features of the environmental process, but generally increases with environmental complexity. We conclude by emphasizing that the specific advantages of learning should be distinguished from the general advantages of phenotypic plasticity, and we discuss possible routes to empirically test our claims.

Key words: behavioral plasticity, environmental complexity, natural selection, short-term memory.
plastic responses have also been called “activational” (Stamps and Groothuis 2010) or “contextual” plasticity (Snell-Rood 2013), and fall under the broad category of reversible plasticity (Botero et al. 2015). They may be defined as phenotypes that are fixed from birth (possibly modulo a developmental period) and are always expressed throughout the lifespan of an individual, whenever a particular stimulus is encountered. These phenotypes are thus reversible in the sense that they are not always expressed; they are only expressed when a particular stimulus is present and are therefore labile traits that can change multiple times during an individual’s lifetime.

Because innate behavioral plasticity and learning both refer to labile traits (in opposition to nonlabile traits or developmental plasticity, also called irreversible plasticity), they should in principle both provide an advantage in within-generation varying environments (Gomulkiewicz and Kirkpatrick 1992). Although recent research has made significant progress in this direction (Botero et al. 2015), more work is needed to disentangle the effects of environmental patterns on the evolution of the different forms of plasticity. In particular, another discriminating factor than environmental variability is required to understand the specific advantage of learning over innate behavioral plasticity. Such a distinction has not been made possible in previous theoretical work because in most models for the evolution of learning, learners are pitted against individuals that can only express one given genetically determined action (Boyd and Richerson 1988; Stephens 1991; Feldman et al. 1996; Kerr and Feldman 2003; Wakano et al. 2004; Dunlap and Stephens 2009). But this is not a very likely evolutionary transition to learning, as learning is more likely to evolve on top of innate behavioral plasticity (Kerr 2007), and it is indeed common to observe the coexistence within individuals of these 2 forms of plastic responses (Mery and Burns 2010; Snell-Rood 2013).

What distinguishes innate behavioral plasticity from learning is that, under learning, information about payoff-relevant actions is not genetically encoded, but acquired during lifetime. This suggests that factors that render difficult the storage of information in the genotype will favor learning over innate behavioral plasticity. Previous research has unraveled one way in which environmental information cannot persist in the genotype; namely, when offspring live in a completely novel environment, offspring carry genetic information that is not adapted to their current conditions; they will not reproduce and this will cause the loss of information inherited from previous generations (Boyd and Richerson 1988; Stephens 1991; Feldman et al. 1996; Kerr and Feldman 2003; Wakano et al. 2004; Dunlap and Stephens 2009).

But, even if parents and offspring face the same conditions, the environment may be too complex for all responses to it to be genetically encoded. By environmental complexity, we mean the number of distinct challenges or stimuli that an individual encounters within its lifespan. These may be, for instance, an encounter with a predator or with a food item of some nutritional value. Environmental complexity may then select for learning for the following reason. Because the range of challenges encountered during an individual’s lifespan can be extremely large, and each of these situations generates a particular combination of sensory perceptions in the animal’s brain, it seems unlikely that an animal is capable of storing the interactions with all these challenges and the associated responses (even with the abstract representation provided by neural networks, Enquist and Ghirlanda 2005).

The discrepancy between the complexity of the environment and the capacity of an individual’s genetic memory to process information thus imposes a computational constraint on its decision system. Having a dynamic memory, which allows the individual to forget obsolete stimulus-response associations and learn new ones, may be useful for dealing with environmental complexity, as it makes feasible to react to an arbitrarily large number of situations. The contribution of forgetting to the adaptive value of learning has already been investigated (Kraemer and Golding 1997; Kerr and Feldman 2003), but only in situations where forgetting allows one to face the same challenge at distinct instants and if the optimal behavior for that challenge has changed (i.e., environmental variability). Forgetting may further contribute to the benefits provided by learning through the ability to encode different stimuli because different stimuli may be encountered at distinct instants of time. This is consistent with the functioning of short-term memory: Animate or inanimate features with which an animal interacts first enter the working memory and are transferred to the long-term memory only through a consolidation phase, which does not necessarily occur (Dudai 2004; Shettleworth 2009). When supplemented with forgetting, learning is thus likely to provide a powerful mean to cope with environmental complexity because it can scatter complexity over time; only a small portion of the environment’s complexity is dealt with per unit time.

In the rest of this article, our aim is to investigate the evolutionary transition from innate behavioral plasticity to learning and to formalize in an evolutionary model the above verbal argument that instrumental learning is adaptive under conditions of environmental complexity. In order to capture the limitations of an individual in terms of information processing, we assume that it is constrained by a maximum amount of memory. An evolving trait prescribes the allocation of this memory either to an innate memory or to a dynamic memory, which allows the individual to learn and forget associations between stimuli and actions. Because our goal is to find a minimal set of conditions where learning is selected for, the dynamic memory will only correspond to short-term memory, and we will ignore the possible gains provided by long-term memory. This is a conservative assumption because long-term memory is widespread in nature and is likely to further increase the selective advantage provided by learning (Shettleworth 2009). The environment consists of a finite (but possibly very large) number of challenges (or stimuli), each of which is characterized by its own optimal action(s). We will show that environmental complexity (operationalized as the number of potential stimuli in the environment) can generate a selection pressure in favor of a greater allocation of memory to learning.

**MODEL**

**The individual and its environment**

Consider an individual that interacts with its environment for successive discrete time steps. At each time step, the individual has to choose an action to respond to an environmentally determined challenge or stimulus, which is drawn from a set of $N_s$ stimuli. Following previous formalizations (Feldman et al. 1996; Wakano et al. 2004), we assume that the chosen action is either the “correct” (or appropriate) response to the stimulus and gives payoff $\pi_c$ or a “wrong” response and gives payoff $\pi_w$.

Because stimuli may depend on location, task to be performed, or time of the day, the individual is unlikely to meet all of them at once and we assume the following environmental process, where only a subset of the entire set of stimuli can be encountered per time step. Namely, any time step of an individual’s lifespan consists of 3 events. 1) With probability $\gamma$ a block of stimuli of size $N_b \leq N_s$
is randomly drawn from the set of environmental stimuli, whereas with probability $1 - \gamma$, the individual faces the same block met at the previous time step. 2) A stimulus is uniformly drawn from the block (hence, a given stimulus in the block is sampled with probability $1/N_b$). 3) The individual chooses an action in response to this stimulus.

An important property of this environmental process is that the stationary distribution of stimuli is uniform, so that every stimulus has probability $1/N_b$ of being encountered in the stationary state (see the Appendix for a proof and a detailed mathematical description of the environmental process). We take $N_b$ to be a measure of environmental complexity. Large values of $N_b$ correspond to the case where an individual will encounter many different stimuli. However, the environment itself is not uniform and the parameter $N_b (1 \leq N_b \leq N_s)$ captures local complexity: Low values of $N_b$ correspond to a low number of stimuli possibly experienced in a given block of stimuli, whereas high $N_b$ corresponds to a locally complex environment, where the individual is temporarily faced with a high number of stimuli. Finally, the parameter $\gamma$ (0 $\leq \gamma$ $\leq$ 1) is the environmental switching rate. Low values of $\gamma$ correspond to slow block turnover. In this environment, predictability, a feature that has been shown to critically affect the evolution of learning (Stephens 1991), is captured by the interaction between $N_b$ and $\gamma$. When $\gamma$ is close to 1, there is rapid block turnover, so the environment is not very predictable for any block size $N_b$. When $\gamma$ is smaller, predictability depends on local complexity, $N_b$. A large value of $N_b$ means that a lot of stimuli are being encountered in a given block so the probability to encounter the same stimulus repeatedly is low, and hence, the environment is less predictable. A small value of $N_b$ corresponds to a more predictable environment where the individual only deals with a small number of stimuli during a period of interaction with a block.

In order to be able to store information about how to respond to stimuli, we assume that the individual has a memory that can store $m$ associations between stimulus and action. These $m$ memory "slots" could either be filled with fixed associations present at birth, which hold templates of stimuli together with the innate response to these stimuli, or with such associations that are learned during the individual’s lifespan. Though the innate responses are not necessarily stored in the same neuronal memory as the dynamic responses (they may even be only physiological responses that are not neurally mediated), we use the term “memory” for both the innate and the dynamic storage of stimuli, in order to emphasize that the organism faces a trade-off in allocating physiological resources to these 2 different types of responses. We denote by $g$ the number of associations that are innately determined. Hence, if $g < m$, a part of the memory, $m - g$ slots, is dynamic, and the individual can encode new stimuli encountered during its interactions with the environment. If $g = 0$, the individual is born with a “blank slate”, with absolutely no innate tendency to respond to environmental stimuli. Our goal is to understand the selection pressure on the evolving trait $g$, given a fixed memory capacity $m$, and how this depends on environmental complexity ($N_b$), local complexity ($N_s$), and switching rate ($\gamma$). (see Table 1 for a list of all the symbols used in the model)

**Fitness**

In order to evaluate the selection pressure on $g$, we need a measure of expected payoff (or fitness) accruing to an individual expressing this trait value. To obtain this, we note that an encountered stimulus at a given time step can be in 3 possible states with regard to the individual’s memory. First, the stimulus can be innately encoded, in which case we denote by $\pi_s$ the average payoff obtained from the response to it. Second, the stimulus encountered can be present in the dynamic memory, in which case the response results in average payoff $\pi_d$. Third, the stimulus may not be present at all in the memory of the individual (it is “unknown”), in which case the individual’s response results in average payoff $\pi_u$.

Because our main interest is in understanding the environmental conditions that favor learning, we assume (conservatively) that expressing a genetically determined action always leads to the “correct” payoff: $\pi_c = \pi_s$. When an individual encounters a stimulus that is not in its memory, we assume it samples an action at random. The expected payoff obtained by choosing an action randomly is denoted $\pi_u$, and is assumed to satisfy $\pi_u \leq \pi_s \leq \pi_c$. Finally, we assume that $\pi_u$, the payoff for learned responses to stimuli, is a constant satisfying $\pi_u \leq \pi_s \leq \pi_c$, so that an action for a stimulus present in dynamic memory leads to a higher payoff than if it was tried out randomly, because learning allows to sample the environment. A distinctive simplifying feature of our model, which gives analytical tractability, is that we do not model explicitly the learning dynamics of such association between actions and stimuli (for instance by way of reinforcement learning). But by enforcing $\pi_i \leq \pi_s \leq \pi_c$, we implicitly capture any learning mechanism, from a very crude one where essentially no information is gathered if $\pi_i = \pi_u$, to a very sophisticated one if $\pi_i = \pi_c$.

Owing to the assumption that the stimuli are met by the individual in a stationary uniform distribution, the probability $P_b(g)$ that a currently encountered stimulus is innately encoded is independent of time; namely $P_b(g) = g/N_b$. Assuming that the individual interacts a very long time with its environment, we have that the asymptotic probability, $P_b(g)$ that an encountered stimulus is in the dynamic memory is also independent of time (this assumption can indeed be justified for the environmental process we consider in this article, see the Appendix). With this, we can then write the average payoff to an individual with genetic memory of size $g$ as

$$f(g) = P_b(g)\pi_s + [1 - P_b(g)]\{P_b(g)\pi_s + [1 - P_b(g)]\pi_c\}.$$  (1)

This equation captures the trade-off faced by the individual: Should it allocate memory to innate responses and respond optimally to only a limited number of stimuli (first term of Equation 1) or should it allocate memory to learning, and potentially learn to respond to many stimuli (second term of Equation 1)? Importantly, if the stimulus recall probability, $P_b(g)$, is a constant, independent of $g$, then the optimal number of innate memory slots, $g$, which maximizes payoff, is just $g^* = m$. Hence, learning does not evolve in this case (the same holds if $P_b(g)$ is increasing in $g$). This function thus requires that $P_b(g)$ is decreasing in $g$, at least on some subset of $[0, m]$, for learning to evolve. But the exact form of $P_b(g)$ will depend on how memory works, that is, for how long a stimulus is stored in memory before it is forgotten, which is detailed in the section “Memory” below.

We emphasize that Equation 1 holds for all generations of individuals and does not comprise random variables whose realizations might differ from one generation to the next. In particular, our model does not require that individuals encounter only a fraction of the total number $N_b$ of stimuli, and in terms of the set of stimuli encountered by an individual, the environment is totally predictable between generations but not necessarily within generations. For this reason, and in contrast with previous approaches based on between-generation environmental fluctuations (Boyd and Richerson 1988; Stephens 1991; Feldman et al. 1996; Wakano et al. 2004; Aoki and Feldman 2014), the analysis of our model below will not require to explicitly capture evolutionary dynamics, but only within-generation dynamics, coupled with static optimization of Equation 1.
Memory

We endorse a simplified implementation of memory that is based on the functioning of the short-term memory in humans and animals (Baddeley 2003). Namely, we assume that when the individual has a dynamic memory ($g < m$) and meets an unknown stimulus, it always wants to store it. Because the dynamic memory is initially empty, the first $m - g$ encounters with non-innately encoded stimuli will simply result in the stimuli taking free slots until the dynamic memory is full. For subsequent decision steps, new stimuli will have to replace other ones in the dynamic memory. This is done via a replacement rule. We use the following replacement rule, which is taken from Kerr and Feldman (2003). A stimulus has a lifespan in memory of $m - g$ time steps (i.e., the size of the dynamic memory), starting from the last encounter with the stimulus. This means that if a stimulus is not met more than once in $m - g$ steps, it is forgotten. Otherwise, the stimulus stays in memory. With this rule, the dynamic memory will never contain more than $m - g$ stimuli.

Importantly, we assume that when a stimulus is replaced in memory, all the associated information is lost (note that this is another very conservative assumption because this means that we ignore the potential benefits of long-term memory). If this stimulus is encountered later, then the individual will have to relearn to interact with it (if the individual has the capacity to do so, i.e., if $g < m$). With this replacement rule, we can now evaluate $P_m(g)$ explicitly. We are then able to ascertain the evolutionarily stable value of $g$ by taking the expected payoff (Equation 1) as our measure of fitness (Parker and Maynard-Smith 1990).

RESULTS

Stimulus recall probability

In the Appendix, we derive an expression for the stimulus recall probability, $P_m(g)$ (Equation A7). It turns out that this expression is cumbersome, but in Figure 1, we plot $P_m(g)$, which shows that it is decreasing in $g$, and when $g = m$, we have $P_m(m) = 0$. This decreasing pattern obtains because having a higher $g$ means having fewer slots for the dynamic memory, which in turn implies that an individual will recall fewer steps of interaction with a given stimulus. The stimulus recall probability depends not only on the memory characteristics of the individual ($m$ and $g$) but also on the 3 key environmental parameters of the model: environmental complexity ($N_s$), local complexity ($N_b$), and switching rate ($\gamma$).

As can be seen from Figure 1, $P_m(g)$ is decreasing in $\gamma$, which stems from the fact that when the block of stimuli changes more frequently, the probability to encounter the same given stimulus multiple times decreases (lower predictability). We also have that $P_m(g)$ is smaller in locally complex than in locally simple environments, because greater local complexity corresponds to more stimuli in a block. Finally, $P_m(g)$ is slowly decreasing with increasing $N_s$ and eventually stabilizes for large $N_s$. This is mainly due to the fact that when the environment is complex, there is a very small probability that a given stimulus is in 2 different blocks of stimuli, so an individual will recall mainly interactions with stimuli within blocks, not across blocks.

The stimulus recall probability thus has 2 main properties, one related to the memory of the individual and the other one related to the environment: it is an increasing function of the allocation of memory to learning and also generally increases in the predictability of the environment.

Invasion of learning

When will learning be initially favored by selection? To answer this question, we consider a monomorphic population of “innates” with $g = m$ and ask when they will be invaded by a mutant learner strategy with only one memory slot allocated to the dynamic memory ($g = m - 1$), that is, when $f(m) < f(m - 1)$ is satisfied. This occurs when

$$P_m(m - 1)[N_s - (m - 1)][\pi_m - \pi_v] > \pi_c - \pi_v,$$

(2)

where

$$P_m(m - 1) = \gamma \frac{1}{N_s} + (1 - \gamma) \frac{1}{N_b},$$

(3)

is the stimulus recall probability for an individual with $m - 1$ innate responses. This is just the probability to encounter the same stimulus in 2 successive time steps (Equation A3) because an individual with one dynamic memory slot can only recall the last time step.

Equation 2 says that for a strategy with one dynamic memory slot to invade, the expected gain of learning summed over all non-innately encoded stimuli must exceed the gain to optimally respond to one stimulus. Indeed, the left-hand side of Equation 2 comprises the stimulus recall probability, $P_m(m - 1)$, the total number of non-innately encoded stimuli (and thus that can be learned about), $[N_s - (m - 1)]$, and the gain of learning to interact with one stimulus, $[\pi_m - \pi_v]$; the product of these 3 elements is the expected gain of learning for an individual with $g = m - 1$. The right-hand side of Equation 2 is the gain of optimally responding to one stimulus.

Making the environment more complex (increasing $N_s$) widens the range of parameters where learning invades because this makes larger the left-hand side of Equation 2. However, it is not enough that environmental complexity is higher than memory size; the difference $[N_s - (m - 1)]$ has to be substantial for learning to evolve. It is important to emphasize that even when the payoff due to learning, $\pi_m$, is only slightly higher than the random payoff, $\pi_v$, environmental complexity still has a positive effect on the evolution of learning: one just needs to make the environment complex enough for Equation 2 to be satisfied. Hence, the model captures well the evolutionary transition from optimal innate behavioral plasticity to an imperfect learning system, which is in theory the possible first state of a learning ability.

Equation 2 also shows that the environment should be predictable enough for learning to be favored by selection. In terms of our model parameters, this translates as a sufficiently low environmental switching rate ($\gamma$ small enough) and as a sufficiently low local complexity ($N_b$ smaller enough than $N_s$). This is because $P_m(m - 1)$ is decreasing in both $N_b$ and $\gamma$, and so is the left-hand side of Equation 2. Intuitively, if $N_b = N_s$, there is only one block of stimuli of size $N_b$, and the individual must cope with the total amount of complexity at once; a learner with a limited memory size cannot cope with such a task. Also, $\gamma$ should be small enough so that the average period of interaction with a block, $1/\gamma$ is large enough compared with the local complexity, $N_b$. This will allow a learner to interact many times with the same stimulus and learn the best response to it.
Optimal memory allocation

We now turn to investigate numerically the optimal value $g^*$ that maximizes fitness (Equation 1), that is, the evolutionarily stable allocation of memory to innate behavioral plasticity. First and foremost, we find that increasing the complexity of the environment increases the optimal size of the dynamic memory: $g^*$ is decreasing with increasing $N_b$. This is because in complex environments, where $N_b$ is much larger than the memory size $m$, allocating one more slot to the innate memory has only a small effect on fitness (first term of Equation 1); in contrast, allocating this slot to the dynamic memory always results in an increase of the stimulus recall probability, even for large $N_b$ (second term of Equation 1 and Figure 1). Likewise, increasing the efficiency of the learning system, $\pi_L$, also decreases the value of $g^*$ (Figure 2a) because increasing $\pi_L$ means having a higher benefit of learning (i.e., this increases the value of the second term of Equation 1) for an individual with a given $g$.

The environmental switching rate, $\gamma$, has a simple effect on optimal memory allocation. In agreement with the invasion condition (Equation 2) and the above fact that the probability to recall a stimulus is decreasing in $\gamma$, the optimal number of innate responses, $g^*$, is increasing in $\gamma$. This makes sense since in an environment changing more frequently, it is less beneficial to recall events farther in the past. However, there is a threshold effect when we have no environmental change at all ($\gamma = 0$), and the individual is faced with only a random sample from the environment for its entire lifespan. This leads to a null model where the environment is totally random and learning is useless.

Local complexity, $N_b$, has a non-monotonic effect on $g^*$ (see in particular Figure 2b–d). For locally complex environments, $g^*$ is increasing in $N_b$, whereas for locally simple environments, it is decreasing in $N_b$. Hence, the maximum allocation of memory to learning occurs at moderate levels of local complexity. This pattern is explained in terms of the marginal gains of allocating memory slots to either part of the memory. When $N_b$ is high, the gains from allocating a memory slot to the innate memory are higher than the gains from allocating it to the dynamic memory because there is only a small probability to recall interactions with stimuli (low predictability). When $N_b$ is low, the converse is true: It is more beneficial to allocate a slot to the dynamic memory because the stimulus recall probability is high (high predictability).

We also looked at various 2-way interactions between parameters. First, it is interesting to investigate the interaction between the switching rate and local complexity (Figure 2b) because together they determine the predictability of the environment. We find that the environmental switching rate sharpens the non-monotonic effect of $N_b$ described above. This is because in fast-changing environments, there is very low predictability irrespective of local complexity because there is only a small probability to encounter twice the same stimulus (in this case, $P_L$ is flat, Figure 1). In slowly changing environments where interaction periods are longer, the stimulus recall probability is now highly dependent on $N_b$ and $g$. Hence, for slowly changing environments (low $\gamma$), high $N_b$ corresponds to low predictability and low $N_b$ to high predictability, and we recover the non-monotonic effect of $N_b$ found above.

Strikingly, there is no interaction effect between local complexity and memory size on $g^*$, provided $N_b - m$ is kept constant (Figure 2c). This is intriguing because one would think that if the environment is locally complex ($N_b$ large), then there is a very small probability to interact many times with a given stimulus in a short period of time, thereby rendering learning more difficult for an individual with a given memory $m$. However, making $N_b$ large means making $N_b$ at least as large, so the interaction between $N_b$ and $m$ is already captured by the main effect of $N_b - m$, which explains why there is no interaction effect between $N_b$ and $N_b - m$ on $g^*$. The payoff for learned responses to stimuli, $\pi_s$, finally, has the role of making the effect of the other parameters more abrupt. For instance, when $\pi_s$ increases, we observe that below a threshold value of block size $N_b$, all memory slots are dedicated to learning ($g^* = 0$, Figure 2d).

**DISCUSSION**

In this study, we investigated the evolutionary transition from innate behavioral plasticity to learning and showed with an analytical model that environmental complexity (operationalized as the number of stimuli in the environment, $N_s$) favors the evolution of learning. Because we considered an environment that is constant across generations, yet where learning can invade, our results demonstrate that between-generation environmental variability is not necessary for learning to evolve. Moreover, we found broad conditions where learning coexists with innate behavioral plasticity (i.e., $0 < g^* < m$).
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**Figure 1**

Stimulus recall probability, $P_L(g)$, as a function of number of innate responses ($g$) environmental switching rate ($\gamma$), and local complexity ($N_b$). Parameter values: $m = 20$, $N_s = 1000$. 
Summary of results

Our results are 2-fold. First, we provide conditions for learners to invade a population of individuals relying on innate behavioral plasticity. We find that increasing the complexity of the environment widens the range of conditions under which learners can invade. This is due to the fact that with innate behavioral plasticity in a complex environment, an individual cannot form new stimulus-response associations during its lifespan and thus can respond to only a limited number of stimuli. We also find that environmental complexity is not a sufficient condition for learning to evolve. Namely, we confirm previous results showing that the environment needs to display predictability within an individual’s lifespan (Stephens 1991; Dunlap and Stephens 2009, 2014). In locally complex environments, where an individual interacts with blocks consisting of many stimuli at the same time, predictability is very low, that is, there is a small probability to encounter the same stimulus in a short period of time. In this case, learning cannot invade because the limited memory of the individual is unable to deal with the entire environmental complexity at once.

Second type of result is related to the optimal allocation of memory between innateness and learning. In our model, this optimal allocation is determined by the trade-off between using memory to respond optimally and innately to only a few stimuli, versus using this memory to learn to respond suboptimally to potentially many stimuli. As could be anticipated from the invasion results, we find that the optimal allocation of memory to learning increases with the complexity and the predictability of the environment. Moreover, we find that the maximum allocation to learning occurs in moderately predictable environments. These are the environments where block turnover is small (i.e., low switching rate) but where local complexity (or block size) is intermediate. When these 2 last conditions are met, it can even be optimal that individuals are born with a “blank slate” (all memory slots allocated to the dynamic memory). Our numerical results indicate that regions of the parameter space where the evolution of a blank slate is possible are relatively large, especially when the learning mechanism is very efficient ($\pi_L = \pi_C$, bottom row of Figure 2). To reconcile this result with the observation that blank slate organisms arguably do not exist in nature (Mameli and Bateson 2006), this suggests that there should be constraints impeding the evolution and maintenance of close-to-optimal learning efficiency (i.e., in our parameter space, realistic regions are such that $\pi_L \ll \pi_C$). Overall, the results show that learning supplemented with forgetting represents an efficient way to deal with environments that are complex on the global scale but are relatively simple on a local scale.
scale. But, how can we measure complexity in the real world? Also, what phenotypes are affected by environmental complexity?

### Empirical predictions

The expression “environmental complexity” used in this article refers to the number of fitness-relevant stimuli a given individual is likely to encounter and distinguish in the course of its lifespan. One could have defined environmental complexity in a number of other ways—for instance complexity could refer to the “difficulty” of responding to each particular stimulus in the environment—but our use of complexity is related to previous discussions of this notion in the context of the evolution of cognition (Godfrey-Smith 2002; Lewis 2010). In contrast with long-term memory, the events stored in working memory correspond to the number of stimuli (or chunks of information) an individual can hold in short-term memory for further processing and use (Carruthers 2013).

#### Model realism

Our model is obviously a simplification, but we argue that the environment we considered is representative of those faced by many animals. To give a concrete example of the range of settings where our model applies, we can take daily routines (Houston and McNamara 1999). In each part of its routine, an animal interacts with a given subset of stimuli that are present at a given location and time because of statistical regularities in the environment. For example, when an individual visits a particular food patch in the course of foraging, it may encounter different types of food items, but also individuals from other species that have overlapping diet, as well as predators awaiting their prey. All of these constitute the block of stimuli met by the individual on this particular food patch; when visiting other food patches and performing other tasks, the individual will encounter other blocks of stimuli (that may or may not contain the stimuli previously encountered). In nature an animal can further decide which stimulus (or block of stimuli) it interacts with, thus the complexity of the environment is under partial control of the animal. If animals are stimulus specialists (i.e., they tend to prefer and interact with a small number of stimuli) rather than generalists, this may reduce the effective complexity of the environment and potentially reduce the range of conditions where learning can evolve. However, whether animals are specialists or generalist may depend on many factors. This points toward a more advanced modeling of such problems, where stimulus preference (or stimulus choice) is under selection and can also be learned (Kerr 2007).

Although our model is general enough to capture features of real environments, our implementation of memory is relatively specific. In order to ground our results on the most possible conservative assumptions, we made 2 notable simplifications. First, we focused on instrumental rather than associative learning. In artificial selection experiments where the evolution of learning was shown to be favored by between-generation environmental variability (Mery and Kawecki 2004; Dunlap and Stephens 2009, 2014), it was associative rather than instrumental learning that was considered. It is likely that the conditions favoring associative learning are different than the ones favoring instrumental learning. However, in most models of the evolution of learning, the modeling approach is so abstract that it may encompass both forms of learning (Boyd and Richerson 1988; Stephens 1991; Feldman et al. 1996; Wakano et al. 2004). These mechanistic considerations need further evolutionary investigation and clarification.

Our second simplification is that we considered only features of the short-term (or working) memory (Shettleworth 2009; Banai et al. 2010). In contrast with long-term memory, the events stored in working memory follow a dynamic process such that they enter memory...
when an individual starts interacting with a given stimulus, but such interactions are replaced by others as the individual interacts with different stimuli. Indeed, animals and humans can hold only a given, small number of items or stimuli in working memory (Miller 1956; Dudai, 2004). This is captured by the dynamic part of the memory in our model, where stimulus-action associations are totally removed from memory once they are replaced by other ones.

The “innate” part of the memory, on the other hand, captures many of the examples in nature showing that animals tend to have innate, hard-wired responses to stimuli (Mery and Kawecki 2004; Riffell et al. 2008; Gong 2012). For instance, certain ants have innate templates of enemies in memory (Dorosheva et al. 2011) and human infants innately distinguish between face-like stimuli and other stimuli, indicating that the neuronal networks responsible for visual perception have a particular innate wiring structure (Slater and Kirby 1998; see also Perin et al. 2011 on a generalization of this idea to the innate structure of the whole neocortex of mice).

In conclusion, we have shown in this article that environmental complexity can give rise to the evolutionary emergence of a learning ability, when environmental information cannot be genetically encoded. This finding was possible because we treated learning as one form of behavioral plasticity, and searched for the specific advantage of learning over innate behavioral plasticity. When memory is finite, learning can invade a population where individuals have optimal innate responses because, when coupled with forgetting, it enables individuals to respond to an overall larger spectrum of stimuli. We finally produced a number of predictions relating environmental complexity to measurable ecological and psychological parameters that invite to empirical tests of our model.
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**APPENDIX**

Here, we derive an expression for the probability to recall a stimulus $P_t(s)$. At each time step $t$ ($t = 1, 2, \ldots$) of the environmental process, a stimulus $s_t$ is drawn from the set of environmental stimuli, $S$, according to the procedure described in the main text (i.e., $s_t$ is a random variable). Now, given our implementation of memory, where a given stimulus stays in dynamic memory $m - g$ time steps, $P_t(s)$ is the probability that, conditional on being met once, this stimulus is met a second time in a period of length less or equal than $m - g$ time steps. Let us denote by $R_t \in \{1, 2, \ldots\}$ the number of time steps occurring between 2 encounters with a given stimulus (this is a random variable that is independent of time at stationarity). Then

$$P_t(s) = P(R_t \leq m - g). \quad (A1)$$

We will compute this expression by letting $R_t$ be the return (or recurrence) time of a backward Markov chain (Grimmett and Stirzaker 2001) that can be constructed from our assumptions about the environment.

To that end, let $B_t \subset S$ be the block of stimuli $\{B_t \} = \{N_s\}$ encountered at time $t$, $s_t \in B_t$ be the stimulus encountered at $t$, and $s_t \in S$ be a given focal stimulus. We can then define the 3 mutually exclusive events

$$s = \{s_t = s\}, \quad i = \{s_t \neq s, s_t \in B\}, \quad o = \{s_t \notin B\}, \quad (A2)$$

where $s$ is the event that the stimulus encountered at time $t$ is the focal one, $i$ is the event that the focal stimulus is in the current block but is not the currently encountered stimulus, and $o$ is the event that the focal stimulus is not in the current block.

We can now define a Markov chain on these 3 states: $s$, $i$, and $o$ and compute from it the recurrence time to $s$. From our assumptions, the forward transition probabilities $\rho_s$ of this chain are

$$\rho_s = \frac{N_t - 1}{N_t},$$

$$\rho_i = \frac{N_t - N_i}{N_t},$$

$$\rho_o = \frac{1}{N_t}. \quad (A3)$$

For instance, the probability $\rho_s$ to move from state $s$ to itself takes this form because a new block is drawn with probability $\gamma$, in which case the focal stimulus $s_t$ makes part of the new block with probability $N_t/N_s$ and is drawn from within the block with probability $1/N_s$. If one does not change block, which happens with probability $1 - \gamma$, the probability to draw $s_t$ from the current block is $1/N_s$ because $s_t$ already makes part of the current block.

From the above transition probabilities, we can define the backward transition probabilities $\hat{\rho}_k$ and owing to our stationarity assumption, this is given by

$$\hat{\rho}_k = \frac{\mu_k}{\mu_l} \rho_{jk} \quad (A4)$$

(see, e.g., Theorem 1.9.1 of Noris 1998), where $\mu_l$ and $\mu_k$ are, respectively, the probabilities of state $k$ and $l$ under the stationary distribution of the forward Markov chain defined by the transition probabilities $\rho_{jk}$. Equation A4 defines a backward Markov chain. Because the stationary probabilities are given by $\mu_l = 1/N_s$, $\mu_k = (N_s - 1)/N_s$, and $\mu_s = (N_s - N_i)/N_s$, we find using Equation A3 that

$$\hat{\rho}_s = \rho_{jk}, \quad \forall j, k \in \{s, i, o\}. \quad (A5)$$
Now, we can compute the distribution of return times $R_k$. To do so, denote $v_{R_k}$ the probability that, starting from state $j$, the first visit to state $k$ occurs $h$ steps in the past. With this, we have that $P(R = h) = v_{R_k}$. In order to find $v_{R_k}$, we note that the probabilities of first visit obey the recursions

$$v_{R_k} = \hat{\rho}_{o a}^{k-1} \hat{\rho}_{v_i}^{k-1},$$

$$v_{R_i} = \hat{\rho}_{o a}^{k} \hat{\rho}_{v_i}^{k},$$

$$v_{R_i} = \hat{\rho}_{o a}^{k} \hat{\rho}_{v_i}^{k}.$$  \hfill (A6)

Solving this linear system of difference equations provides the probabilities of first visit on the left-hand side, including $v_{R_k} = P(R = h)$ (this expression is too long to be displayed here, but a Mathematica notebook containing it is available on request). The probability that $R_i \leq m - g (m - g > 0)$ can then be computed by summing all the possible cases up to $m - g$, namely,

$$P_{(g)} = P(R \leq m - g) = \sum_{h=1}^{m-g} P(R = h).$$ \hfill (A7)

It turns out that, substituting the explicit expression of $P(R = h) = v_{R_k}$, we obtain a closed-form expression, but that is unfortunately too long to provide direct insight (again, a Mathematica notebook containing this expression is available on request).
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