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Abstract: This study investigates the factors influencing the aversion of Swiss HRM departments to
algorithmic decision-making in the hiring process. Based on a survey provided to 324 private and
public HR professionals, it explores how privacy concerns, general attitude toward AI, perceived
threat, personal development concerns, and personal well-being concerns, as well as control variables
such as gender, age, time with organization, and hierarchical position, influence their algorithmic
aversion. Its aim is to understand the algorithmic aversion of HR employees in the private and
public sectors. The following article is based on three PLS-SEM structural equation models. Its main
findings are that privacy concerns are generally important in explaining aversion to algorithmic
decision-making in the hiring process, especially in the private sector. Positive and negative general
attitudes toward AI are also very important, especially in the public sector. Perceived threat also has a
positive impact on algorithmic aversion among private and public sector respondents. While personal
development concerns explain algorithmic aversion in general, they are most important for public
actors. Finally, personal well-being concerns explain algorithmic aversion in both the private and
public sectors, but more so in the latter, while our control variables were never statistically significant.
This said, this article makes a significant contribution to explaining the causes of the aversion of HR
departments to recruitment decision-making algorithms. This can enable practitioners to anticipate
these various points in order to minimize the reluctance of HR professionals when considering the
implementation of this type of tool.

Keywords: HRM; AI; algorithmic aversion; information systems; recruitment; organizational behavior

1. Introduction

Artificial intelligence (AI) now enables machines and information systems to perform
tasks that require human intelligence (Cao et al. 2021; Strohmeier 2022). Over time, the rise
of “computational information processing capabilities” and “big data analytics technolo-
gies” (Cao et al. 2021, p. 1) have made it possible for AI to perform increasingly complex
processes that normally require cognitive abilities, such as making judgments, detecting
emotions, or performing certain tasks that were once considered uniquely human.

One of the most debated aspects of AI in the workplace is its role in decision-making,
where it is often hailed for its efficiency and accuracy compared to human judgment
(Agrawal et al. 2017; Dietvorst et al. 2015; Mahmud et al. 2022; Metcalf et al. 2019), a fortiori
in the field of HRM, where its predictive power and speed, among other things, speed up
decision-making, reduce the workload of HR departments, and enable them to devote more
time to higher-value-added activities (Malik et al. 2023; Song and Wu 2021; Strohmeier 2020,
p. 55). Yet, increased use of AI in HRM also comes with significant concerns, including
issues related to transparency, equal treatment, and privacy (Rodgers et al. 2023; Strohmeier
2020). Therefore, despite the potential benefits of using algorithms in decision-making,
their full potential can only be realized if individuals accept their use (Strohmeier 2020,
p. 57) by overcoming their algorithm aversion (AA), that is, their propensity to prefer a
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decision made by a human to that made by an algorithm1 (Strohmeier 2020, p. 57; Dietvorst
et al. 2015, 2018; Melick 2020).

Surprisingly, few studies have focused on this aversion among HR players. In their
recent literature review, Mahmud et al. (2022) provide a comprehensive review of the
factors contributing to AA, but only Lee (2018) deals, in part, with algorithmic decision-
making in HRM. However, subsequent studies, such as that by Dargnies et al. (2024),
have not focused on HR employees. Thus, the factors explaining AA for this specific
population remain largely unexplored. This study aims to address this gap. By means of a
questionnaire addressed to several hundred HR professionals, we sought to answer the
following research question: to what extent do their concerns and general attitudes influence
their aversion to algorithmic recruitment decisions?

To answer this question, we drew from the framework proposed by Mahmud et al.
(2022), the integrated AI acceptance–avoidance model (IAAAM) from Cao et al. (2021),
and the General Attitudes towards Artificial Intelligence Scale (GAAIS) by Schepman
and Rodway (2020, 2023) to develop our conceptual model. Furthermore, given the
distinct psychological profiles of public versus private sector employees (Anderfuhren-Biget
et al. 2010; Emery and Giauque 2016), we explored whether HR professionals’ aversion
varied across sectors. In short, this study contributes to the broader conversation on
the digitalization of HR (Malik et al. 2020), a pressing challenge for organizations in
Switzerland, particularly public administrations (Emery and Giauque 2023). Our findings
inform the ongoing debate on how best to balance the efficiency gains of algorithmic
decision-making with the concerns of those who implement and are affected by its decisions.
In achieving this, this research advances both theory and practice. Theoretically, it fills a
gap in the literature by focusing specifically on HR professionals’ aversion to algorithmic
decision-making, an area that has received limited attention in prior studies. Furthermore,
drawing on an innovative research model, this study provides new insights into the factors
influencing HR professionals’ AA. Practically, our findings offer valuable guidance for
organizations in managing the implementation of AI in HR processes, helping them to
better navigate the concerns that HR professionals have towards algorithmic recruitment
systems and to foster broader acceptance.

The remainder of this paper is organized as follows. Section 2 presents the literature
review and the theoretical framework and hypotheses of this study. Section 3 describes
our methods. Section 4 presents and discusses our results. Finally, Section 5 concludes the
paper by explaining its limitations and proposing new avenues to explore to delve deeper
into the subject of HR professionals’ aversion to algorithms used in HR.

2. Literature Review, Theoretical Framework, and Hypotheses
2.1. AI and Algorithmic Decision-Making in HR

Currently, the literature for managers and scientists emphasizes the importance, ben-
efits, advantages, and challenges of integrating more sophisticated artificial intelligence
algorithms and tools to automate, assist, or support HR decision-making (Stone and
Lukaszewski 2024; Strohmeier 2022; Prikshat et al. 2023). Since the first study of a tool
based on artificial intelligence by Lawler and Elliot (1993), several academic studies have
focused on AI tools in areas such as employee engagement (Campion and Campion 2024;
Jantan et al. 2010a, 2010b; Rodney et al. 2019; Strohmeier and Piazza 2015) as well as within
other processes inherent to HR departments (Emery and Gonin 2009), such as performance
management (Duggan et al. 2020; Jia et al. 2018; Johnson et al. 2022; Kim et al. 2021; Varma
et al. 2024; Vrontis et al. 2021), career development (Binns et al. 2018; Höddinghaus et al.
2021), to provide tailored training programs (Alabi et al. 2024; Johnson et al. 2022), or in
so-called “cross-functional” processes (Emery and Gonin 2009, p. 46) where AI exists to
predict psychosocial risks (Merhbene et al. 2022), turnover intentions (Alabi et al. 2024;
Kang et al. 2020), and assess well-being at work (Mer and Virdi 2023).

Notwithstanding scientific productions, there is a limited understanding of what
AI-based HRM tools, instruments, or applications actually are (Prikshat et al. 2023, p. 5).
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Initially, the definition of AI was far from unanimous (Grosz et al. 2016), a fortiori in
the field of HRM (Strohmeier 2022). However, this did not prevent some authors from
venturing into its formulation. For Meijerink et al. (2021), HR AI is defined as a category of
algorithms,2 that is, a set of coded procedures for transforming input data into a desired
output based on specified calculations (Strohmeier 2020, p. 54; Gillespie 2014), enabling an
information system to perform HRM activities that would normally require the knowledge
and intervention of a human being. For Strohmeier (2022), an HR AI tool is any information
system that, when inserted into an HR process, not only imitates natural intelligence but
also evolves according to the data that feeds it.3 Its aim is to either completely replace the
performance of a task previously carried out by the HR department or produce a result
that can then be used to inform the HR department’s4 choices; in other words, it helps with
HRM decision-making (Park et al. 2021; Strohmeier 2020, p. 54).

At the turn of the century, the question of whether AI systems, and thus the algorithms
on which they are based, are better suited to helping decision-makers or replacing them
was unresolved. Bader et al. (1988) identified six different roles played by technical
systems: critic, assistant, second opinion, consultant, tutor, and automaton. However, while
some researchers defend the idea that AI can create a man–machine symbiosis reaching a
higher level of intelligence than either of them operating separately (Syam and Courtney
1994), others, in the medical field in particular, firmly believe that AI systems are merely
instruments that support decision-making (Spyropoulos and Papagounos 1995). Twenty-
five years later, their positions have changed little. Ghosh and Kandasamy (2020, p. 1138),
for example, believe that AI systems are too opaque for clinical decisions to be made based
on their results, whereas Pee et al. (2019) assert that the relationship between humans
and AI-based medical imaging systems can be cooperative, collaborative, competitive, or
competitive. Many elements explain these different perspectives, which are sometimes
critical for AI systems. For example, Zuboff (2019) considers AI tools as technologies with
explosive social consequences due to the lack of public control over the use of these tools.
In HRM, Böhmer and Schinnenburg (2023) highlight several ambiguities surrounding AI
systems. First, their role oscillates between a tool to support HR activities and a system to
replace employees,5 being potentially responsible for unprecedented personal and social
consequences, so as to gain effectiveness and efficiency. Second, their opacity,6 which, even
when a result is produced and appears to be the correct one, often prevents the decision-
maker from understanding how it was produced by an AI system. Third, concerning their
performance,7 because although the work of HR departments can be optimized by means
of AI tools, the latter are also inclined to exert pressure on employees by closely monitoring
their performance, as Varma et al. (2024) suggest. Finally, data,8 although their use is likely
to improve HRM decision-making (Coron 2023; Pessach et al. 2020), can not only be difficult
to acquire in sufficient quantity and variety to feed HR AI systems (García-Arroyo et al.
2019) but might also create or amplify conflicts inherent in human rights, data protection,
and the different storage principles that prevail within organizations or political structures
(Blum and Kainer 2019; Huff and Götz 2020). In addition to these four major ambiguities,
there are also potential ethical issues (Rodgers et al. 2023), particularly in recruitment (Chen
2023; Köchling and Wehner 2020; van den Broek et al. 2019), and practical limitations, such
as the compatibility of AI with organizational processes or the AI skills of HR professionals
(Schinnenburg and Brüggemann 2018).

All these elements, as Cao et al. (2021) point out, contribute to shaping the appetence
as well as the aversion of individuals to AI tools and the algorithms on which they are
based. This latter aspect is of interest in this study.

2.2. Research Model and Hypotheses
2.2.1. Hiring Process AA (Dependent Variable)

Several studies have shown that algorithms far surpass humans in terms of decision-
making (Dietvorst et al. 2015; Mahmud et al. 2022). However, when given a choice, most
individuals prefer to rely on decisions emanating from the latter than from the former
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(Dietvorst et al. 2015; Prahl and Van Swol 2021). In the literature, preferring a decision made
by a human to one made by an algorithm is referred to as AA (Dietvorst et al. 2015, 2018;
Melick 2020). In practice, AA is observed when the accuracies of human and algorithmic
decisions are identical (Berger et al. 2021; Bogert et al. 2021). In addition, individuals are
usually convinced that their decisions are more reliable than those produced by algorithms
and, thus, display a certain aversion to them from the outset (Kawaguchi 2021; Litterscheidt
and Streich 2020; Sultana et al. 2021). Finally, some people harbor an intrinsic aversion to
algorithms, regardless of their performance, because they are fundamentally distrustful
of them (Kawaguchi 2021; Prahl and Van Swol 2017). Perceived as a behavioral anomaly,
AA has attracted the attention of many researchers, giving rise to a wealth of studies on its
determinants. Mahmud et al. (2022) review more than 80 studies and propose a theoretical
framework on which this study is based. According to Mahmud et al. (2022), the factors
influencing AA can be divided into four main groups: (1) algorithmic factors, (2) individual
factors, (3) task factors, and (4) high-level factors. Each of these four main dimensions
is then subdivided into several others, which we do not summarize here due to space
considerations. Figure 1 summarizes the conceptual framework of Mahmud et al. (2022).
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Although Mahmud et al. (2022) provide a rather exhaustive summary of the factors
influencing AA, their study has two limitations: on the one hand, their work does not ex-
haust all potential predictors of AA; on the other hand, it incorporates only a small number
of HRM-related texts.9 To address these two limitations, as well as to respond to the call to
empirically test its general theoretical framework (Mahmud et al. 2022, p. 17), we tested
new individual explanatory factors10 and focused specifically on aversion to algorithms
that are part of the staff engagement process11 (Emery and Gonin 2009; Melick 2020).

2.2.2. Explanatory Factors for AA in the Hiring Process (Independent Variables)

This conceptual framework explains the aversion of Swiss HR departments to algo-
rithmic recruitment decisions by (Privacy Concerns Section) actors’ concerns about data
privacy and security, (General Attitude towards AI Scale Section) the latter’s general at-
titude towards AI, and (Perceived Threat and Its Determinants Section) the threat posed
by AI to actors, as well as, from a more personal point of view, the concerns raised by
algorithmic decisions in terms of personal development (Personal Development Concerns
Section) and personal well-being (Personal Well-Being Concerns Section). In line with our
research question, these are the main AI-related gaps in the literature. The inclusion of
GAAIS is justified by its novelty.

Privacy Concerns

Tools such as algorithms used in recruitment, which can automate all or part of
the decision-making process, are generally based on digital data (Newell and Marabelli
2020) collected on a large scale, either inside or outside organizations (Araujo et al. 2020).
However, as the literature shows (Araujo et al. 2020; Thurman et al. 2019), the use of
these data often raises confidentiality or security concerns, commonly known as privacy
concerns (PC). According to Mahmud et al. (2022), the latter is positively associated
with aversion to algorithmic decision-making. Although no study has yet addressed this
issue, we believe that this link between PC and AA can also be found in HRM, where AI
algorithms and systems feed on a wide range of information, including personal data such
as age, nationality, level of education, and place of residence, as well as information about
the activities of job applicants or employees in the workplace (Strohmeier 2022). Hence,
our first hypothesis is as follows:

Hypothesis 1 (H1): HR employees’ PC are positively associated with their AA.

General Attitude towards AI Scale

In general, perceptions of and attitudes towards algorithms are strongly linked to
AA (Workman 2005). Some individuals are naturally hostile to algorithmic decisions
(Kawaguchi 2021; Önkal et al. 2009; Prahl and Van Swol 2017). Individual causes of this
aversion include a lack of trust in algorithms (Zhang et al. 2021); the perception that
algorithms are less competent and empathetic than humans when it comes to informing
and making decisions (Luo et al. 2019)12; an egocentric bias that makes individuals prefer
their own decisions over not only those of other humans but also those of algorithms
(Sutherland et al. 2016); feeling responsible for the consequences of a decision (van Dongen
and van Maanen 2013); or the motivation to follow algorithmic decisions (Mahmud et al.
2022, p. 11).

However, to date, no study has tested whether the GAAIS (Schepman and Rodway
2020, 2023) influences this dependent variable. This is what we propose in this paper. In
their initial validation, Schepman and Rodway (2020) divide the GAAIS into two groups13:
one grouping positive attitudes toward AI, such as perceptions of its innovativeness and
individuals’ optimism towards it,14 and the other grouping negative attitudes toward AI,
such as discomfort or insecurity felt by individuals towards AI systems.15 Two subscales
were thus created, GAAIS+ and GAAIS−, which we used to test their significance for AA
in recruitment. Thus, our second and third hypotheses are as follows:
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Hypothesis 2 (H2): HR employees’ GAAIS+ is negatively associated with their AA.

Hypothesis 3 (H3): HR employees’ GAAIS− is positively associated with their AA.

Perceived Threat and Its Determinants

Mahmud et al. (2022, p. 17) were the first to propose a more in-depth study of AA
using the IAAAM (Cao et al. 2021). The latter extends the unified theory of acceptance
and use of technology (UTAUT), initially outlined by Venkatesh et al. (2003) and then
reformulated and augmented numerous times (Venkatesh et al. 2016; Venkatesh 2022).
Cao et al. (2021) incorporate a construct called perceived threat (PT), which synthesizes
the extent of individuals’ fear, worry, and anxiety about algorithm-based decisions and,
thus, AI. These results show that PT is significantly associated with individuals’16 attitudes
toward the use of AI in organizational decision-making. In this study, we tested whether,
in addition to influencing individuals’ attitudes, PT can also explain their decision-making
preferences within the recruitment process. Because PT is a negative perception, we
hypothesized a positive link with aversion to decisions produced by algorithms used in the
recruitment process, as follows:

Hypothesis 4 (H4): HR employees’ PT is positively associated with their AA.

According to Chen and Zahedi (2016) and Cao et al. (2021), PT can be explained by
perceived susceptibility (PSUS)—the belief that a person is likely to make bad decisions—
and perceived severity (PSEV)—the belief that a tool or technology generates or reproduces
stereotypes, biases, or discrimination. According to these authors, both PSUS and PSEV
are positively associated with PT. However, these associations are not always significant
(Carpenter et al. 2019; Zahedi et al. 2015). In this study, ethical concerns, as well as the
potentially serious consequences associated with algorithmic decision-making (Dwivedi
et al. 2021; European Commission 2020; Shrestha et al. 2019) in the field of HR (Strohmeier
2022) prompted us to test these relationships to better understand the antecedents of the
threats posed by algorithms inserted into the recruitment process from the viewpoint of
HR departments. Our hypotheses are as follows:

Hypothesis 4a (H4a): HR employees’ PSUS is positively associated with their PT.

Hypothesis 4b (H4b): HR employees’ PSEV is positively associated with their PT.

Personal Development Concerns

Although the implementation of HR AI tools can, in particular, enable certain tasks—
some of them unpleasant—previously devolved to HR departments, such as processing
pay slips (Mohamed et al. 2022; Persson and Wallo 2022; Saukkonen et al. 2019), welcoming
employees (Baudoin et al. 2019, p. 5), and sorting and selecting job applications (Schuetz
and Venkatesh 2020; Zu and Wang 2019), as well as describing and summarizing large
volumes of data, predicting trends, developing scenarios, optimizing decision-making, and,
in short, more strategically directing HR activity toward tasks with higher added value or
requiring more social skills (García-Arroyo et al. 2019; Malik et al. 2020, 2023; Pessach et al.
2020), it cannot be ruled out that the use of algorithms may give rise to certain concerns
among HR players that are linked to the development of their skills or their future (Nolan
et al. 2016). As Böhmer and Schinnenburg (2023, p. 19)17 point out, “AI can take over tasks
formerly performed by workers and destroy jobs or reduce task complexity, leading to
intellectual impoverishment of work”. In the literature, the question of whether individuals
believe AI promotes the creation of new learning opportunities or, on the contrary, removes
them is summarized by the concept of PDEV, that is, “an individual’s concerns regarding
the degree of preventing personal learning form own experience by the use of AI” (Cao
et al. 2021, p. 5). In this respect, we believe that the AA of HR departments can be partly
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explained by the view that algorithmic decision-making in recruitment can prevent it from
learning from its own experiences in this area. Therefore, our fifth hypothesis is as follows:

Hypothesis 5 (H5): HR employees’ PDEV are positively associated with their AA.

Personal Well-Being Concerns

Just as this could affect the personal development of HR employees, the introduc-
tion of algorithms to make recruitment decisions could negatively affect their well-being.
Indeed, the literature identifies several outcomes linked to the use of AI systems within
organizations. Brougham and Haar (2018) show that the use of STARA (Smart Technolo-
gies, AI, Robotics, and Algorithms) negatively affects employees’ perspectives, which,
in turn, harms their well-being by promoting depression and cynicism in the workplace.
Other studies have highlighted anxiety (Meuter et al. 2003; van Esch et al. 2021) and stress
(Tarafdar et al. 2019) to be associated with the use of technical systems. Others, although
more positive, find that the use of algorithms in HR analytics decision-making promotes
employee resilience (Xiao et al. 2023). However, even before feeling the effects of the intro-
duction of a new technical system, individuals maintain PWB, defined as “an individual’s
concerns regarding the degree of personal anxiety and stress caused by the use of AI”
(Cao et al. 2021, p. 5). In this case, we expect the following:

Hypothesis 6 (H6): HR employees’ PWB are positively associated with their AA.

2.2.3. Control Variables

Our control variables—age, gender, time with organization, and hierarchical position—
were selected based on prior research linking these demographics to AA (Logg et al. 2019;
Mahmud et al. 2022). Age18 and hierarchical position19 are often associated with differing
levels of technological acceptance (Araujo et al. 2020; Campion 1989; Hill 1981, p. 105; Logg
et al. 2019; Mahmud et al. 2022, p. 13). Gender has been shown to influence perceptions of
AI fairness (Köchling and Wehner 2020) and therefore AA. Time spent in an organization20

is another important factor, as longer-tenured employees may be more resistant to changes
involving AI (Delaney and D’Agostino 2015; Kozlowski 1987).

2.2.4. Final Research Model

Based on the above developments, Figure 2 summarizes our conceptual or search
model. As can be seen, this is an extension of the conceptual framework of Mahmud et al.
(2022), summarizing the factors likely to influence algorithmic aversion. Unlike the latter,
however, we focus specifically on AA within the recruitment process. In addition, we
attempt to explain AA in HR departments by new factors derived from the work of Cao
et al. (2021) and Schepman and Rodway (2020, 2023), who focus specifically on AI-based
instruments and, in particular, on AI in the decision-making process. This allows us both
to refine our understanding of AA and to investigate, through a hypothetico-deductive
method, predictors of AA that have never been tested before.
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3. Methods
3.1. Data Collection and Sample Characteristics

This study is based on a survey of private and public HR professionals in Switzerland
conducted between November 2022 and March 2023.



Adm. Sci. 2024, 14, 253 9 of 34

The associations HR Vaud (N = 777), HR Tessin (N = 270), and the Zürcher Gesellschaft
für Personalmanagement (N ∼= 600) all agreed to distribute the questionnaire to their net-
works and to carry out at least one follow-up survey at three-week intervals after the first
distribution of the questionnaire. HR Genève (N = 720) and HR Valais (N = 330) distributed
the questionnaire to their networks only once.

Since 1848, the Swiss federal political system has consisted of three levels of gover-
nance: the federal state, cantons, and communes. The principle of subsidiarity (Sciarini
2023) confers broad autonomy in politics and the way in which they organize public ad-
ministration, particularly in terms of infrastructure and information systems (Ladner et al.
2019). However, contextual differences can be observed in this area, which is why we
surveyed the Federal Personnel Office (OFPER) (N = 1), 26 cantonal HR departments, and
168 of Switzerland’s 2136 municipalities. Regarding the latter, we chose to restrict ourselves
to those with more than 10,000 inhabitants (OFS 2021). The size of a municipality also
determines whether it has an HR department (Ladner and Haus 2021). This arbitrary
threshold allowed us to ensure that the respondents were proven HR function members.
Each public authority was invited to participate in our questionnaire three times, at three-
week intervals, by e-mail and post. Finally, 324 responses were received, with a return rate
of 11.20%.21 Because Swiss HR professionals are busy, this rate was acceptable. To respect
Switzerland’s linguistic diversity, the questionnaire was translated into three of the four
languages officially recognized by the Swiss Confederation: German, French, and Italian,
as well as English. The individual characteristics of the respondents are shown in Table 1.
Overall, this sample was characterized by a predominance of experienced professionals in
managerial roles, with a slight overrepresentation of French-speaking Swiss.

Table 1. Individual characteristics of our respondents.

Gender Linguistic Area

Woman 49.69 French-speaking Switzerland 44.44
Man 43.21 German-speaking Switzerland 42.90
Other 0.00 Italian-speaking Switzerland 6.17
NA 7.10 NA 6.48

Hierarchical pos. Time with organization
Employee 25.31 <1 7.10
Proximity exec. 4.32 1–3 15.43
Middle manager 23.77 3–5 15.74
Exec. Manager 39.51 5–10 22.22
NA 7.10 >10 31.48

NA 8.02
Age Level of activity (federalism)

<18 0.00 International 30.86
18–25 0.00 Federal 27.47
26–34 4.63 Cantonal 14.51
35–44 17.59 Communal 20.06
45–54 43.83 NA 7.10
55–64 25.93 Private/Public
>65 0.00 Private 48.46
NA 8.02 Public or semi-public 47.53

NA 4.01

3.2. Preventing Bias

Organizational behavior research often faces methodological biases, particularly when
researchers rely on self-administered questionnaires (Podsakoff et al. 2012). In some cases,
this can threaten the validity of the observed relationships between variables, as well
as the conclusions inferred from them (Pandey et al. 2008). Good questionnaire design,
a clear data collection strategy, and post hoc data analysis are three ways of mitigating and
verifying that potential measurement biases are neither present nor influential within data
(Podsakoff et al. 2012). To this end, we guaranteed complete anonymity for all respondents
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(Pandey et al. 2008). The invitation to complete the questionnaire was accompanied by
a description of the aims of our study and a reminder of the essential rules of scientific
ethics. The respondents were also asked to answer freely and were informed that none of
the information gathered would be passed on to anyone else. Although not necessarily
necessary when using the partial least squares structural equation modeling (PLS-SEM)
method (Hair et al. 2021, pp. 11–12), post hoc statistical tests (skewness and kurtosis) were
nevertheless carried out to ensure the normality of our variables (Rouanet and Leclerc
1970). Subsequently, our measurement and structural models were tested to ensure that
our results met the standards for using PLS-SEM in HRM (Ringle et al. 2020). The results
are presented in Appendices A and B.

3.3. Measurements
3.3.1. Dependent Variable

Our dependent variable, AA to AI in recruitment (Melick 2020, p. 44), is a latent
construct (Williams and O’Boyle 2008) whose two relative items were measured on a five-
point Likert scale, ranging from (1) “strongly disagree” to (5) “strongly agree”. This is a
type of ordinal scale that, similar to Blaikie (2003, p. 24) or Anderfuhren-Biget et al. (2010,
p. 223), we assume to be continuous when applying PLS-SEM (Hair et al. 2021).

3.3.2. Independent Variables

Most of our independent variables were measured on a five-point Likert scale, ranging
from (1) “strongly disagree” to (5) “strongly agree”. This is notably the case for the GAAIS+
and GAAIS− constructs, measured by 12 and 8 items, respectively, for a total of 20 items,
as selected by Schepman and Rodway (2020), which relate to the general attitude of players
toward AI, but which the space allotted to this article does not allow us the ability to
detail here (see Appendix A). PT was measured by means of four indicators reflecting the
extent of an individual’s fear, concern, and/or anxiety about the risks represented, in his or
her view, by AI HR (Cao et al. 2021; Chen and Zahedi 2016). PSUS was measured using
the same three indicators as Cao et al. (2021) regarding the possibility of AI making bad
decisions at a given time or in the future. PSEV was adapted from the seven indicators
of Cao et al. (2021) to capture the extent to which an individual perceives that HR AI (1)
perpetuates cultural stereotypes, (2) amplifies discriminations, (3) reproduces institutional
biases, (4) intensifies systemic biases, (5) errs due to the difficulty of specifying the HR
problem to be solved, (6) uses inadequate architecture or models to solve HR problems,
or (7) produces poor results due to insufficient training of the data on which it is based.
This was also the case for PDEV, measured using four items concerning the impact of HR
AI-assisted decision-making on (1) employees’ ability to learn, (2) their career development,
(3) loss of control over their personal development, and (4) loss of opportunity to learn
from their own experiences (Cao et al. 2021). This was the case for PWB as well, measured
by the six indicators developed by Cao et al. (2021) based on the work of Agogo and
Hess (2018) and Brougham and Haar (2018) concerning how AI-assisted decision-making
leads HR employees to feel (1) relaxed, (2) anxious, (3) redundant, (4) useless, (5) inferior,
and (6) satisfied with their job. The reuse of Cao et al.’s (2021) indicators was relevant to
studying HR employees’ AA, as these authors used them to study managers’ attitudes
and behaviors towards using artificial intelligence for organizational decision-making.
Finally, the PC construct was measured on a four-point Likert scale22 using five items
reflecting (1) individuals’ discomfort with sharing information without prior authorization,
(2) their concerns about the misuse of personal information, (3) their inherent fears about
the security of data storage, (4) their concerns about the use of personal data collected
within organizations, and (5) their opinions of organizations’ propensity to share data
collected without authorization (Araujo et al. 2020; Baek and Morimoto 2012). In short, we
borrowed our indicators from the most recent texts available, based on the criterion that
the measurement scales should have been previously confirmed at least in an exploratory
way. Our control variables, namely, age, gender, seniority, and position in the hierarchy,
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were single constructs. Appendix A details the distribution, skewness, kurtosis, and exact
wording of all items used in this study.

3.4. Analysis Procedure

This section briefly summarizes our analyses, which are presented in full in Ap-
pendix B, using PLS-SEM (Hair et al. 2021). To carry out our research, we produced three
models in line with the recommendations of Hair et al. (2021, p. 157). First, we grouped
the respondents from both the private and public sectors (N = 324). Second, we focused
on the private sector. To this end, the observations of the public respondents were deleted,
and the same model was rerun. Therefore, our database size was reduced from 324 to 157.
In the third and final model, we focused solely on the public sector respondents (N = 154).
This resulted in 13 nonresponses. In conducting this research, we employed a hypothetico-
deductive approach, beginning with the formulation of hypotheses based on existing theory.
These hypotheses were then tested empirically through PLS-SEM, allowing us to validate or
refute them. This approach ensured a rigorous, theory-driven analysis while also providing
flexibility to refine our models based on the empirical evidence gathered from the different
sectoral groups.

3.4.1. Preliminary Considerations

Statistically, the use of PLS-SEM structural equations is justified when a theoretical
model includes latent constructs and involves testing the complex relationships between
them proposed from a theoretical framework (Hair et al. 2021, p. 22). This is what was
carried out in this study. That said, the data used must meet certain requirements to ensure
that the PLS-SEM method retains sufficient statistical power and that the results obtained
can be generalized beyond the simple sample considered (Hair et al. 2021, p. 15). The
10-time rule (Hair et al. 2021, p. 16) and the inverse square root method were considered
here (Hair et al. 2021, pp. 17–18). The number of iterations required for a model to converge
must also be below 300 (Hair et al. 2021, p. 82), which was the case for our three models.

Some common limitations are associated with PLS-SEM, but they do not apply to our
study. Concerns about small sample sizes affecting statistical power were mitigated by our
adherence to sample size guidelines (N = 324, N = 157, N = 154). Potential biases related to
self-reported data were addressed using validated measurement scales (Coltman et al. 2008;
Hanafiah 2020). Moreover, while non-normality of data can be an issue, PLS-SEM is robust
in such cases (Hair et al. 2021), and our data distribution presented no significant issues.
Finally, although traditional SEM methods like CB-SEM are sometimes preferred, PLS-SEM
was chosen for its flexibility and suitability for handling moderately small samples and
complex models.

3.4.2. Evaluation of Measurement Models

The evaluation of our measurement models depended on the type of latent construct
used. In our case, these were reflective latent constructs (Coltman et al. 2008; Hanafiah
2020), as they exist independently of the items used to measure them (Borsboom et al. 2004).
Typically, perceptual, attitudinal, or personality trait measurement scales are reflective
constructs (Coltman et al. 2008, p. 1252). Further, reflective constructs assume that causality
runs from the concept to the indicator (ibid.). They must also share a common theme and
be interchangeable (Coltman et al. 2008, p. 1253), which was the case in our study.

Empirically, the evaluation of a model composed of reflective constructs involves
various tests, for which we refer to the different thresholds commonly accepted in the
literature (Cheung et al. 2023; Hair et al. 2021). These tests are divided into four stages. The
first examines the reliability of the indicators. In this respect, we produced the indicator
loadings reproduced in Appendix B, Table A1, and checked whether they met the threshold
commonly accepted in the literature of 0.708 (Hair et al. 2021). The second assesses the
internal consistency of the constructs. At this stage, we produced the following metrics:
Cronbach’s alpha (α), rohC, and rohA, reported in Appendix B, Table A2, and checked
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whether they met the threshold commonly accepted in the literature of 0.70 (ibid.). The
third examines the convergent validity of each conceptual measure. The relevant metric
here was the average variance extracted (AVE), which must be greater than 0.50 (ibid.).
This is also reported in Appendix B, Table A2. The fourth and final stage examines the
discriminant validity of the constructs, that is, the extent to which they differ from one
another. To achieve this, we produced heterotrait–monotrait ratios of correlations (HTMT),
which we bootstrapped to see if they were significantly below the 0.85 threshold (ibid.).
The HTMTs are reported in Appendix B, Table A3. Ultimately, all our latent constructs met
the evaluation criteria inherent in our measurement models.

3.4.3. Evaluation of Structural Models

Hair et al. (2021, p. 116) propose the following systematic approach that was used to
assess the quality of our structural models: first, whether they contain collinearity problems
should be examined; second, the significance and relevance of the structural models should
be assessed; and finally, their explanatory and predictive power should be evaluated.
As Table A4 in Appendix B shows, the variance inflation factor (VIF) was employed to
assess potential collinearity issues. A VIF value above 5 for any latent construct signals a
collinearity problem. However, concerns can emerge even at lower VIF values, specifically
between 3 and 5 (Hair et al. 2021, p. 117). Therefore, it is preferable for VIF values to remain
below 3, which was the case for all three of our models. The second step in evaluating
our structural models was to examine the significance of the path coefficients and their
relevance (Hair et al. 2021, p. 117). Hair et al. (2021, p. 125) recommend inspecting the
bootstrapped paths and setting the number of bootstraps to 10,000, which we carried out.
Table A5 in Appendix B shows this analysis. Finally, we evaluated the predictive power
of our models using the root-mean-square error (RMSE) (Hair et al. 2021, p. 120). This
approach positioned us in a scenario where the predictive power of model 1 was moderate.
For model 2, the procedure resulted in a strong predictive power, allowing us to draw
conclusions with confidence beyond our sample. Lastly, the predictive power of the third
model was also moderate, according to the thresholds outlined by Hair et al. (2021, p. 129).
Full details of these analyses are provided in Appendix B, Table A6. Ultimately, there was
no reason to suspect that our structural models were unreliable with respect to these criteria
(Cheung et al. 2023; Hair et al. 2021). We present and interpret our results below.

4. Results
4.1. Description of Results

This section identifies the determinants of AA for both private and public players
(N = 324). It then looks specifically at the results for the private sector (N = 157) and,
finally, the results for the public sector (N = 154)23 obtained by dividing our dataset, as
recommended by Hair et al. (2021, p. 157).

4.1.1. Complete Database

Table 2 provides a detailed summary of our results for all the respondents (N = 324).
Our model explained 55.6%24 of the variance in the AA dependent variable, whereas

PSUS and PSEV explained 36.9% of the variance in the PT predictor.
The first column of this table shows that all the independent variables were related to

AA. This was notably the case for HR department PCs, which were positively correlated
with AA (β = 0.074 *); GAAIS+ was negatively correlated with AA (β = −0.211 ***);
GAAIS− was positively associated with AA (β = 0.414 ***); HR employee PT vis-à-vis HR
AI was positively related to AA (β = 0.169 ***); PDEV was positively correlated with AA
(β = 0.177 ***); and PWB was also positively correlated with AA (β = 0.181 ***). However,
all other control variables (i.e., age, gender, respondents’ seniority, and hierarchical level)
were not significantly associated with this dependent variable.
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Table 2. Path coefficients, significance, and R2 (both private and public sectors).

AA PT

R2 0.569 0.372
R2 adjusted 0.556 0.369

PC 0.074 * /
GAAIS+ −0.211 *** /
GAAIS− 0.414 *** /
PT 0.169 *** /
PDEV 0.177 *** /
PWB 0.181 *** /
AGE −0.006 /
TWO −0.022 /
H −0.019 /
G −0.044 /
PSUS / 0.402 ***
PSEV / 0.369 ***

AA: algorithmic aversion; PT: perceived threat; PC: privacy concerns; GAAIS+: general attitude toward arti-
ficial intelligence, positive; GAAIS−: general attitude toward artificial intelligence, negative; PDEV: personal
development concerns; PWB: personal well-being concerns; AGE: age; TWO: time with organization; H: hier-
archical position; G: gender; PSUS: perceived susceptibility; PSEV: perceived severity. t: table for significance
(two-tailed); confidence interval: 95%; t-value ≥ 1.960 (*). Confidence interval: 99%. Confidence interval: 99.9%;
t-value ≥ 3.291 (***).

Turning to the second column of the table, which relates to the explanatory factors for
PTs associated with algorithmic HRM decision-making, our data show an initial statistically
significant relationship between PSUS and PTs (β = 0.402 ***) and a second statistically
significant association between PSEV and PTs (β = 0.369 ***).

4.1.2. Private Sector VS Public Sector

Table 3 provides a comparative summary of our results for the respondents from the
private (N = 157) and public (N = 154) sectors.

Table 3. Path coefficients, significance, and R2 (private sector VS public sector).

AA PT

Private Sector Public Sector Private Sector Public Sector

R2 0.675 0.533 0.367 0.392
R2 ajusted 0.653 0.501 0.358 0.384

PC 0.079 * 0.092 / /
GAAIS+ −0.101 −0.296 *** / /
GAAIS− 0.521 *** 0.373 *** / /
PT 0.269 *** 0.091 / /
PDEV 0.100 0.249 *** / /
PWB 0.153 * 0.172 * / /
AGE −0.030 −0.011 / /
TWO 0.031 −0.047 / /
H 0.052 −0.035 / /
G 0.042 −0.085 / /
PSUS / / 0.430 *** 0.400 ***
PSEV 0.352 *** 0.364 ***

t-value ≥ 1.960 (*). t-value ≥ 3.291 (***).

As this table shows, there were notable differences between the AA of the private and
public respondents. First, 65.3% of the variance in the AA of the former was explained
by our predictors compared to 50.1% for the latter. Conversely, 38.4% of the variance in
PT for public players was explained by PSUS and PSEV versus 35.5% for private players.
Among private players, PC was significantly related to AA in recruitment (β = 0.079 *)
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but not among public players (β = 0.092). As a result, GAAIS+ was not significantly
associated with AA among the former (β = −0.101), while it explained part of the variance
in AA among our public sector respondents (β = −0.296 ***). GAAIS− was significantly
associated with AA in both groups (β = 0.521 ***; β = 0.373 ***). The importance of this
predictor for both the former and latter should be emphasized, revealing that GAAIS− was
a particularly strong predictor of AA. Somewhat surprisingly, PT was then significantly
linked to the AA of private HR employees (β = 0.269 ***) but not to those in the public
sector (β = 0.091), while PDEV followed the opposite trend, not being significantly linked
to the AA of private players (β = 0.100) but significantly associated with AA among public
players (β = 0.249 ***). Finally, PWBs were both significant in terms of the AA of private
(β = 0.153 *) and public (β = 0.172 *) HR departments, with, in terms of strength, a slight
lead for the latter over the former. As in our first model, no control variable was significantly
linked to the AA of private and public players.

Our results show that the predictors of PT were significant for both private and
public employees. However, PSUS was more strongly related to PT among the private
respondents (β = 0.430 ***) than among the public sector respondents (β = 0.400 ***).
Conversely, PSEV explained a slightly greater share of the variance in PT among public
employees (β = 0.364 ***) than among the private sector respondents (β = 0.352 ***).

4.2. Confirmed/Invalidated Assumptions

Our results confirm several of our hypotheses while invalidating others. The re-
sults are summarized in Table 4, which indicates with a “yes” each time a hypothesis is
validated (p-value ≤ 0.05 at least) and with a “no” each time a hypothesis is invalidated
(p-value > 0.05).

Table 4. Confirmed/invalidated hypotheses.

Hypo. Wording Confirmation

H1 HR employees’ PC are positively associated with their AA. Yes
H1private Yes
H1public No

H2 HR employees’ GAAIS+ is negatively associated with their AA. Yes
H2private No
H2public Yes

H3 HR employees’ GAAIS− is positively associated with their AA. Yes
H3private Yes
H3public Yes

H4 HR employees’ PT is positively associated with their AA. Yes
H4private Yes
H4public No

H4a HR employees’ PSUS is positively associated with their PT. Yes
H4aprivate Yes
H4apublic Yes

H4b HR employees’ PSEV is positively associated with their PT. Yes
H4bprivate Yes
H4bpublic Yes

H5 HR employees’ PDEV are positively associated with their AA. Yes
H5private No
H5public Yes

H6 HR employees’ PWB are positively associated with their AA. Yes
H6private Yes
H6public Yes
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5. Interpretation of Results and Discussion

This study examined the reasons behind the aversion of HR departments to algorithmic
decision-making in the recruitment process. In general, PC were positively related to the
latter. This result is interesting, as it is consistent with the literature (Araujo et al. 2020;
Thurman et al. 2019; Vimalkumar et al. 2021), which indicates that the same association link
between PC and AA that operates in different fields, such as media (Thurman et al. 2019)
or expert systems (Araujo et al. 2020), also prevails for recruitment algorithms deployed
within the staff hiring process. However, when we look at the difference between private
and public HR employees, we notice that, for a relatively similar average level of PC,25 this
association is only significant within private HR departments, despite a stronger coefficient
of association among the respondents belonging to the public sector. While the reason for
this difference is unknown, there are several possible explanations, such as more frequent
or high-profile26 abuses of data protection and confidentiality in private organizations (Kim
and Bodie 2020; Tiwari 2022). Given the strict legal frameworks within public organizations
(LIPAD 2020; LPrD 2007), it could also be that their employees are less concerned about
data security and confidentiality breaches27. Further research could, thus, focus on the
reasons behind this association and even on the moderators that amplify or diminish it.

Overall, a generally positive attitude toward AI was systematically linked to a lower
level of AA regarding recruitment. However, as our study shows, this result differed
between the private and public sectors. In fact, the GAAIS+ of the former was not asso-
ciated with a lower level of AA, whereas that of the latter was significant. One possible
explanation could relate to the distinct operational environment of the public sector. Public
organizations pursue a different goal from private organizations; while the former are
interested in producing public goods (Browning et al. 2009) or “public value” (Ritz et al.
2022, p. 528), the latter are guided by market signals as well as economic considerations
such as profitability and profit-seeking (Ritz et al. 2022). Therefore, public sector HR em-
ployees may perceive algorithms as tools for delivering public goods and services more
equitably and effectively, which could enhance their positive attitudes toward AI and, in
turn, reduce their aversion to algorithms for decision-making in recruitment. Conversely,
a negative general attitude toward AI was systematically associated with a higher level
of AA, whether in the private or the public sector. Nonetheless, the higher correlation in
the private sector implies that GAAIS− is more relevant in explaining AA for this group.
This stronger correlation can be attributed to several factors specific to the private sector.
First, the private sector’s focus on competition, efficiency, and profitability often amplifies
concerns about the risks associated with AI. Employees may perceive that AI, especially in
recruitment, poses a threat to their job security, autonomy, or fairness in decision-making
(Brynjolfsson and McAfee 2014). These concerns contribute to a more pronounced negative
attitude, which, in turn, intensifies AA. Additionally, the private sector tends to adopt AI
technologies more aggressively, exposing employees to these tools more frequently in criti-
cal functions such as recruitment and performance evaluation. This heightened exposure
increases the likelihood that employees will witness or anticipate negative outcomes, such
as biased hiring decisions or dehumanization of the recruitment process, further fueling
AA (Davenport and Ronanki 2018). As our results and the literature show (Acquisti et al.
2015), privacy concerns are also more prevalent in the private sector, where breaches or
misuse of personal information can have severe financial and reputational consequences.
These worries can exacerbate skepticism toward AI in recruitment, where sensitive per-
sonal data are processed. The potential for such tools to mishandle information or make
biased decisions only heightens the negative attitudes, reinforcing the correlation between
GAAIS− and AA. Thus, these results confirm the relevance of the link between general
attitudes toward AI and individuals’ algorithm preferences (Workman 2005; Mahmud et al.
2022), a factor which was inserted into the staff engagement process in our case. For the
designers of such tools, this means paying particular attention to how they develop them.
Faulty design, such as Amazon’s recruitment algorithm being revealed as gender-biased
(Dastin 2022), could worsen the general attitude of HR departments towards these tools
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and, as a result, increase AA. From a managerial perspective, this influence of the general
attitude towards AI thus implies a certain degree of uncertainty for organizations tempted
to equip themselves with it. Indeed, the general attitude of actors towards AI depends on
a multitude of factors external to organizations and that are difficult for them to control
(Mahmud et al. 2022; Schepman and Rodway 2023). As shown by the wording of our
two latent constructs (Appendix A), GAAIS refers, in particular for GAAIS+, to economic
opportunities, improved performance thanks to AI, desirability of AI, or positive emotions
associated with AI such as excitement or being impressed by it; for GAAIS−, it refers,
for example, to concerns about AI such as unethical use, the fact that it makes mistakes,
or negative emotions such as being uncomfortable with it or finding something sinister.
As such, an exogenous shock28 inducing a change in relation to these different elements
would be enough to vary the attitude of actors toward AI and, as a result, transform their
willingness to prefer human to algorithmic decision-making. To address these external
influences and improve the acceptance of AI tools, organizations could take a proactive
approach by engaging in transparent communication, showcasing positive AI use cases29,
and actively managing their public relations strategies. For instance, by emphasizing AI’s
benefits for diversity (Azoulay et al. 2020), HR departments could counteract negative
media coverage that might otherwise heighten skepticism or concerns. Additionally, fos-
tering a culture of trust and inclusion, where employees feel heard and reassured about
the ethical use of AI, may also mitigate the effects of societal trends or media scrutiny.
Organizations could further invest in continuous AI education and training for employees,
helping them understand how AI operates and dispelling myths that often fuel AA. By
addressing these factors, companies can better manage the narrative surrounding AI tools
and reduce resistance within the workforce.

Similar to Cao et al. (2021), who focus on another outcome, namely the intention to
use AI for organizational decision-making, our study reveals that the threat posed by AI in
HRM—characterized in particular by the belief that it is likely to make bad decisions (PSUS)
as well as the belief that it generates or reproduces stereotypes, biases, or discrimination
(PSEV)—predicts a significant share of the aversion of HR departments to algorithmic
decision-making in recruitment. Again, this result is consistent with the literature. In
extant studies, despite the many strategic advantages offered by HR AI (Prikshat et al.
2023; Strohmeier 2022), there are numerous examples of drift linked to algorithmic decision-
making in HR. Amazon’s male-biased recruitment algorithm (Dastin 2022) can be used as
an example, as can the threat of dehumanization of the hiring process posed by algorithmic
selection (Fritts and Cabrera 2021). In any case, this implies minimizing the various threats
potentially represented by algorithms in recruitment both for the designers of these tools
and organizations. The significance of the links between PSUS and PT and between PDEV
and PT also sheds light on the way forward. This is a question of putting in place the
necessary safeguards to mitigate the risk of the algorithms used making bad decisions.
In this respect, many players are calling for induced biases to be corrected in the data
(Dastin 2022; Datta et al. 2014; Lambrecht and Tucker 2019; Raub 2018). Historically,
men have occupied managerial positions more often. Without appropriate correctives,
an algorithm can systematically exclude women or other categories of people from the
shortlist of candidates selected for the next stage of the recruitment process (Broecke 2023).
As the significance of the link between PSEV and PT shows, there are many issues to be
addressed: cultural stereotypes, institutional biases, systemic biases, the quality of the results
produced owing to sufficient training of the models used, and the suitability of the models
for the process to be addressed, particularly given the difficulty of specifying the terms
leading to a result.30 “Building entirely bias-free algorithms may not be possible, therefore
the focus should be on reducing bias, and not eliminating it,” as Broecke (2023, p. 46)
reminds us. He also mentions that humans constantly make HR decisions based on biased
judgments, an assertion Amadieu (2013) does not refute. In addition to the technical means
of correcting these biases, organizations could play the transparency card, which generally
reduces reticence toward AI (Langer and König 2023). Regular audits and publicity31 of
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the algorithms used could also reduce the threat that individuals imagine they entail (Park
et al. 2021; Zhou et al. 2023). Finally, Nagtegaal (2021) pointed out that the more familiar
individuals are with algorithms, the less aversion they are to them. In short, minimizing the
PT of the algorithms used in recruitment requires working on these different points.

As hypothesized, the respondents’ aversion to algorithms can also be explained by their
preoccupations with personal development. On a closer examination, however, this concern
is essentially the prerogative of public sector employees. For the latter, the use of AI should
not be detrimental to developing skills and opportunities to learn on the job. This attitude
makes sense in light of the literature and the trajectory taken by employment relationships
within modern public organizations, particularly in Switzerland (Emery and Gonin 2009).
Initially confined to alienating relationships and work organizations32 (Engels 1845), at the
very least not conducive to their personal fulfillment and development (Lalive D’Épinay and
Garcia 1988), the work environment in which Swiss employees today evolve enables them to
expect personalized and motivating working conditions33 within an organization involved
in their career development (Emery and Gonin 2009). However, with a relatively higher
level of PDEV than private HR employees,34 public HR actors are more concerned about AI
challenging their learning opportunities and skill development, leading to greater AA. Does
this mean that the expectations of their organizations are too high? Public organizations must
keep their operational activities in focus and cannot be held entirely responsible for training
everyone (Emery and Gonin 2009). However, individual responsibility for skills development
should not overshadow the still insufficient strategic orientation of HR departments in Swiss
public organizations, which are still too few to systematically implement career and skills
development plans for their employees (Emery and Gonin 2009). Adding to this competition
from algorithms, it is easy to see why public employees do not fall for the simple rhetoric that
AI will, for example, free up their time to focus on higher-value-added tasks or supplement
them in their work but have concerns about the development of their skills. However, this
line of thought benefits from further empirical research.

Our results also show that respondents’ AA can be explained by the well-being
concerns they have about HR AI. This result is interesting considering the literature. In
their work on the factors that lead managers to develop AA and on the best ways to
overcome it, Mahmud et al. (2023, p. 5) identify the risks associated with technological
innovations as the main factor explaining AA. While they emphasize—based on innovation
resistance theory (Ram and Sheth 1989) and subsequent developments (Arif et al. 2020;
Leong et al. 2020)—the importance of physical and psychological risks, they do not focus
on actors’ concerns about AI-induced changes to their well-being. In this sense, our work
complements Mahmud et al.’s (2023) model by highlighting—among both private and
public actors—the role played by stress, anxiety, feelings of inferiority, and feelings of
uselessness in the aversion to algorithmic decision-making systems in recruitment.

Finally, the lack of statistical significance for the control variables—age, gender, time with
the organization, and hierarchical position—suggests that, in this context, demographic factors
do not play a direct role in influencing algorithmic aversion. This highlights that traditional
demographics, while relevant in other studies, may be less pertinent when examining AA in
the context of Swiss HRM. In Swiss organizations, employees across different demographics
tend to receive similar support and opportunities to adapt to technological changes (Emery
and Gonin 2009). This environment likely reduces individual algorithmic aversion, making
demographic factors like age, tenure, or hierarchical position less impactful.

6. Conclusions
6.1. Practical Implications

Given findings relative to PC, several practical implications can be drawn for HR
practitioners and policymakers aiming to minimize algorithmic aversion in recruitment
processes. First, addressing privacy concerns should be a priority, particularly in the private
sector, where incidents of data misuse may be more prominent (Dastin 2022). To reduce
algorithmic aversion, HR departments should enhance data protection measures and
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transparently communicate safeguards, supported by regular audits. This can foster trust
among employees and candidates, addressing key privacy concerns. Second, improving
AI transparency is crucial (Langer and König 2023). HR practitioners should offer clear
explanations of how recruitment algorithms work, their benefits, and their limitations. This
can be achieved through training sessions and information campaigns, which can help
reduce fears and misunderstanding surrounding AI systems (Binns et al. 2018). Promoting
a culture of transparency will also encourage employees to view AI as a supportive tool
rather than a threat. Third, policymakers should develop clear governance frameworks
that align with existing legal regulations, especially around data privacy and ethical AI use.
This is particularly important in the public sector, where stringent legal frameworks already
exist but could benefit from clearer guidelines on the ethical use of AI (Leicht-Deobald et al.
2022). Finally, fostering collaboration between HR and IT departments is key to ensuring
AI systems are both user-friendly and customized to the organization’s specific needs.
Establishing continuous feedback loops where HR professionals can voice concerns and
suggest improvements could enhance trust in the system and reduce aversion.

Given the findings on the varying influence of general attitudes toward AI on algo-
rithmic aversion, several practical implications arise for HR practitioners and policymakers,
differentiated by sector. First, in the public sector, where GAAIS+ significantly reduces AA,
organizations should emphasize AI as a tool for enhancing transparency, equity, and efficiency.
Framing algorithms in the recruitment process as tools that support merit-based hiring and
reduce human biases will resonate with the public sector’s commitment to fairness and ethical
standards (Raisch and Krakowski 2021). Public institutions can also leverage educational
initiatives that highlight AI’s alignment with legal regulations, reinforcing the perception
that AI tools contribute to ethical and compliant decision-making (Floridi and Cowls 2022).
Second, in the private sector, where GAAIS+ has less impact on AA, HR should focus on
engaging employees in the AI implementation process. This can be achieved by involving HR
staff in the design and deployment of AI systems, creating a sense of ownership and reducing
anxiety about job displacement. Offering pilot programs where employees can test AI tools
and provide feedback will help build trust and foster a positive relationship with AI (Tambe
et al. 2019). By demonstrating that AI is a complement to, rather than a replacement for,
human skills, companies can mitigate fears and create a more collaborative work environment.
Third, addressing negative attitudes toward AI is crucial for both sectors. In the public sector,
HR departments should focus on transparency and compliance, showing how AI tools ensure
fair and accountable recruitment practices. In the private sector, organizations should actively
dispel concerns that AI is purely profit-driven. Instead, HR departments should communicate
how AI enhances fairness in hiring by eliminating biases, ensuring that AI is perceived as a
tool for ethical improvement rather than exploitation (Binns et al. 2018).

Regarding PT, our results highlight the need for organizations to implement safeguards
in their AI recruitment tools to minimize the risk of poor decisions and biases —PSUS
and PSEV. Practically, this involves ensuring transparency in AI systems by conducting
regular audits and publicly sharing the results to reduce concerns among HR professionals.
Additionally, organizations should prioritize bias correction in the data used for AI training
to prevent the perpetuation of stereotypes or discriminatory practices. Familiarizing HR
employees with AI tools through training programs can also help reduce their aversion,
fostering greater acceptance of algorithmic decision-making in recruitment processes.
Lastly, promoting transparency in algorithmic decisions and addressing cultural biases
directly can contribute to minimizing PT and improving acceptance of AI in HRM.

Given the impact of PDEV on AA, at least two practical implications arise for public
sector HR practitioners. First, public organizations could proactively integrate AI into
personalized career development pathways. As noted by Emery and Gonin (2009), the
Swiss public sector has evolved towards working environments where employees expect
continuous growth opportunities. HR departments should leverage AI to support this
trajectory by embedding AI tools into upskilling initiatives, helping employees identify
skill gaps, and offering tailored learning programs. This could reframe AI as a partner
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in career advancement rather than as a competitor and could thus mitigate aversion to
it. Second, highlighting successful initiatives where AI has already contributed to job
enrichment could alleviate concerns about its impact on skill development. Public sector
organizations could therefore showcase real examples of AI integration that have improved
employee learning, positioning decision-making algorithms as tools that enhance their
professional capabilities. Demonstrating these successes will help frame AI as a catalyst for
skill development rather than as a threat.

Finally, given the significant role of well-being concerns in shaping algorithmic aversion,
several practical implications arise for HR practitioners aiming to reduce stress and anxiety
associated with AI in recruitment. First, HR departments could invest in work design adjust-
ments that mitigate stress. This could involve restructuring tasks to ensure AI complements
human work, providing employees with opportunities to develop skills alongside AI rather
than feeling displaced by it. Creating clear pathways where AI supports professional growth
could reduce feelings of uselessness or inferiority. Second, organizations could implement
programs that address AI-related anxiety. Providing resources such as stress management
workshops and mental health support specifically targeted at AI integration could help em-
ployees cope with the emotional impact of technological change (Mahmud et al. 2022). Third,
involving employees in the co-design of AI systems, giving them a role in shaping how AI
is integrated into their workflow, could reduce feelings of inferiority and foster a sense of
ownership and empowerment (Vrontis et al. 2021), reducing their aversion to it.

6.2. Limitations and Future Research

In short, our work has enabled us to identify new factors that explain aversion to
algorithmic decision-making in recruitment. If HR professionals prefer decisions made by
humans to those made by algorithms, this is due to doubts about the confidentiality and
privacy guaranteed by algorithms, their general positive or negative attitude toward AI, the
various threats posed by algorithms, concerns about personal development, or worries about
their well-being. However, there were notable differences between the private and public
players. In the former case, AA was significantly influenced by PC and PT. For the latter, AA
varied greatly according to the GAAIS+ and personal development concerns linked to HR AI.
This being the case, this study responds, on the one hand, to the requests of Mahmud et al.
(2022, 2023) to complete the explanatory factors of AA and test new predictors when it comes
to specific algorithmic decision making, as is the case in HRM. On the other hand, and in
contrast to Dargnies et al. (2024) or Lee (2018)—who focus essentially on the aversion of the
general public to hiring algorithms—our study focuses on the point of view of HR employees.
Additionally, our empirical results have allowed us to successfully unify the IAAAM proposed
by Cao et al. (2021) with the GAAIS+ and GAAIS− constructs developed by Schepman and
Rodway (2020, 2023) while incorporating the concept of privacy concerns specifically into
the context of HRM. This integrative approach not only enhances our understanding of
algorithmic aversion but also demonstrates the utility of these models in explaining HR
professionals’ resistance to algorithmic decision-making, particularly in recruitment.

However, there are several limitations to our work, starting with its cross-sectional
nature (Connelly 2016), which prevents us from drawing causal inferences from the re-
sults. Indeed, our results are limited to describing the observed relationships between our
variables at a given point in time, which makes it difficult to predict how the different
factors studied in this article influence HR employees’ aversion to recruitment algorithms.
While potential biases in survey responses, such as social desirability bias or prior exposure
to AI, may have influenced the participants’ perceptions, the risk of these biases unduly
skewing the overall findings is likely mitigated by the diversity of the respondents and the
robust methodology employed. As a result, we believe that these biases, while possible, do
not fundamentally undermine the validity of our conclusions. Additionally, although the
sample is restricted to HR professionals in Switzerland, the moderate-to-strong predictive
power of our models (Appendix B) suggests that these results may have broader relevance
beyond our immediate context.
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Future research could extend these findings by conducting longitudinal studies that
explore how attitudes toward AI evolve over time, particularly as exposure to recruitment
algorithms increases or as new technologies emerge in HR. Building on the current findings,
future research should particularly examine how concerns about confidentiality, personal
development, and well-being—each of which emerged as a significant predictor of AA
in this study—develop over time and potentially interact with broader organizational
culture shifts as AI use becomes more widespread in recruitment. Another promising
avenue for further investigation is to explore this phenomenon across different industries
in order to assess whether similar patterns of algorithmic aversion exist. Expanding the
geographical scope to include a cross-cultural analysis would also provide deeper insights
into how national or regional cultural factors shape the acceptance or resistance toward AI
in recruitment. Finally, experimental designs that test interventions to reduce algorithmic
aversion, such as increasing transparency or user control, could offer practical strategies
to improve AI adoption in HR practices (Langer and König 2023). These interventions
could directly address some of the key drivers of aversion highlighted in this study, such
as concerns over privacy and personal development, thus building a bridge between our
findings and actionable measures for organizations.

Compared with the literature review by Mahmud et al. (2022), our study focused on
a limited number of explanatory factors for AA, most of which were individual and have
not been previously studied in relation to AA. The aim was to remain sufficiently innovative,
but above all, avoid overfitting (Ozili 2023). Researchers interested in extending this line
of thinking can also examine cultural differences in AA. In this respect, Gao et al. (2020)
find, for example, that the Chinese are less concerned about the privacy risks associated
with the use of technology and consequently display lower AA. In addition, differences in
institutional environments and resources, particularly between developed countries, such
as Switzerland,35 and developing countries (Yamakawa et al. 2008), could influence AA
factors. For example, Lennartz et al. (2021) suggest that individuals in developing countries
might show more appetite for disruptive technologies, such as AI, and thus be less averse to
algorithmic decision-making. Having investigated new and unique causes of AA, researchers
could also study, following the example of Jia et al. (2023), job performance, the impact
of AA on different job outcomes, and well-being outcomes. Indeed, understanding how
algorithmic aversion influences long-term HR strategies will be key. As AI tools increasingly
automate repetitive tasks, HR professionals may need to shift toward more strategic roles,
focusing on talent development and organizational culture while acquiring new skills in AI
literacy and data analytics. However, this transition could also trigger concerns about job
displacement and insecurity, as automation takes over technical tasks traditionally managed
by HR. HR professionals will also likely face growing challenges related to ethical and legal
considerations. Ensuring transparency, fairness, and privacy in algorithmic decisions will
become critical, especially as regulatory frameworks evolve, demanding greater accountability
from organizations. In any case, this study establishes a basis from which researchers interested
in the antecedents and effects of aversion to algorithmic decision-making in both private and
public HR can develop their own research questions.
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Appendix A. Variables, Mean, Standard Deviation, Skewness, and Kurtosis

Concept Item Mean SD Skew. Kurt. Wording

Dependent variable

Algorithmic
aversion
(Melick 2020)

aa1 2.91 1.19 0.070 −0.968
Selecting new employees using professional judgement of the
hiring manager is more effective than selecting new employees
using a formula designed to predict job performance.

aa2 2.93 1.22 0.023 −1.03
Using hiring’s managers review of resumes is more likely to
identify high quality applicants than using computerized text
analysis to screen resumes.

Independent variables
Privacy concerns
(Baek and
Morimoto 2012)

pc_1 (R) 3.39 0.840 −1.45 4.52
I feel uncomfortable when information is shared without
permission.

pc_2 1.72 0.928 1.22 3.59 I am concerned about misuse of personal information.
pc_3 1.69 0.918 1.24 3.61 I feel fear that information may not be safe while stored.
pc_4 1.70 0.927 1.25 3.65 I believe that personal information is often misused.
pc_5 1.70 0.933 1.22 3.51 I think my organization share information without permission.

GAAIS+
(Schepman and
Rodway 2020)

gaais_1 2.91 1.35 0.084 −1.22
For routine transactions, I would rather interact with an
artificial intelligent system than with a human.

gaais_2 2.95 1.36 0.017 −1.23
Artificial intelligence can provide new economic opportunities
for this country.

gaais_4 3.04 1.31 −0.039 −1.16 Artificially intelligent systems can help people feel happier.
gaais_5 2.92 1.33 0.025 −1.18 I am impressed by what artificial intelligence can do.

gaais_7 3.00 1.35 −0.058 −1.23
I am interested in using artificially intelligent systems in my
daily life.

gaais_11 3.04 1.35 −0.048 −1.22
Artificial intelligence can have positive impacts on people’s
wellbeing.

gaais_12 3.07 1.38 −0.068 −1.27 Artificial intelligence is exciting.

gaais_13 3.12 1.34 −0.085 −1.19
An artificially intelligent agent would be better than an
employee in many routine jobs.

gaais_14 3.08 1.39 −0.076 −1.28 There are many beneficial applications of artificial intelligence.
gaais_16 3.09 1.35 −0.042 −1.24 Artificially intelligent systems can perform better than humans.

gaais_17 3.07 1.36 −0.049 −1.25
Much of society will benefit form a future full of artificial
intelligence.

gaais_18 3.07 1.36 −0.089 −1.20 I would like to use artificial intelligence in my own job.

GAAIS–
(Schepman and
Rodway 2020)

gaais_3 2.90 1.24 0.063 −1.05 Organizations use artificial intelligence unethically.
gaais_6 2.89 1.24 0.086 −1.02 I think artificially intelligent systems make many errors.
gaais_8 2.90 1.27 0.097 −1.07 I find artificial intelligence sinister.
gaais_9 2.90 1.26 0.049 −1.08 Artificial intelligence might take control of people.
gaais_10 2.85 1.25 0.128 −1.05 I think artificial intelligence is dangerous.

gaais_15 2.84 1.29 0.146 −1.10
I shiver with discomfort when I think about future uses of
artificial intelligence.

gaais_19 2.85 1.29 0.119 −1.12
People like me will suffer if artificial intelligence is used more
and more.

gaais_20 2.91 1.27 0.065 −1.09 Artificial intelligence is used to spy on people.

Perceived threat
(Cao et al. 2021)

pt_1 2.92 1.25 −0.006 −1.10 My fear of exposure to AI in HR’s risks is high.
pt_2_R (R) 2.96 1.30 0.097 −1.15 The extent of my worry about AI in HR’s risks is low.

pt_3 2.90 1.27 −4.93 −1.11
The extent of my anxiety about potential loss due to AI in HR’s
risks is high.

pt_4 2.97 1.30 −0.023 −1.16 I’m very concerned about the potential misuse of HR AI.

Perceived
susceptibility
(Cao et al. 2021)

psus_1 3.02 1.32 −0.05 −1.19 AI is likely to make bad HR decisions in the future.
psus_2 2.94 1.31 0.023 −1.15 The chances of AI making bad HR decisions are great.
psus_3 3.00 1.40 −0.022 −1.31 AI may make bad HR decisions at some point.
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Concept Item Mean SD Skew. Kurt. Wording

Perceived severity
(Cao et al. 2021)

psev_1 2.92 1.32 0.033 −1.20 AI in HR may perpetuate cultural stereotypes in available data.
psev_2 2.89 1.36 0.100 −1.25 AI in HR may amplify discrimination in available data.

psev_3 3.04 1.34 −0.065 −1.21
AI in HR may be prone to reproducing institutional biases in
available data.

psev_4 2.95 1.34 0.024 −1.20
AI in HR may have a propensity for intensifying systemic bias
in available data.

psev_5 2.92 1.34 0.041 −1.19
AI in HR may have the wrong objective due to the difficulty of
specifying the objective explicitly.

psev_6 2.98 1.39 −0.004 −1.31
AI in HR may use inadequate structures such as problematic
models.

psev_7 2.98 1.34 0.006 −1.22 AI in HR may perform poorly due to insufficient training.

Personal
development
concerns
(Cao et al. 2021)

pdev_1_R (R) 3.03 1.30 −0.051 −1.10
AI HR supported or automatised decision-making would have a
positive impact on my learning ability.

pdev_2_R (R) 2.98 1.34 −0.035 −1.19
AI HR supported or automatised decision-making would have a
positive impact on my career development.

pdev_3 3.00 1.31 −0.040 −1.13
I would hesitate to use HR AI for fear of losing control of my
personal development.

pdev_4 2.97 1.32 0.001 −1.14
It scares me to think that I could lose the opportunity to learn
from my own experience using AI HR supported or
automatised decision-making.

Personal well-being
concerns
(Cao et al. 2021)

pwb_1 (R) 3.12 1.35 −0.081 −1.22 AI in HR makes me feel relaxed.
pwb_2 2.87 1.39 0.106 −1.27 AI in HR makes me feel anxious.
pwb_3 2.94 1.37 0.056 −1.24 AI in HR makes me feel redundant.
pwb_4 2.91 1.38 0.076 −1.25 AI in HR makes me feel useless.
pwb_5 2.85 1.37 0.061 −1.26 AI in HR makes me feel inferior.
pwb_6 (R) 3.03 1.36 −0.051 −1.22 AI in HR would increase my job satisfaction.

Control variables
Private/
Public

PP 1.49 0.500 0.019 1.00
Your organization is:
1: Private
2: Public or semi-public

Age age 4.98 0.822 −0.526 2.78

What age bracket do you belong to?
1: Under 18
2: 18–25 years old
3: 26–34 years old
4: 35–44 years
5: 45–54 years old
6: 55–64 years old
7: 65 and over

Gender genre 0.53 0.499 −0.139 1.01

Please indicate your gender below:
1: Male
2: Female
3: I don’t recognize myself in any of these categories

Time with
organization

anciennete 3.60 1.31 −0.507 2.01

How long have you worked for your organization?
1: Less than one year
2: From more than 1 to less than 3 years
3: From more than 3 to less than 5 years
4: From more than 5 to less than 10 years old
5: More than 10 years

Hierarchical
position

hierarchie 2.83 1.24 −0.543 1.65

What position do you occupy in your organization’s hierarchy?
1: HR manager/HR specialist (without managerial function)
2: Local manager
3: Middle management
4: Executive
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Appendix B. Analyses

Table A1. Indicator loadings and reliability.

Indicators PC GAAIS+ GAAIS− PT PDEV PWB PSUS PSEV AA

Model 1: both private and public respondents (N = 324)

pc_1 0.955
pc_2 0.787
pc_3 0.864
pc_4 0.823
pc_5 0.846
gaais_1 0.975
gaais_2 0.754
gaais_4 0.744
gaais_17 0.764
gaais_7 0.727
gaais_11 0.795
gaais_18 0.727
gaais_13 0.795
gaais_14 0.713
gaais_16 0.722
gaais_5 0.786
gaais_12 0.802
gaais_3 0.963
gaais_6 0.837
gaais_8 0.811
gaais_9 0.784
gaais_10 0.765
gaais_15 0.760
gaais_19 0.766
gaais_20 0.752
pt_1 0.962
pt_2 0.840
pt_3 0.877
pt_4 0.890
psus_1 0.959
psus_2 0.916
psus_3 0.888
psev_1 0.975
psev_2 0.833
psev_3 0.816
psev_4 0.874
psev_5 0.864
psev_6 0.835
psev_7 0.832
pdev_1 0.969
pdev_2 0.896
pdev_3 0.887
pdev_4 0.882
pwb_1 0.974
pwb_2 0.860
pwb_3 0.879
pwb_4 0.844
pwb_5 0.863
pwb_6 0.874
aa_1 0.963
aa_2 0.952

Note that the indicator loadings and reliability of models 2 and 3 also respect the commonly accepted thresholds
of 0.708 and 0.50 (Hair et al. 2021). For reasons of brevity, we have not provided details of the reliability of our
indicators. Mathematically, when a loading is >0.708, then its squared value, which is how we measured the
reliability of indicators in R Studio, is higher than 0.50 anyway.
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Table A2. Assessment of the constructs’ internal consistency, reliability, and convergent validity.

Constructs α rhoC AVE rhoA

Model 1: both private and publics respondents (N = 324)

Privacy concerns 0.909 0.932 0.734 0.923
GAAIS+ 0.851 0.920 0.608 0.947
GAAIS− 0.922 0.937 0.652 0.935
Perceived threat 0.915 0.940 0.798 0.929
Personal development concerns 0.929 0.950 0.826 0.951
Personal well-being concerns 0.943 0.955 0.781 0.952
Perceived susceptibility 0.911 0.944 0.850 0.926
Perceived severity 0.942 0.953 0.745 0.952
Algorithmic aversion 0.910 0.957 0.917 0.919

Note that Cronbach’s alpha (α), rhoC, AVE, and rhoA of models 2 and 3 also respect the commonly accepted
thresholds of 0.70—for α, rhoC, and rhoA—and 0.50—for AVE (Cheung et al. 2023; Hair et al. 2021).

Table A3. Discriminant validity.

PC GAAIS+ GAAIS− PT PDEV PWB AGE TWO H G PSUS PSEV

Model 1: both private and public respondents (N = 324)

GAAIS+ 0.065
GAAIS− 0.134 0.348
PT 0.069 0.216 0.311
PDEV 0.060 0.111 0.150 0.230
PWB 0.036 0.284 0.230 0.221 0.163
AGE 0.046 0.069 0.066 0.014 0.044 0.028
TWO 0.013 0.093 0.080 0.075 0.018 0.068 0.127
H 0.027 0.036 0.044 0.121 0.019 0.068 0.300 0.266
G 0.085 0.044 0.056 0.062 0.075 0.085 0.149 0.154 0.345
PSUS 0.068 0.144 0.160 0.536 0.232 0.162 0.038 0.055 0.043 0.014
PSEV 0.066 0.116 0.151 0.498 0.116 0.061 0.022 0.068 0.109 0.033 0.272
AA 0.177 0.487 0.661 0.445 0.353 0.420 0.035 0.072 0.012 0.112 0.234 0.199

As can be seen, all are below the 0.85 threshold (Hair et al. 2021). So, there is no reason to suspect that one latent
construct in our model measures exactly the same dimension as another. Models 2 and 3 show the same thing. In
addition, Henseler et al. (2015) suggest using bootstrap confidence intervals to determine whether the HTMTs are
significantly different from 1 and below our threshold of 0.85. For the sake of brevity, however, the results of this
procedure are not reported here. Nevertheless, the resulting confidence intervals also confirm the discriminant
validity of our various constructs.

Table A4. Collinearity issues (VIF).

Model 1: Private and Public Respondents (N = 324)

With AA:
PC: 1.030 PWB: 1.145
GAAIS+: 1.196 AGE: 1.118
GAAIS−: 1.236 TWO: 1.106
PT: 1.187 H: 1.306
PDEV: 1.079 G: 1.165
With PT:
PSUS: 1.069 PSEV: 1.068

The variance inflation factor (VIF) is used to examine possible collinearity problems. For each latent construct,
a value greater than 5 indicates a collinearity problem. However, collinearity concerns may arise at lower VIF
values, between 3 and 5 (Hair et al. 2021, p. 117). Ideally, then, VIF values should be below 3, which is the case
here for our three models.
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Table A5. Significance and relevance of the models.

Bootstrapped Paths: Model 1 (N = 324)

Path East. Boot. Mean Boot. Sd T-Stat. 2.5% CI 97.5% CI

PC → AA 0.074 0.077 0.031 2.391 * 0.016 0.137
GAAIS+ → AA −0.211 −0.212 0.049 −4.251 *** −0.310 −0.115
GAAIS− → AA 0.414 0.413 0.053 7.765 *** 0.311 0.519
PT → AA 0.169 0.170 0.049 3.410 *** 0.073 0.266
PDEV → AA 0.177 0.175 0.047 3.702 *** 0.082 0.269
PWB → AA 0.181 0.180 0.050 3.630 *** 0.085 0.280
AGE → AA −0.005 −0.006 0.038 −0.150 −0.080 0.068
TWO → AA −0.022 −0.021 0.038 −0.583 −0.095 0.052
H → AA −0.018 −0.018 0.037 −0.492 −0.091 0.056
G → AA −0.044 −0.043 0.039 −1.117 −0.120 0.034
PSUS → AA 0.401 0.402 0.055 7.268 *** 0.294 0.510
PSEV → AA 0.369 0.370 0.054 6.787 *** 0.263 0.475

AA: algorithmic aversion; PT: perceived threat; PC: privacy concerns; GAAIS+: general attitude toward arti-
ficial intelligence, positive; GAAIS−: general attitude toward artificial intelligence, negative; PDEV: personal
development concerns; PWB: personal well-being concerns; AGE: age; TWO: time with organization; H: hier-
archical position; G: gender; PSUS: perceived susceptibility; PSEV: perceived severity. t: table for significance
(two-tailed): Confidence interval: 95%; t-value ≥ 1.960 (*). Confidence interval: 99%. Confidence interval: 99.9%;
t-value ≥ 3.291 (***).

Hair et al. (2021, p. 125) recommend inspecting bootstrapped paths and setting the
number of bootstraps to 10,000, which was carried out for our three models. For the sake
of brevity, however, we provide only the first. The next step is to examine the coefficient
of determination (R2) of the endogenous constructs (Hair et al. 2021, p. 118). However, as
descriptions of our path coefficients as well as our R2 are given in the article, we do not
repeat it here.

Table A6. Predictive power of our models.

Model 1

PLS out-of-sample metrics:
aa_1 aa_2 pt_1 pt_2 pt_3 pt_4

RMSE: 0.791 0.910 0.946 1.094 1.033 1.085
LM out-of-sample metrics:

RMSE: 0.834 0.955 0.914 1.170 1.049 1.140

Model 2

PLS out-of-sample metrics:
RMSE: 0.777 0.800 0.989 1.115 1.033 1.111

LM out-of-sample metrics:
RMSE: 0.943 0.970 1.009 1.308 1.229 1.249

Model 3

PLS out-of-sample metrics:
0.814 0.968 0.909 1.075 1.034 1.043
LM out-of-sample metrics:
1.005 1.130 0.866 1.095 0.905 1.092

To produce these values, we first generated predictions using the predict_pls( ) function. We performed this
procedure with k = 10 folds and ten repetitions. For this, we set noFolds = 10 and reps = 10. In addition, we
used the predict_DA approach (Hair et al. 2021, p. 129). This procedure placed us in a configuration where the
predictive power of model 1 was average, which is quite good considering that our questionnaire reflected around
12% of our total HR population. For model 2, this procedure placed us in a configuration where the predictive
power of our model was strong, which means that our conclusions can be applied with confidence beyond our
sample. Finally, the predictive power of our third model was also average if we refer to the thresholds described
by Hair et al. (2021, p. 129).
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Notes
1 Strohmeier (2020, p. 54) differentiates between “algorithmic decision-making in HRM” (ADM) and “human decision-making in

HRM” (HDM).
2 In its simplest sense, an algorithm is a set of instructions expressed in a particular computer language such as Java, Python, or

C++ that are used to solve a well-defined problem (Casilli 2019; Introna 2016, p. 21). Just like a recipe, it is then used to produce
a result based on instructions. This conception is similar to that of Gillespie (2014, p. 1), who defines an algorithm as a “set of
encoded procedures for transforming input data into a desired output, based on specified calculations”. Note that, depending on
the data they are required to process, algorithms are divided into several fields that constitute artificial intelligence techniques
such as natural language processing or machine learning (Prikshat et al. 2023, p. 5; Strohmeier 2022).

3 Mahmud et al. (2023, p. 17) differentiate between “rule-based AI decision systems” and “machine-learning-based decision
systems”. The first term refers to the definition of an algorithm by Gillespie (2014). The latter refers to the evolutionary capacity
of the decision system, enabling it to evolve over time.

4 For a non-HR reference, see Acharya et al. (2018).
5 “Job design ambiguity” (Böhmer and Schinnenburg 2023, p. 17).
6 “Transparency ambiguity” (Böhmer and Schinnenburg 2023, p. 18).
7 “Performance ambiguity” (ibid.).
8 “Data ambiguity” (ibid.).
9 Note, for example, Lee (2018). However, more recent studies, specifically those concerned with AA in HRM, such as those by

Cecil et al. (2024), Fleiss et al. (2024), or Dargnies et al. (2024), appeared after the synthesis by Mahmud et al. (2022). However,
the latter are not interested in the same predictors as our work, not in the same type of decision, and not in the same actors.

10 Mahmud et al. (2022, p. 11) defined the latter as: “Individual factors related to algorithm aversion consist of a wide range of
factors including psychological factors, personality traits, demography, and individuals’ familiarity with algorithms and tasks.
By psychological factors, we imply those factors related to individuals’ reasoning, logic, thinking, and emotion in connection to
algorithmic decisions”.

11 The original definition of the latter is: “The process by which the organization defines the profiles of the positions to be filled,
selects the most suitable people to fill them and then ensures their integration” (Emery and Gonin 2009, p. 43).

12 This result is consistent with those of Berger et al. (2021) and Önkal et al. (2009).
13 This distinction was confirmed three years later by Schepman and Rodway (2023).
14 “For the general attitudes, items that loaded onto the positive factor expressed societal or personal benefits of AI, or a preference

of AI over humans in some contexts (e.g., in routine transactions), with some items capturing emotional matters (AI being
exciting, impressive, making people happier, enhancing their wellbeing)” (Schepman and Rodway 2020, p. 11).

15 “In the negative subscale, more items were eliminated from the initial pool, and those that were retained were dominated by
emotions (sinister, dangerous, discomfort, suffering for “people like me”), and dystopian views of the uses of AI (unethical, error
prone-ness, taking control, spying)”. (ibid.)

16 Attitude is defined as “an individual’s positive or negative feelings about using AI for organizational decision-making” (Cao et al.
2021, p. 5).

17 Generally, for the impacts of the introduction of new IT and AI tools on individuals, see Agogo and Hess (2018), Vimalkumar
et al. (2021), and Zhang (2013).

18 For the details: Older people tend to perceive algorithmic decisions as less useful (Araujo et al. 2020) and, as a result, to trust
them less (Lourenço et al. 2020). Thurman et al. (2019) show, for example, that older people prefer news recommendations
made to them by human beings rather than by algorithms. However, this link between age and algorithm aversion is not totally
unequivocal. In the medical field, Ho et al. (2005) show that older people trust algorithms more than humans when it comes to
decision support systems. Logg et al. (2019), on the other hand, point out that there is no association between age and algorithm
aversion. In addition to these considerations, there are also studies in the field of AI-related digital inequalities. Lutz (2019)
suggests that age is not in itself a barrier to the propensity of individuals to be comfortable with technology, but that context
could explain a large part of the appetence of individuals towards technical objects. In this respect, the Swiss context appears to
be relatively favorable to the use of new technologies (Equey and Fragnière 2008). That said, we believe that the relative novelty
of algorithms (Strohmeier 2022) encourage mistrust and, thus, the AA of older individuals.

19 For the details: A higher hierarchical level of respondents is sometimes associated with a greater appetite for information
technology (El-Attar 2006). According to Campion (1989) or Sainsaulieu and Leresche (2023, p.19), this is essentially due to the
desire of managers, executives, or hierarchical superiors to increase control over their employees’ activities. The introduction of
decision-making algorithms into the employee engagement process would enable them to do that.

20 For the details: The introduction of new technologies can represent a challenge for long-serving employees with well-established
work routines. For example, new technologies can lead to changes in job responsibilities, increased workloads, additional training
to learn how to use them, and even have a profound impact on an organization’s policies. People with certain unique or rare
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skills now threatened or called into question by a technical system may see their introduction as a challenge to their power
(Crozier and Friedberg 1977). In short, since AI-based decision-making systems necessarily introduce change into organizations
(Malik et al. 2020, 2023), and since the most senior individuals within organizations are the most likely to have mastered the rules,
to possess habits, or to control areas of uncertainty—which, incidentally, they would not like to see called into question—we
believe that seniority is positively associated with algorithmic aversion.

21 324 × 100/2892 = 11.203%, where 324 is the total number of responses out of a potential 2892 respondents. Respondents took an
average of 25 min to complete the survey.

22 A four-point Likert scale, unlike an odd-point scale—such as a five-point scale—does not offer a mid-point. This forces
respondents to express a clearer opinion, avoiding the tendency to choose a neutral position. This is particularly useful for
measuring attitudes, sentiments or opinions about sensitive subjects such as, here, privacy concerns related to AI, where neutrality
could mask real feelings (Fowler 2013).

23 For 13 missing observations.
24 The remaining 44.4% of the unexplained variance suggests the presence of other influential factors not captured by this model. To

address this, several potential drivers of algorithmic aversion could be considered. Those interested in completing our analysis
could thus refer to the determinants identified by Mahmud et al. (2022), which are, however, not summarized in full in our
theoretical framework, for the sake of brevity. The same reasoning applies to the other variances reported below.

25 The average latent construct in the private sector is 1.72, compared with 1.62 in the public sector.
26 “Misuse of personal data” (Tiwari 2022).
27 This stricter regulatory framework in public organizations might indeed lead to lower concerns about data security (LIPAD 2020;

LPrD 2007). For example, research by Veale and Edwards (2018) on the implementation of General Data Protection Regulation
(GDPR) in public institutions shows that compliance with data protection laws is often more rigorous in the public sector due to
higher levels of accountability and transparency requirements. Furthermore, studies focusing on public administration, such
as those by Bannister and Connolly (2014), emphasize that public sector employees typically operate under stricter internal
audit and compliance measures, reducing their perceived vulnerability to data breaches. This could explain why, despite a
higher coefficient of association between PC and AA, the relationship is not statistically significant in the public sector. On the
other hand, private organizations, while also subject to GDPR, may not always apply the same level of stringent data protection
practices, especially when balancing cost efficiency and compliance (Tiwari 2022). Therefore, HR employees in the private sector
may experience higher concerns regarding algorithmic decision-making, especially in relation to the potential misuse of personal
data during recruitment processes (Kim and Bodie 2020).

28 Such as the Cambridge Analytica scandal (Isaak and Hanna 2018).
29 Such as bias reduction in hiring (Köchling and Wehner 2020), predictive analytics for workforce planning (Alabi et al. 2024), and

improvements in talent management and employee engagement (Tambe et al. 2019; Meijerink et al. 2021).
30 As our use of latent constructs illustrates, HR issues such as motivation and commitment are difficult to measure in the real world.
31 In other words, make them accessible to the public.
32 According to Seeman (1967), job alienation consists of five dimensions: powerlessness, meaningfulness, normlessness, isolation,

and self-estrangement. This definition has inspired numerous studies, including Soffia et al. (2022).
33 Emery and Gonin (2009, pp. 332–33) briefly review the different ways in which humans are viewed within organizations: first,

as an economic individual driven by greed (Taylor [1911] 1957); then, as a social individual drawn to and nourished by the
interactions they experiences within organizations (Deal and Kennedy 1983; Schein 2010); afterwards, as an individual in search
of self-fulfillment (Emery and Gonin 2009, p. 332); and finally, as a complex person whose motivations within their organization
are influenced by factors as diverse and varied as their individual career path, their hopes, their ambitions, and so on. This
complexity is not without its contradictions, as Wüthrich et al. (2008) explain, requiring the organization to adapt its management
to each individual and to personalize working conditions as much as possible.

34 The average latent construct in the private sector is 2.90, compared with 3.06 in the public sector.
35 We use the definitions and rankings of the United Nations Development United Nations Development Programme (2024).
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