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ABSTRACT 

Validation is the main bottleneck preventing the adoption of 
many medical image processing algorithms in the clinical 
practice. In the classical approach, a-posteriori analysis is 
performed based on some objective metrics. In this work, a 
different approach based on Petri Nets (PN) is proposed. The 
basic idea consists in predicting the accuracy that will result 
from a given processing based on the characterization of the 
sources of inaccuracy of the system. Here we propose a proof 
of concept in the scenario of a diffusion imaging analysis 
pipeline. A PN is built after the detection of the possible 
sources of inaccuracy. By integrating the first qualitative 
insights based on the PN with quantitative measures, it is 
possible to optimize the PN itself, to predict the inaccuracy 
of the system in a different setting. Results show that the 
proposed model provides a good prediction performance and 
suggests the optimal processing approach. 

Index Terms— validation, diffusion MRI, segmentation, 
registration 

1. INTRODUCTION 

In medical image processing, validation is required in order 
to transfer the scientific research outcomes to clinically us
able solutions. Sources of uncertainties are numerous rising 
from biological variability and image acquisition and process
ing methods [1]. From the image modality point of view, 
Magnetic Resonance Imaging (MRI) is a rapidly expanding 
field and a widely used medical imaging modality, since it is 
capable of probing functional activity as well as tissue mor
phology in the brain. Data analysis in MRI is sophisticated 
and can be thought of as a "pipeline" of closely connected 
processing and modeling steps. 

In particular, tremendous progress in diffusion MRI tech
nology during the past decade has enabled high-quality Dif
fusion Weighted (DWI) and Diffusion Tensor Imaging (DTI) 
of the brain in clinically feasible scanning times, for use in 

routine diagnostic evaluation and in clinical research. More
over, continued improvements in the technology of diffusion 
MRI are superseding the current state-of-the-art. In particular 
the main progresses are due to the new mathematical models 
such diffusion spectrum imaging (DSI) \2\, which overcome 
the shortcomings of the DTI for representing complex white 
matter architectures. However, while some validation issues 
have been studied for DTI [3], only little work has been car
ried on for DSI so far [41. In fact, its effective contribution has 
still to be highlighted in a quantitative and exhaustive man
ner, especially in terms of robustness and reproducibility of 
the method. Therefore validation studies are required in order 
to fill the gap between the scientific research and the clinical 
practice to make advanced technique, as the DSI, usable in 
medical protocols. 

In the classical approach, validation is conceived as an 
a-posteriori analysis performed on the basis of some prede
fined objective metrics. In this paper, a novel approach fol
lowing a different perspective is proposed: instead of evalu
ating a-posteriori the effectiveness of a given algorithm, the 
aim here is to identify the critical steps that are involved in 
the complete imaging chain and to provide a prediction of the 
performance with respect to the feature of interest. Previous 
works have been devoted to the analysis of simple clinical 
scenarios, that were only accounting of a single processing 
step, namely image segmentation |5J and registration [6J. In 
this paper we make a step forward by applying the validation 
framework developed to a complex DSI processing pipeline, 
the Connectome Mapping ToolKit, or CMTK [7], developed 
in our group. In order to get a local and global overview of 
the outcome of the processing pipeline, and to compare them, 
we have first analyzed the single processing modules apply
ing the classical evaluation approach, then we have focused 
on the final pipeline results, according to our new validation 
framework. 

This paper is organized as follows: in Section 2, we 
overview the problem investigated and the data analyzed, and 
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we introduce our PN-based framework. In Section 3, the per
formance of the PN is assessed and compared to the classical 
approach. In Section 4 we overview the work carried on and 
the promising results obtained. 

2. MATERIALS AND METHODS 

2.1. Data Acquisition 

12 healthy subjects (Age: 57.2±14.5; female:male=7:5), in 
addition to Tl- and T2-weighted acquisitions, underwent 
DSI scans twice within a 1 month interval (± 1 week). 
All measurements were performed at 3T (Trio a Tim Sys
tem, Siemens, Erlangen, Germany) using a 32 channel head 
coil (TR/TE=6600/138 ms, FoV=212x212 mm, 34 slices, 
2.2x2.2x3 mm resolution, 258 diffusion directions, b=8000 
s/mm2). 

2.2. Connectome Mapping ToolKit 

The CMTK is a Diffusion MR image processing pipeline that 
consists of a four-step process [7]: (1) segmentation of white 
(WM) and gray matter (GM) and subdivision of the cortex 
into anatomical regions, (2) morphological-to-diffusion im
ages registration (3) orientation distribution function (ODF) 
reconstruction and white matter fiber tracking, i.e. tractog-
raphy, and (4) network construction. We have analyzed the 
aforementioned steps according to both the classical and the 
PN-based methods. In order to do so, first we have carried 
on a local analysis, by evaluating the accuracy of each single 
module taken individually in the classical way. Then, we have 
studied the accuracy of the pipeline as a whole, by evaluating 
the correlation between connectivity measurements obtained 
for the 2 time points available. In what follows we briefly 
overview the analysis approach for each module. 

Segmentation We have mainly focused our attention on 
the segmentation of the WM, since it represents the region 
of interest (ROI) for the subsequent tractography. We have 
proceeded by applying, with same initial conditions, different 
state-of-the-art segmentation softwares (SPM8 [8J, SPM8-
2nd version [9], VBM8 [10], Freesurfer [11], FSL [12]) and 
averaging their results, in order to obtain a sort of "refer
ence" segmentation. The MatLab-based methods, i.e. SPM8, 
SPM8-2nd version and VBM8, could bias the definition of a 
white matter reference mask from a STAPLE-like approach 
[13]. Therefore, in order to correctly weight the information 
provided by all the different methods, we have opted for the 
voting policy [14J. 

Registration The registration step, performed with FSL, 
is devoted to the alignment of Tl-weighted images with the 
DSI images. To do so, a 2-step process is followed, in order to 
reduce the geometric distorsions arising from the acquisition 
method: (1) Tl- to T2-weighted registration (2) T2-weighted 
to DSI (bO image) registration. While using for the first step 
a linear (affine) registration, we have processed the second 

Fig. 1. PN focusing on the critical aspects that can affect the 
overall accuracy of the DSI processing pipeline 

registration step in both a linear and a non-linear fashion, to 
highlight the differences between the two approaches. 

ODF Reconstruction/Tractography The ODF recon
struction/sharpening issue is being more and more investi
gated during the last few years, since it has been highlighted 
the sensitivity of the tractography to the choice of recon
struction parameters. Following the method described in [4] 
we have reconstructed the data by two different approaches, 
namely using 1 or 2 ODFs respectively. Details are out of 
the scope of this paper, and they can be found in the above-
mentioned reference. 

2.3. Petri Net paradigm 

A Petri Net is a tuple (P, T, F) where P is a finite set of 
places, T is a finite set of transitions (P flT = 0) and F C 
(P x T) U (T x P) is a set of arcs (flow relation). From the 
graphical point of view, a classical PN is composed of three 
primitive concepts: places, transitions and tokens (Fig. 1). 

Processing units within the imaging chain correspond to 
places, image features and processing methods correspond to 
transitions. In consequence, every path in the net represents 
a possible combination of parameters that are responsible for 
the inaccuracy of the results. 

In this phase, all the critical aspects in the processing 
workflow that potentially lead to inaccuracies were consid
ered and the overall process was formalized using the PN 
paradigm (Fig. 1). The inaccuracy level is encoded in the 
number of tokens collected in a specific state/counter that the 
process reaches at the end of the complete workflow (red-
place). As mentioned above, the critical points that could 
affect the final results have been assigned to each processing 
step (blue-places). 

3. RESULTS 

3.1. Classical approach: local analysis 

Segmentation We have compared each segmentation to 
the reference by measuring commonly used overlap agree-
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Fig. 2. Critical regions according to segmentation variabil
ity in proximity of (from above-left) accumbens nucleus sx, 
accumbens nucleus dx, pallidum sx, pallidum dx, right-inf-
lateral-ventricle and cerebellum cortex 

ment, i.e. Dice and Jaccard indexes, and overlap error mea
sures, i.e. false negative and false positive errors. Moreover in 
order lo localize the most critical anatomical regions in terms 
of variability of the segmentation, we have applied the label
ing obtained in Freesurfer to both the segmentations and the 
reference and we have detected the regions that were more 
prone to results variability. The main segmentation issues 
come in the central part of the brain and in Fig. 2 we present 
the 6 regions that shows the higher variability. 

Registration We have measured the Edge Overlap Error 
between the T2-weighted registered image and the DSI (bO 
image). In Fig. 3 (a) we can highlight an improvement of the 
registration outcome going from the linear to the deformable 
registration. 

ODF Reconstruction/Tractography We have evaluated 
the relative difference by measuring the number of fibers re
constructed in the whole brain and also comparing some spe
cific tracts that have been reconstructed defining several ROIs 
along different slices, as described in [15]. In Fig. 3 (b) we 
summarize in the box-plot the results obtained in terms of 
fibers reconstructed, by comparing their distributions in the 
case of 1 and 2 ODFs. 

Fig. 3. Box-plots showing a) the improvement in terms of 
registration accuracy while using the non-linear (N) registra
tion instead of the linear (L) one (p<0,05), b) the difference in 
terms of fibers reconstructed using 1 or 2 ODFs respectively 
(p<0,01). 
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Fig. 4. 2-step process for obtaining matrix x from the pseu-
doinversion of A and the measured errors in SA. 

3.2. PN-based approach: global analysis 

Six out of the twelve datasets (SA) were used for the calibra
tion of the PN, and the remaining ones (SB) for validation. 
Images in SA were processed using different combinations of 
the parameters listed in Section 2. Then, the correlation be
tween the prediction provided by the PN and the measures ob
tained a-posteriori was assessed. We have based our study on 
the analysis of the correlation between the connectivity ma
trices calculated for the 2 scans available per subject in terms 
of normalized fiber density (number of fibers/ROIs volume). 
In fact, in healthy subjects of all ages we do not expect any 
changes in fiber density during a 1 -month period. Thus, the 
discrepancies between connectivity matrices are attributed to 
variations arising from the processing pipeline itself or to the 
noise in the acquisition. 

In order to calibrate the transitions of the net, i.e. as
sign a defined weight to each arc that goes from a specific 
transition to the inaccuracy counter, a binary 20x9 matrix A 
(where 9 stands for the pipeline parameters analyzed and 20 
is the number of complete processing for each dataset, i.e. 
the number of possible paths along the PN) has been built. 
For each dataset in SA, 240 different processing have been 
carried on and we have collected the respective error mea
sures by comparing the connectivity matrices built from the 
2 scans, obtaining a unique representative 20-elements error 
vector b for SA. Matrix A has been then pseudo-inverted and 
multiplied by b, in order to obtain x, that is the matrix of the 
weights to be applied on the PN. The process for obtaining b 
from the errors measured is summarized in Fig. 4 To evalu
ate the robustness of the proposed approach the PN weights 
have also been estimated from SB. The Pearson's correlation 
has been then calculated between the measured and predicted 
errors for both SA and SB in order to validate the whole pro
cess: the correlation coefficient measured for the 12 datasets 
is over 0,95. From this results we can conclude that we can 
accurately predict the outcome of DSI analysis pipeline ap-
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Table 1. Weights obtained from SA and SB. 

SPM 
SPM2 

Segmentation VBM8 
Freesurfer 

FSL 
r> ■ * *• linear Registration 

non-11 near 
ip t t- 1 0 D F Reconstruction 

SA 
0,016850 
0,013045 
0,002373 
0,007164 
0,010375 
0,033262 
0,098432 
0,078562 
0,056279 

SB 
0,016348 
0,012763 
0,002783 
0,007732 
0,012795 
0,034579 
0,108509 
0,080493 
0,057342 

plied on different data and settings, which is one of the main 
advantages of the framework developed. 

In Table 1 the comparison between the weights obtained 
from SA and SB is presented. There is quite a wide vari
ability between segmentation methods in terms of how they 
affect the reproducibility of the connectivity analysis. A sur
prising result comes from the registration, where we can see 
that even if the non-linear registration appears more accurate 
from the local analysis, while investigating its contribution in 
terms of correlation between matrices, we can see a higher 
impact in terms of inaccuracy compared to the linear regis
tration, probably due to the registration issues in proximity 
of the WM-GM interface. For what concerns the reconstruc
tion of the ODF, we can conclude from this preliminary study 
that this is a field that has to be investigated more, in order to 
define the optimal reconstruction strategy that could lead to 
more robust tractography. 

4. CONCLUSIONS 

In this paper we have applied a new an alternative concept of 
accuracy assessment in medical image processing to the com
plex scenario of a complete DSI processing pipeline. Based 
on the analysis of the critical aspects in the workflow, it was 
possible to estimate the overall system (in)accuracy and pre
dict the outcome of the processing chain. It has been demon
strated that is possible to correlate the prediction with the 
quantitative measures. This could potentially have a great 
impact on the clinical practice as it would enable to predict 
the inaccuracy of the process a-priori or, viceversa, to tune 
ad-hoc the different steps of the considered process. 
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