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ABSTRACT

Detecting the presence of gaseous formation fluids, estimating the respective volumes,10

and characterizing their spatial distribution is important for a wide range of appli-11

cations, notably for geothermal energy production. The ability to obtain such infor-12

mation from remote geophysical measurements constitutes a fundamental challenge,13

which needs to be overcome to address a wide range of problems, such as the estima-14

tion of the reservoir temperature and pressure conditions. With these motivations,15

we compute the body wave velocities of a fractured granitic geothermal reservoir for-16

mation with varying quantities of steam to analyze the seismic signatures in a partial17

saturation context. We employ a poroelastic upscaling approach that accounts for18

mesoscale fluid pressure diffusion (FPD) effects induced by the seismic strain field,19

and, thus, describes the governing physical processes more accurately than standard20

representations. Changes in seismic velocities due to steam saturation are compared21

with changes associated with fracture density variations, as both are plausible re-22

sults of pressure changes in geothermal reservoirs. We find that steam saturation23

has a significant impact on P-wave velocities while affecting S-wave velocities to a24

significantly lesser extent. This contrasting behavior allows to discriminate between25

fracture density and steam saturation changes by means of P- and S-wave velocity26

ratio analyses. To evaluate the potential of seismic methods to provide this informa-27

tion, a canonical geothermal reservoir model is employed to compute Rayleigh wave28

velocity dispersion and seismic reflection amplitude vs angle (AVA) curves. These29

studies reveal that AVA analyses allow to differentiate changes in fracture density30
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from changes in steam saturation. We also note that Rayleigh-wave-based techniques31

are much less sensitive to steam content changes than to fracture density changes.32

Comparisons with elastic approaches show that including FPD effects through the33

use of a poroelastic model is crucial for the reliable detection and characterization of34

steam in fractured geothermal reservoirs.35

INTRODUCTION

The remote detection and characterization of the presence of gaseous phases in frac-36

tured geological formations is essential for numerous applications of economic and37

environmental importance, such as, for example, the monitoring of CO2 sequestra-38

tion projects or the identification of gas pockets in hydrocarbon reservoirs (e.g., Fatti39

et al., 1994; Kazemeini et al., 2010; Roach et al., 2015; Stork et al., 2018). In partic-40

ular, the detection of the presence or absence of steam in high-enthalpy geothermal41

reservoirs can provide unique insights with regard to the system’s temperature and42

pressure conditions (e.g., Scott, 2020). Most high-enthalpy geothermal reservoirs are43

associated with fractured environments. Open fractures are weak and permeable fea-44

tures that tend to constitute preferential pathways for fluid flow and, thus, greatly45

affect the overall hydraulic and mechanical properties of the medium. Correspond-46

ingly, seismic methods are extensively used for the characterization and monitoring47

of geothermal projects (e.g., Gunasekera et al., 2003; Obermann et al., 2015; Taira48

et al., 2018; Sánchez-Pastor et al., 2021; Toledo et al., 2022).49

Fractures prevail over a wide range of scales (e.g., Vermilye and Scholz, 1995; Bon-50
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net et al., 2001), from the regional scale all the way to the microscopic one. Seismic51

waves travelling through fractured media tend to experience an increase in attenua-52

tion, dispersion, and scattering as well as a general decrease in the overall propaga-53

tion velocity. The relative scale of the fractures with respect to the prevailing seismic54

wavelengths determines which physical mechanisms dominate. Mesoscale fractures,55

which are the focus of this study, are much smaller than the prevailing wavelengths,56

but much larger than the pore scale. Fractures in this scale range do not promote57

significant scattering and are well below the explicit resolution of seismic exploration58

techniques, but they do manifest themselves through pronounced increases of attenua-59

tion and dispersion. Given the seemingly universal hyperbolic distribution of fracture60

lengths (e.g., de Dreuzy et al., 2001; Bonnet et al., 2001), mesoscale fractures tend to61

be particularly abundant and play a correspondingly important role with regard to62

the effective hidraulic properties of fractured reservoirs. When a seismic wave trav-63

els through a formation containing mesoscale fractures, pore fluid pressure gradients64

arise between the softer fractures and the stiffer embedding background as well as65

between interconnected fractures (e.g., Rubino et al., 2013, 2014, 2016; Vinci et al.,66

2014; Gurevich et al., 2009). These pressure imbalances cause fluid pressure diffusion67

(FPD) between the fractures and their embedding background known as fracture-68

to-background FPD, as well as between connected fractures, known as fracture-to-69

fracture FPD. The corresponding effects manifest themselves in the form of seismic70

attenuation and velocity dispersion. The governing physical processes can be assessed71

using Biot’s (1962) theory of poroelasticity, which permits to comprehensively char-72

acterize FPD effects induced by the strains associated with seismic waves. However,73
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the numerical simulation of wave propagation accounting for the effects of mesoscale74

fractures on seismic attenuation and dispersion is computationally prohibitive, due75

to the very fact that the scale, at which these effects prevail, is much smaller than76

the seismic wavelengths (e.g., Rubino et al., 2016). To circumvent this problem,77

effective-medium-type upscaling approaches have proven to be an efficient means of78

characterizing FPD effects in formations containing mesoscale heterogeneities and/or79

fractures.80

In the context of effective-medium-type upscaling approaches, a representative81

sample of the formation of interest is subjected to a series of numerical stress or82

displacement tests in order to emulate the deformation imposed by a propagating83

seismic wavefield (e.g., Masson and Pride, 2007; Rubino et al., 2009). The resulting84

stress and strain fields are then used to infer the equivalent phase velocity and at-85

tenuation for the medium. In the recent past, these upscaling approaches have been86

successfully employed to explore FPD effects in mesoscale fractured media of increas-87

ing complexity and realism (e.g., Rubino et al., 2013, 2017; Hunziker et al., 2018).88

Most of the above mentioned works were, however, based on the assumption of full89

water saturation. Conversely, in high-enthalpy geothermal systems, it is important to90

assess the effects of partial saturation, as steam may be present due to natural causes91

(e.g., Scott, 2020) or due to decompression effects during production operations (e.g.,92

Barbier, 2002).93

The presence of steam in geothermal reservoirs is governed by the local pressure94

and temperature conditions, and, thus, it is of interest to assess whether seismic95
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methods can provide relevant information in this regard. Grab et al. (2017) studied96

the seismic effects of partial steam saturation in a fractured geothermal reservoir.97

To do so, the authors considered that the steam phase is distributed in the form98

of sub-pore-scale bubbles throughout primarily water-saturated fractures and their99

embedding background. As such, the authors represent the properties of the corre-100

sponding gas-liquid mixture as an effective fluid for the purposes of modelling. There101

is, however, evidence to show that the spatial distribution of wetting and non-wetting102

fluids, such as water and steam, in fractured formations is partly determined by cap-103

illary forces (e.g., Glass et al., 2004). This characteristic, in turn, implies that steam104

should preferentially concentrate in fractures, as they constitute regions with partic-105

ularly low entry pressures. Taking this fluid distribution characteristic into account,106

Solazzi et al. (2020) analyzed the effects of fracture-to-background and fracture-to-107

fracture FPD processes in a brine- and CO2-saturated fractured formation. The108

authors show that the amount and the spatial distribution of the fluid phases have109

a significant effect on seismic velocity and attenuation estimates for both P- and S-110

waves. Conversely, the importance of these effects in scenarios with varying fracture111

densities and connectivities, which have been identified as key variables with regard112

to the seismic response of monosaturated media, remains as of yet unexplored.113

The objective of this study is to improve our understanding of the seismic re-114

sponse of partially saturated fractured media in general and high-enthalpy fractured115

geothermal reservoirs in particular. To this end, we focus on the presence or absence116

of steam in high-enthalpy fractured geothermal reservoirs and explore the correspond-117
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ing impact on seismic characterization and monitoring efforts. Throughout this study,118

changes in seismic velocities due to steam saturation are compared with changes asso-119

ciated with pure fracture density variations, as both saturation and fracture density120

changes are plausible results of pressure changes in geothermal reservoirs. The paper121

proceeds as follows. First, we present the methodological background related to the122

generation of poroelastic models of partially saturated fractured media and for eval-123

uating their effective seismic properties by accounting for the prevailing FPD effects.124

Then, we analyze the resulting behavior of P- and S-wave velocities as functions of125

the steam saturation of the fractures and their interconnectivity degree. These re-126

sults are compared to those corresponding to the high-frequency limit, which does127

not account for FPD effects. Based on these results, we then consider a canonical128

geological model and study the sensitivity of Rayleigh waves and variations of seismic129

reflection amplitudes with incidence angle (AVA) with regard to these parameters. As130

previously mentioned, we also explore whether time-lapse seismic monitoring has the131

potential of differentiating between changes in fracture density and steam saturation.132

METHODOLOGY

In this section, we provide a summary of the numerical upscaling procedure employed133

to obtain effective seismic properties of poroelastic samples containing mesoscale frac-134

tures. We then describe how we generate realistic fracture networks with different135

levels of fracture interconnectivity and varying fracture fluid content. Finally, we pro-136

vide an overview of FPD effects in fractured media and their impact on key seismic137
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characteristics.138

Numerical Upscaling Procedure139

To obtain effective seismic properties of a porous medium containing mesoscale frac-140

tures, we consider a typical sample of the corresponding medium and subject it to a141

set of numerical tests consisting of harmonic displacements applied on its boundaries142

(e.g., Rubino et al., 2009). The response of the samples are evaluated using Biot’s the-143

ory of poroelasticity, which naturally accounts for FPD effects (Biot, 1956a,b). The144

rock samples contain mesoscopic fractures that are conceptualized as highly porous,145

highly permeable, and highly compliant inclusions embedded in a much stiffer and146

much less porous and permeable background (e.g., Nakagawa and Schoenberg, 2007).147

It is worth noting that, even in presence of media with very low porosities and perme-148

abilities, the theory of poroelasticity remains valid and that, for sufficiently low values149

of these properties, the medium effectively behaves as an elastic solid (e.g., Bourbié150

et al., 1987; He et al., 2022). For seismic frequencies, it is safe to neglect inertial151

terms in the numerical upscaling procedure (e.g., Rubino et al., 2013). Hence, the152

poroelastic equations of motion (Biot, 1956a,b) reduce to the so-called consolidation153

equations (Biot, 1941), which, in the so-called u− p form and in the space-frequency154

domain are given by155

∇ · σ = 0, (1)156

157

−jα∇ · u(ω)− j
p(ω)

M
+

1

ω
∇ · (k

η
∇p(ω)) = 0, (2)158
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where σ is the total stress tensor, ω the angular frequency, j the imaginary unit, u is159

the solid displacement, p the fluid pressure, η the fluid viscosity, κ the permeability,160

M the fluid storage coefficient, and α the Biot-Willis parameter. The total stress161

tensor σ is a function of the strain ϵ and of the fluid pressure p and can be written162

as163

σ = 2µϵ(u) + λctr(ϵ(u))I − αpI, (3)164

with ϵ(u) defined as165

ϵ(u) =
∇u+∇uT

2
, (4)166

where µ is the shear modulus of the dry frame, λc the Lamé parameter, I is the167

identity matrix, and tr() denotes the trace operator. The Biot-Willis parameter α,168

the fluid storage coefficient M , and the Lamé parameter λc are given by169

α = 1− Km

Ks

, (5)170

171

M =
(α− ϕ

Ks

+
ϕ

Kf

)−1

, (6)172

and173

λc = Km + α2M − 2

3
µ, (7)174

where ϕ denotes the porosity and Kf , Km, and Ks are the bulk moduli of the fluid175

phase, the dry matrix, and the solid grains, respectively.176

Due to computational constraints, we perform a 2D analysis under the hypothesis177

of plane strain conditions (Rubino et al., 2016). As previously stated, in order to178

obtain the effective stiffness matrix of the considered medium, we apply three oscil-179

latory relaxation tests to a representative sample (Rubino et al., 2016). The first180
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test (Figure 1a) consists of a harmonic vertical compression, which is performed by181

applying a time-harmonic homogeneous vertical displacement at the top boundary of182

the representative sample, while keeping the vertical displacement null at the bottom183

boundary. The second test (Figure 1b) is a harmonic horizontal compression test,184

which consists of the application of a normal displacement at a lateral boundary of185

the sample, while keeping the horizontal displacement null at the opposing bound-186

ary. The third and final test (Figure 1c) consists of the application of a harmonic187

horizontal displacement at the top boundary of the sample, while keeping the bottom188

boundary fixed in place. Following Favino et al. (2020), unless otherwise stated, the189

displacements and pressures obey periodic boundary conditions. Given that the over-190

all response of a heterogeneous poroelastic medium can be effectively reproduced by191

those of an effective homogeneous viscoelastic solid (e.g., Rubino et al., 2016; Solazzi192

et al., 2016), the volumetric averages of stress and strain, in response to each of the193

three tests outlined above, can be related through an effective frequency-dependent194

and complex-valued stiffness matrix (e.g., Rubino et al., 2016)195 
⟨σk

11(ω)⟩

⟨σk
22(ω)⟩

⟨σk
12(ω)⟩

 =


C11(ω) C12(ω) C16(ω)

C12(ω) C22(ω) C26(ω)

C16(ω) C26(ω) C66(ω)




⟨ϵk11(ω)⟩

⟨ϵk22(ω)⟩

⟨2ϵk12(ω)⟩

 , (8)196

where k = 1, 2, 3 refers to three oscillatory tests, Cij(ω) are the components of the197

stiffness matrix in Voigt notation, and ⟨ϵkij(ω)⟩ and ⟨σk
ij(ω)⟩ represent the volume-198

averages of the strain and stress components in response to the test k, respectively.199

This system of equations has nine equations and six unknowns, and the best-fitting200

values of Cij(ω) are obtained by a least squares algorithm, using the averaged stress201
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and strain fields obtained from the three tests for each frequency. The resulting phase202

velocities are (Rubino et al., 2016):203

VP,S(ω, θ) =
ω

ℜ(κP,S(ω, θ))
, (9)204

where ℜ denotes the real part, κP,S(ω, θ) are the complex-valued wavenumbers ob-205

tained by solving the elastodynamic equation in a medium defined by the stiffness206

matrix in Equation (8). The reader is referred to the work of Rubino et al. (2016) for207

the detailed procedure of obtaining the coefficients of the stiffness matrix combining208

the stress and strain measurements of the three oscillatory tests and the resulting209

phase velocities. Further details about the corresponding numerical implementation210

and boundary conditions can be found in Favino et al. (2020). Effective-medium-211

type scaling approaches are based on the assumption that the size of the sample212

modelled constitutes a representative elementary volume (REV) of the probed for-213

mation. A sample corresponds to a REV, (i) when it is structurally typical of the214

studied rock volume and (ii) when the inferred seismic properties are independent of215

the boundary conditions applied (e.g., Milani et al., 2016; Caspari et al., 2016). When216

considering complex fracture networks, generating samples of the medium that are217

large enough to constitute a REV may not be feasible. To overcome this difficulty,218

we follow the approach of Rubino et al. (2009) and Quiroga et al. (2022), who employ219

the previously outlined upscaling approach in a Monte Carlo fashion on sub-REV-220

size samples that are within our numerical capabilities. The Monte Carlo procedure221

consists of obtaining representative mechanical properties by averaging a sufficient222

number of stochastic realizations of samples with the same statistical properties. In223
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Figure 1: Schematic illustration of the (a) vertical, (b) horizontal, and (c) shear nu-

merical oscillatory relaxation tests employed to obtain the equivalent stiffness matrix

of the considered sample. (d, e, f, g) Fluid pressure distributions in a subsection of

the sample highlighted in (a) subjected to a vertical compression for different disper-

sion regimes. Increasing pressure is denoted by progressive intensities of orange. (d)

fracture-to-background FPD: pressure exchange between fractures and their embed-

ding background, (e) non-dispersive plateau: pressure is equilibrated between con-

nected fractures; (f) fracture-to-fracture FPD: pressure exchange between connected

fractures; (g) High frequency limit: pressure confined to the horizontal fracture. (h)

body wave velocities as functions of frequency for samples with unconnected fractures

(red line) and connected fractures (blue line). The frequency ranges where body wave

dispersion due to fracture-to-background and fracture-to-fracture FPD prevails are

highlighted in yellow. Typical frequency range of seismic studies is shown inside the

non-dispersive plateau.
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this study, we obtain P- and S-wave velocities of samples with the same degree of224

fracture connectivity and steam saturation. The stabilization of the standard devia-225

tion of the averaged velocities as a function of the number of realizations serves as the226

convergence criterion (Rubino et al., 2009). Once the convergence has been achieved,227

we can consider the inferred averaged seismic velocities as being representative for228

the considered formation as a whole. Correspondingly, we refer to these averages229

as effective body wave velocities from now on. Appendix A provides a step-by-step230

description of the upscaling procedure outlined above.231

Fracture network properties232

For the numerical analysis, we consider mesoscale fracture networks with a uniform233

distribution of fracture orientations and a power law distribution of fracture lengths.234

The latter is widely regarded as a seemingly universal and ubiquitous characteristic235

of fractures (e.g., de Dreuzy et al., 2001; Bonnet et al., 2001). Following previous236

works on this topic (e.g., Hunziker et al., 2018; Quiroga et al., 2022), we use237

n(L) = Fd(a− 1)
L−a

L1−a
min

;L ∈ [Lmin, Lmax], (10)238

where L is the fracture length, n(L), is the density function quantifying the number239

of fractures in the considered fractured formation with a length comprised between L240

and L+ dL, where dL denotes an infinitesimal increment of length, a is the so-called241

characteristic exponent of the fracture size distribution, and Lmin and Lmax are the242

bounding minimum and maximum length values, respectively. The exponent a can243

take values between 1.5 and 3 and controls the prevalence of shorter to longer frac-244
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tures within the limits given by Lmin and Lmax. Following Hunziker et al. (2018),245

we choose an intermediate value of 2.25. Fd is the fracture density defined as the246

ratio of area of the fractures and the total area of the sample. With regard to the247

interconnectivity of fractures, we consider three scenarios: (i) a randomly connected248

scenario, where fractures are randomly placed; (ii) a fully connected scenario, where249

fractures are randomly placed but ensuring that all of them have at least one con-250

nection with another fracture by randomly relocating unconnected fractures; (iii) a251

fully unconnected scenario, where fractures do not have any connections between each252

other, a configuration that is achieved by randomly relocating connected fractures.253

In order to simulate partial saturation of water and steam in the context of a frac-254

tured formation, we use the following saturation procedure. We start with samples255

whose embedding background and fractures are completely saturated with water.256

Then, we progressively increase the percentage of steam saturation in the fracture257

pore space until all fractures are steam saturated, while the background remains sat-258

urated with water. We ignore the possibility that some regions of the embedding259

low-porosity background may also contain steam as the corresponding mechanical260

effects are of subordinate importance to fracture related FPD effects. Fractures are261

always completely saturated with either water or steam. This is achieved by saturat-262

ing first the longer fractures with steam, as they tend to be associated with greater263

permeabilities (e.g., Vermilye and Scholz, 1995). It is expected that these fractures264

are more susceptible to pressure changes, which are a key driving mechanism for the265

appearance of steam in our model. In this context, it is important to note that the266
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poroelastic properties, including the permeability, of the material filling the fractures,267

are kept invariant in our model in order to minimize secondary effects and focus on268

those related to changes in saturation and interconnectivity.269

In order to minimize the number of samples that ensure convergence of the Monte270

Carlo procedure, we impose certain restrictions in the fracture network creation pro-271

cess. For each realization to be averaged in the Monte Carlo procedure, we draw272

a particular sampling of the fracture length distribution by employing the density273

function described in Equation 10. This fracture length distribution is then used,274

by varying fracture placement and orientations, to generate the three different con-275

nectivity scenarios explained above. These samples are initially considered to be276

completely saturated with water and their fracture networks are then progressively277

saturated with steam according to the procedure described above, thus, resulting in278

samples with varying steam saturation values. In this way, each realization is com-279

posed of several samples, which share a common fracture length distribution, and, in280

the case of samples with a same degree of connectivity, but varying steam saturation,281

the placement and orientation of fractures is identical. This is illustrated in Figure282

2, which illustrates that the saturation process is done on the same fracture network283

for each connectivity scenario. For each new realization to be averaged, a new frac-284

ture length distribution is drawn, and the process is repeated until the convergence285

criterion for each connectivity and steam saturation scenario is achieved. Like this,286

we can assure that changes in the mechanical properties in each realization are either287

due to changes in fracture connectivity or due to changes in saturation and, hence,288
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unrelated to other factors, which are not the objective of study of this work.289

Fluid Pressure Diffusion Effects290

In the following, we briefly outline the nature and characteristics of FPD effects in291

fractured formations, based on recent works in the literature (e.g., Rubino et al.,292

2013, 2017; Hunziker et al., 2018; Solazzi et al., 2020). We consider samples with293

fractures that are in the mesoscopic scale range, that is, the fractures are larger than294

the pore scale but smaller than the dominant wavelength. For typical seismic fre-295

quencies between 5 and 60 Hz, and typical upper crustal P-wave velocities between296

3000 and 6000 m/s, the wavelengths tend to be larger than 50 m, while the fractures297

considered in these studies tend to be shorter than one meter. When a seismic wave298

propagates through a fluid-saturated porous medium containing fractures in this scale299

range, the viscous friction associated with FPD effects results in seismic energy dis-300

sipation, which manifests itself in the form of velocity dispersion and attenuation.301

In the presence of connected fractures, two manifestations of FPD can arise (Rubino302

et al., 2013). The large stiffness contrast between fractures and their embedding303

background generates pressure gradients in response to the strains associated with304

seismic wave propagation, which, in turn, generate oscillatory fluid flow between these305

regions. This process is referred to as fracture-to-background FPD (Figure 1d). Ad-306

ditionally, fluid pressure gradients occurring within intersecting fractures undergoing307

different levels of compression/extension due to their respective orientations with re-308

spect to the direction of seismic wave propagation result in fracture-to-fracture FPD309
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Figure 2: Examples of the fractured samples employed in the Monte Carlo procedure.

Samples are 50 cm x 50 cm, the fracture area represents 1% of the total sample

area, and the minimum and maximum fracture lengths are 4 and 25 cm, respectively.

White-colored fractures denote brine-saturation while red-colored fractures denote

saturation by steam. The top row represents totally unconnected fracture networks,

the middle row totally connected fracture networks, and the bottom row randomly

connected fracture networks. Steam saturation increases from left to right.



Quiroga et. al. 18 Seismic signatures of steam

(Figure 1f). If the intersecting fractures contain fluids with differing compressibil-310

ities, such as liquid and gas, fracture-to-background FPD effects are diminished in311

comparison to fully water-saturated fractures (e.g., Kong et al., 2013; Solazzi et al.,312

2020). This is due to the fact that the lower compressibility of gas allows for a lower313

overall equilibrium pressure within the fractures, thus, reducing the pressure gradient314

between the fractures and the background and, hence, resulting in smaller fracture-to315

background FPD. The presence of varying fracture saturation also affects fracture-316

to-fracture FPD, but, in this case, the orientation of the fractures with regard to317

the incident P- or S-waves affects the outcome (Solazzi et al., 2020). Depending on318

whether the liquid or the gas are compressed by the seismic waves, FPD effects are319

either enhanced or diminished. If the liquid phase is preferentially compressed, the320

more compliant gas allows for a larger amount of liquid to flow into the connected gas-321

saturated fractures as compared to the scenario of both fractures being saturated with322

liquid. This increase in fluid flow translates into stronger FPD effects. Conversely,323

when the more compliant gaseous phase is preferentially compressed, the increase in324

pressure is less pronounced, which, in turn, does not favor FPD between connected325

fractures.326

When looking at the associated frequency ranges, fracture-to-background FPD327

tends to occur at lower frequencies than fracture-to-fracture FPD, because the charac-328

teristic frequencies of these FPD manifestations are proportional to the permeability329

of the regions experiencing fluid flow. Given that the permeability of the embed-330

ding background is inherently much smaller than that of the fractures, fracture-to-331
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background FPD occurs over a longer timescale and, thus, prevails at lower frequen-332

cies than fracture-to-fracture FPD. Above the frequency range, at which fracture-333

to-background FPD prevails, the sample behaves as if the fractures were hydrauli-334

cally isolated from the background. The frequency range between the fracture-to-335

background and fracture-to-fracture FPD regimes is characterized by pressure equi-336

librium within connected fractures, which substantially reduces the stiffening effect337

of the fracture fluid compared to the high-frequency limit (Rubino et al., 2017). Cor-338

respondingly, this frequency range presents little to no velocity dispersion, and is339

hereafter denoted as the “non-dispersive plateau” (Figure 1e), in which the medium340

essentially behaves elastically. It is worth noting that, in the presence of two fluid341

phases, the frequency range, at which fracture-to-fracture FPD prevails, can be wider342

than in the case of single-phase saturation (Solazzi et al., 2020). For frequencies343

higher than those, at which fracture-to-fracture FPD prevails, the sample behaves344

as if fractures were hydraulically isolated from the background and from each other,345

as there is not enough time during a half wave cycle for pressure diffusion to occur.346

This is the so-called no-flow or high-frequency limit (Figure 1g), beyond which the347

medium essentially behaves elastically.348

It is important to remark here that although there is neither attenuation nor349

velocity dispersion in the frequency range covered by the non-dispersive plateau,350

seismic velocities are inherently lower than those associated with the high-frequency351

elastic limit (Figure 1h). This means that, even though the body wave velocities352

in the non-dispersive plateau are representative of a non-dispersive, elastic medium,353
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they can only be adequately modelled by accounting for the prevailing FPD effects.354

RESULTS

Seismic response of partially saturated fractured granite355

In order to obtain the mechanical response of a fractured granite, which is a typical356

environment hosting high-enthalpy geothermal reservoirs, we employ the physical357

properties listed in Table 1. The rock physical properties of granite correspond to358

those listed in Detournay and Cheng (1993). We model the fractures as very soft,359

porous and permeable inclusions whose grain level properties correspond to those360

of the embedding granitic background. Fractures have fixed properties regardless of361

their length, which were adapted from Rubino et al. (2017). The permeability of362

the fractures is 9 orders-of-magnitude higher than that of the background, and the363

resulting normal and shear compliances of the fractures are consistent with recent field364

measurements (e.g., Barbosa et al., 2019). We consider water as the main saturating365

fluid and steam as the secondary fluid. The properties of water and steam are a366

matter of study in several works, as the interactions between the two phases can be367

complex (e.g., Grab et al., 2017). For simplicity, we consider water and steam to368

be separated phases that do not interact with each other in terms of mixing or heat369

transfer during the passage of seismic waves. This first-order approximation results370

in the maximum difference between the module of the gaseous and liquid phases,371

which, in turn, implies that our results represent a best-case scenario with regard to372
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Rock Granite Background Fractures

Solid grain density (ρS) 2700 kg/m3 2700 kg/m3

Solid grain bulk modulus (KS) 45 GPa 45 GPa

Dry frame shear modulus(µd) 19 GPa 0.02 GPa

Dry frame bulk modulus (Kd) 35 GPa 0.04 GPa

Permeability 1e-19 m2 1e-10 m2

Porosity (ϕ) 0.02 0.8

Fluid Brine Steam

Fluid viscosity (η) 6.6e−5 Pa.s 2.38e−5 Pa.s

Fluid bulk modulus (Kf ) 0.191 GPa 0.0229 GPa

Fluid density (ρf ) 574 kg/m3 113 kg/m3

Table 1: Properties of intact granitic background and embedded fractures. Granite

properties were taken from Detournay and Cheng (1993). Fractures are represented

as highly compliant, porous, and permeable inclusions, whose grain-level properties

correspond to those of the embedding background (Rubino et al., 2017). Fluid prop-

erties correspond to a temperature of 350 degrees Celsius and a pressure of 167 bar

for brine, and the same temperature and a pressure of 165 bar for steam. These

properties are obtained from the XSTEAM matlab routine (Holmgren, 2006).
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the sensitivity of seismic methods to the presence of steam. The properties of the373

fluids are obtained from the XSTEAM Matlab subroutine (Holmgren, 2006) following374

the standards of the International Association of the Properties of Water and Steam375

(IAPWS). In our model, we consider a fixed temperature of 350 ◦C and a pressure376

of approximately 167 bar for the liquid water phase. The latter corresponds to the377

saturation pressure of liquid water for that temperature. For the fractures containing378

steam, we consider a pore fluid pressure of 165 bar, which allows for the existence of379

such gaseous phase. We assume that such decrement of pressure does not affect any380

other properties of the fractured rock.381

We employ the upscaling procedure described in the Methodology section on382

square samples with a side length of 50 cm, with rectangular fractures corresponding383

to a fracture density Fd = 1%, as schematically illustrated in 2. We consider fractures384

with a stochastic distribution of fracture lengths with an Lmax = 25 cm; Lmin = 4 cm,385

and a fixed aperture of 0.4 mm. These values correspond to aspect ratios between386

625 and 100, which are consistent with values observed in nature (e.g., Vermilye and387

Scholz, 1995). We define the fracture steam saturation Sf
s as388

Sf
s = 100 ∗ V f

s /V
f
p [%], (11)389

where V f
p is the total pore volume of the fractures and V f

s is the fracture pore vol-390

ume saturated with steam. We compute velocities for Sf
s -values of 0, 10, 25, 50, 75391

and 100%. For this, we generate 50 realizations for each of the three fracture con-392

nectivity degrees described earlier and for each fracture steam saturation modelled.393

As illustrated in Appendix B, we found that this number of realizations is sufficient394
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Figure 3: (a, b, c) P- and (d, e, f) S-wave velocities as functions of frequency for a

single realization of connected (dotted lines) and unconnected (dashed lines) fracture

networks. Steam saturation of the fractures Sf
s is (a, d) 0%, (b, e) 50% and (c, f)

100%.

for stabilizing the standard deviations of the velocity in the non-dispersive plateau,395

which is the convergence criterion of the employed Monte Carlo approach (Rubino396

et al., 2009). It is important to mention that, for representative effective velocities397

and an a upper frequency limit of 60 Hz, the ratio of wavelength to fracture length398

is at least 40 for P-waves and 25 for S-waves. This is consistent with the assump-399

tion of mesoscale fractures in our upscaling procedure. Figure 3 shows the P- and400

S-wave velocities as functions of frequency for single samples, that is, for individual401

fracture networks of the ensembles used to get averaged representative values for the402
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non-dispersive plateau. Even though such realizations do not constitute representa-403

tive samples, the results shown in Figure 3 allow to illustrate the effects of FPD on404

the body wave velocities of the samples. Velocity values are shown for the connected405

(dotted lines) and unconnected (dashed lines) cases as well as for different levels of406

steam saturation of the fractures. Two manifestations of velocity dispersion can be407

discerned, one around 10−2 Hz corresponding to fracture-to-background FPD and the408

other around 106 Hz corresponding to fracture-to-fracture FPD. The non-dispersive409

plateau is located between these two distinct FPD manifestations, where increasing410

levels of fracture connectivity are associated with significantly lower P- and S-wave411

velocities. Please note that the non-dispersive plateau includes the typical frequen-412

cies of active and passive seismic exploration and monitoring methods (approximately413

0.1 Hz to 60 Hz). In this frequency range, there is not enough time in a half wave414

cycle to allow for pressure diffusion between the fractures and background. This415

means that, in the case of isolated fractures, the fluid contained inside the fractures416

has a significant stiffening effect in response to compressional forces. For the case of417

connected fractures, however, there is enough time to allow pressure to equilibrate418

between connected fractures, thus, greatly diminishing the fluid stiffening effect and,419

correspondingly, lowering the velocities of the formation. These mechanisms explains420

the lower velocity values for connected fracture networks in comparison to uncon-421

nected fracture networks for seismic frequencies, regardless of the saturation state in422

the fractures.423

Again, focusing on the frequencies comprised by the non-dispersive plateau, let424
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us now analyze the effects that partial steam saturation of the fractures has on the425

body wave velocities of the formation. We observe different behaviors for P- and426

S-wave velocities and for different connectivities of the fracture network. For P-427

wave velocities the marked velocity drop associated with increasing Sf
s is particularly428

important, indicating that P-wave velocities are adequate to detect and monitor the429

initial appearance of steam (Figures 3a, 3b, and 3c). In the case of S-wave velocities,430

we observe that the velocity drops associated with different levels of steam saturation431

are much less pronounced than for P-waves (Figures 3d, 3e, and 3f). These are432

interesting results, as Solazzi et al. (2020) reports significant effects for both P- and433

S-waves in a context of partial saturation of fractures with brine and CO2. Notably,434

the S-wave velocities drop due to changes in fluid content are comparable to possible435

changes in connectivity for a fully water-saturated fracture network. In the case of436

P-wave velocities, on the other hand, changes associated with fluid content are much437

larger than those associated with changes in connectivity for a fully water-saturated438

fracture network.439

When looking at values in the high-frequency limit, we observe that the differences440

between connected and unconnected cases are much narrower than those correspond-441

ing to the non-dispersive plateau. These values correspond to a high-frequency elastic442

representation that does not consider hydraulic communication between connected443

fractures. In the following, we analyze the results obtained from the Monte-Carlo-444

type procedure described in the Methodology section for velocities corresponding to445

(i) the non-dispersive plateau and to (ii) the high-frequency limit of the medium.446
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Figure 4 shows the effective body wave velocities as functions of the steam satu-447

ration for different fracture connectivities and different frequency regimes, obtained448

by means of the Monte Carlo approach. The frequency regimes correspond to (i) the449

non-dispersive plateau (employing the velocity values for 10 Hz), in the following de-450

nominated as the poroelastic approach, and to (ii) the high-frequency elastic behavior451

of the formation, which we also refer to as elastic, as it corresponds to the response452

of an elastic background that contains elastic fractures (inclusions).453

Figures 4a, 4b, and 4c show VP as function of Sf
s for fully connected, randomly454

connected, and unconnected fracture networks, respectively, for both poroelastic (red455

lines) and elastic (blue lines) approaches. We observe that, in all cases, VP decreases456

with increasing steam saturation in a similar way for the poroelastic and elastic mod-457

els. The velocity values associated with these two cases, however, differ significantly458

when FPD within connected fractures is present. This is to be expected as these mod-459

elling approaches differ significantly when fracture connectivity is present, whereas in460

the unconnected case the responses are quite similar. We also observe that changes461

in VP are more pronounced for values of Sf
s below 50%. For S-waves (Figures 4d,462

4e, and 4f), we observe that, as in the case of VP , while there are significant changes463

between the poroelastic and elastic responses randomly or fully connected networks,464

they are quite similar for the unconnected case. Moreover, we see that in the fully465

connected or randomly connected cases, the S-wave velocity turns out to be virtually466

insensitive to steam saturation when FPD effects are accounted for. This, in contrast467

with the P-wave velocity, indicates that FPD effects have a comparatively more sig-468
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Figure 4: (a, b, c) P- and (d, e, f) S-wave velocities as functions of steam saturation

Sf
s for different fracture connectivity scenarios. Blue lines correspond to the elastic

high-frequency limit and red lines to seismic frequencies within the non-dispersive

plateau. The relative velocity change for each connectivity level (g, h, i) is computed

as ∆V=
VP,S(S

f
s )−VP,S(S

f
s=0)

VP,S(S
f
s=0)

, and is shown for VP (continuous lines) and VS (dashed

lines).
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nificant impact for S-waves. We remark that fully unconnected fracture networks for469

a fracture density such as the one we consider here are unlikely in nature, and that470

this end-member-type scenario is shown for comparison purposes.471

As previously stated, velocity changes associated with Sf
s are shown in more detail472

in Figures 4g, 4h, and 4i, which depict the relative changes with respect to Sf
s = 0. We473

can observe that the resulting relative differences for the unconnected case are similar474

for the poroelastic and the elastic approaches. However, in the case of fully connected475

(Figure 4g) and randomly connected (Figure 4h) fracture networks, there are clear476

differences between these models. These differences are particularly significant when477

considering S-wave velocities, where the poroelastic approach presents practically no478

changes with respect to Sf
s (red dashed lines), while the elastic model shows much479

higher relative changes (blue dashed lines). This result shows that employing classic480

elastic approaches may lead to an overestimation of the sensitivity of S-wave velocities481

to changes in saturation in fractured media. It is worth noting that, while S-wave482

velocities appear to be insensitive to changes in saturation in fractured media for483

the fully connected and randomly connected cases, previous research shows that they484

are sensitive to changes in fracture density in a geothermal reservoir context (e.g.,485

Quiroga et al., 2022).486

Given that changes of both fracture density and steam saturation can result from487

pressure fluctuations in geothermal reservoirs, let us analyze the sensitivity of P- and488

S-wave velocities to both parameters. For this, we use data from Quiroga et al. (2022)489

where the sensitivity of P- and S-wave velocity to changes in fracture density was490
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Formation Fd VP [m/s] VS [m/s] ρb [kg/m
3]

0.25% 4687 2428 2694

Fractured 0.35% 4609 2321 2692

Granite 0.50% 4510 2186 2690

0.60% 4451 2088 2688

0.75% 4330 1929 2687

0.90% 4270 1825 2683

Table 2: Mechanical properties of fractured granite with variable fracture densities.

These characteristics correspond to randomly connected fractured granite saturated

with brine (Kf = 2250GPa, η = 1e−3Pa.s) for different Fd values. These values

correspond to frequencies in the non-dispersive plateau. Taken from Quiroga et al.

(2022).

analyzed. The upscaling procedure and the properties of the embedding background491

and the fractures are identical to the ones of this work. The key difference is that492

in Quiroga et al. (2022) both fractures and background are saturated with brine493

(Kf = 2250 GPa, η = 1e−3 Pa.s). The effective velocities are listed in Table 2494

and correspond to randomly connected fracture networks with fracture density Fd495

percentages of 0.25, 0.35, 0.50, 0.60, 0.75, and 0.90.496

In order to compare the effects of steam variation considered here and the effects497

of fracture density in brine-saturated media explored by Quiroga et al. (2022), the498

plotted P-velocity values of both studies are scaled by their respective maximum val-499
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Figure 5: (a) Crossplot of VP/VS against VP . Orange dots correspond to randomly

connected fracture networks with a fixed fracture density Fd of 1% and varying Sf
s ,

from 0 to 100%. Blue dots were taken from Quiroga et al. (2022) and correspond

to fracture networks with identical fracture properties, varying fracture density from

0.25% to 0.9% and water (Kf = 2250 GPa, η = 1e−3 Pa.s) as the saturating fluid.

VP values are normalized with respect to the respective maximum values for ease of

comparison. VP -values for variable fracture density are divided by the value of VP for

Fd = 0.25% and the VP -values for variable fracture steam saturation by the value

of VP for Sf
s = 0%. (b) VP/VS ratio as a function of Fd for fracture networks with

full water saturation. (c) VP/VS ratio as a function of Sf
s for fracture networks with

fracture density Fd = 1%.
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ues in Figure 5a. The highest P-wave velocity values occur for Sf
s = 0% in our current500

study and for a fracture density Fd = 0.25% for the study performed in Quiroga et al.501

(2022). Both increments in Sf
s and Fd are associated with similar relative decrements502

in P-wave velocity, therefore, it would not be possible to distinguish steam variations503

from fracture density changes using this parameter alone. However, the behavior of504

S-wave velocities allows us to distinguish between these characteristics. As shown in505

Figure 5b, increments of fracture density are associated with increases in the VP/VS506

ratio. Conversely, increasing presence of steam in the fractures is associated with507

decrements in the corresponding VP/VS ratio (Figure 5c). This result shows that508

there is a possibility for certain techniques, or combinations thereof, to identify the509

causes behind commonly observed velocity drops in geothermal monitoring surveys510

(e.g., Taira et al., 2018; Obermann et al., 2015).511

Impact of partial saturation on seismic monitoring techniques512

Let us now explore the impact of the presence of steam on seismic monitoring meth-513

ods. For this, we consider the canonical model of a high-enthalpy geothermal reservoir514

as depicted in Figure 6. We assume that the reservoir has a temperature of 350◦C.515

In order to be close to the saturation pressure of liquid water, which, for this tem-516

perature, is approximately 1.67×107 Pa or 167 bar. Considering a normal lithostatic517

pressure gradient (e.g., Tiab and Donaldson, 2015), this corresponds to a depth of518

approximately 700 m.519

The physical properties of the geological model employed are described in Table520
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Formation Lithology Depth Sf
s VP [m/s] VS [m/s] ρb [kg/m

3]

Overburden Sandstone 0-600 m - 3000 1600 2500

0% 3186 1680 2684

Partially 10% 3025 1675 2683

Upper saturated 600-800 m 25% 2902 1667 2683

reservoir fractured 50% 2789 1656 2682

granite 75% 2715 1646 2681

100% 2668 1637 2681

Lower reservoir Fractured granite 800-1000 m 0% 3186 1680 2684

Basement Intact granite 1000-∞ m - 4810 2620 2700

Table 3: Properties of the geological model
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3. This model consists of a surficial layer of homogeneous sandstone to 600 m depth,521

below which the reservoir formation is located. This layer consists of 400 m of frac-522

tured granite, which we consider to be divided in two different sections. The upper523

section of the reservoir is located at depths between 600 m and 800 m, and can have524

either steam or water in its fractures. The lower section of the reservoir is located525

between 800 m and 1000 m depth, and it is saturated exclusively with water, as,526

at these depths the higher lithostatic pressure does not allow for the occurrence of527

steam. Below the reservoir formation, there is a semi-infinite layer of intact granite,528

with the same petrophysical properties as the background reservoir rock (Table 1).529

The sandstone layer and the intact granite basement are considered homogeneous and530

elastic, and, hence, seismic waves traversing them are not attenuated or dispersed.531

Conversely, the seismic velocities for the upper and lower reservoir are those obtained532

from the upscaling procedure (Figure 4). We consider for the upper reservoir differ-533

ent values of Sf
s , while the lower reservoir is fully saturated with water. We employ534

the velocity values corresponding to randomly connected fracture networks, as it is535

the case that can be considered as more realistic compared to the end-member type536

scenarios of completely unconnected or completely connected fracture networks ex-537

plored in the previous section. In the following, we utilize this model to simulate538

results related to Rayleigh wave monitoring and reflection seismic surveys.539
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Rayleigh wave dispersion modelling540

To compute Rayleigh wave velocity dispersion, we employ the so-called fast delta541

matrix algorithm (Buchen and Ben-Hador, 1996). This algorithm considers homo-542

geneous horizontal layers with no velocity dispersion. Although we are employing543

a poroelastic upscaling procedure that accounts for velocity dispersion due to FPD,544

for the frequencies of interest for this analysis (∼0.1 Hz to ∼3 Hz) fall into the545

non-dispersive plateau and the corresponding velocities, thus, present negligible ve-546

locity dispersion (Figure 3). As absolute differences between Rayleigh wave disper-547

sion curves might be difficult to discern, we compute relative velocity differences as548

∆Vp,g(S
f
s ) = maxfreq(

Vp,g(S
f
s )−Vp,g(0)

Vp,g(0)
), that is, ∆Vp,g is the relative velocity difference549

for the frequency where it attains its maximum value, Vp,g(S
f
s ) is the frequency-550

dependent Rayleigh wave velocity for a given Sf
s and Vp,g(0) is the Rayleigh wave551

velocity for Sf
s = 0. The subindexes p, g denote phase and group velocities, respec-552

tively. To model the sensitivity of Rayleigh wave based methods to different fracture553

steam saturation, we consider different values of Sf
s in the upper part of the reservoir.554

The results of the Rayleigh wave phase and group velocity, as well as the associated555

relative velocity differences for different Sf
s values, are shown in Figure 7.556

Figures 7a and 7b show the Rayleigh wave phase and group velocity dispersion557

considering the poroelastic and elastic approaches, respectively. For both phase and558

group velocities and for both approaches, we observe higher velocities for low frequen-559

cies, due to the fact that Rayleigh waves penetrate deeper due to the correspondingly560

longer wavelengths. This corresponds to the stiffer intact granitic basement in our561
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Figure 6: Schematic representation of the geothermal reservoir model employed in the

analysis. The sandstone and intact granitic layers are considered to be homogeneous,

while the granitic reservoir is characterized as a fractured formation with the fractures

being saturated with either water and steam (upper part of the reservoir) and only

water (lower part of the reservoir).
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Figure 7: (a, b) Phase and group velocity dispersion of Rayleigh waves for the model

described in Table 3 for different levels of steam saturation in the upper part of the

reservoir, considering (a) a poroelastic and (b) an elastic approach. Relative velocity

difference (∆Vp, g(S
f
s )) for phase (solid lines) and group velocities (dashed lines) for

(c) poroelastic and (d) elastic approaches. Relative velocity differences are computed

as the maximum difference between the dispersion at a certain steam saturation and

the dispersion corresponding to a steam saturation of 0% divided by the value of the

latter.
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model. In addition, the velocities decrease as the frequency increases, and we can562

observe that the frequencies where variations of Sf
s have an impact on the Rayleigh563

wave measurements are comprised between 0.2 Hz and 1.5 Hz. It is also worth noting564

that there is a discrepancy between the modelled impact of steam saturation using565

a poroelastic approach and an elastic approach. This discrepancy may lead to an566

overestimation of the ability of Rayleigh-wave-based techniques to detect the pres-567

ence of steam in geothermal reservoirs. Figures 7c and 7d show the relative difference568

between varying degrees of steam saturation in the upper reservoir and the case of an569

upper reservoir without the presence of any steam. As the impact of partial satura-570

tion on S-waves is limited when FPD are taken into account, we observe that, in this571

case, the relative velocity changes in Rayleigh wave velocity dispersion amount to a572

maximum of ∼3% for the case of Rayleigh group velocities and less than 2% when573

steam saturation goes from 0% to 100%. We observe that the relative changes for the574

elastic approach are almost double those of the models considering FPD effects.575

It is interesting to compare the corresponding impact of varying Sf
s or fracture576

density Fd. As shown in Figure 5, changes of Fd from 0.25 % to 0.90% produce577

relative variations of P-wave velocity similar to those produced by changes in Sf
s for578

the properties considered in this work. To explore the sensitivity of Rayleigh wave579

velocity dispersion to changes in Fd we consider the reservoir’s properties listed in Ta-580

ble 2. We consider the extreme case of a lower reservoir composed of brine-saturated581

granite with a Fd of 0.25% and fully brine-saturated upper reservoir, with varying582

Fd. Based on this model, the maximal variation of Rayleigh wave velocities occurs583
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when the upper reservoir changes its density from 0.25% to 0.90%, in which case the584

relative change in velocities is ∆Vp,g(0.90%) = maxfreq(
Vp,g(0.90%)−Vp,g(0.25%)

Vp,g(0.25%)
). In this585

case Vp,g(0.90%) and Vp,g(0.25%) correspond to the Rayleigh wave phase and group586

velocities for the corresponding values of Fd in the upper reservoir. ∆Vp,g(0.90%)587

amounts to 17% and 7% for Rayleigh wave group and phase velocities, respectively.588

These results, compared to the values of 3% and 2% corresponding to the most589

extreme changes in steam saturation, show that Rayleigh wave monitoring is con-590

siderably more sensitive to changes in mechanical properties due to fracture density591

increments than to changes in the fluid content of the fractures, as the former have a592

more pronounced relative impact on the S-wave velocity.593

AVA modelling594

Given that, as previously shown, the impact of partial saturation is most important595

with regard to the P-wave velocity, reflection seismic methods are expected to be more596

sensitive than surface-wave-based techniques to variations in the fluid content of a597

fractured reservoir. To assess this hypothesis, we again employ the geological model598

defined by Table 3 to compute its amplitude-versus-angle (AVA) seismic response.599

The AVA response of an interface is affected by changes in P- and S-wave velocities,600

and, considering the body wave velocity results previously shown, we may expect to601

obtain information about the fluid content of the formation. For this, we consider602

the target of the AVA inversion to be the intra-reservoir interface located at 800 m603

between the upper part of the reservoir with the presence of steam in its fractures and604
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the lower part of the reservoir that is completely saturated by water (Table 3). This605

will provide insights on whether or not reflection seismics can, in principle, identify606

the lower limit of steam caps in geothermal reservoirs.607

Considering that for typical surface-based seismic reflection analyses, the thick-608

nesses of the layers involved in the considered geological model are larger than the609

predominant seismic wavelengths, the AVA response at the target interface can be610

modelled using Zoeppritz’s equations (e.g., Dvorkin et al., 2014). These equations ex-611

actly model the reflection coefficients as a function of incidence angle at an interface612

between two homogeneous elastic solids. As the frequencies of interest of reflection613

seismics (approximately from 20 to 60 Hz) fall into the non-dispersive plateau for614

our study, the lower and upper parts of the reservoir behave as elastic solids, and615

Zoeppritz’s equations can indeed be employed. We employ the implementation of616

Zoeppritz equations by Hall (2015) to compute the P-wave reflection coefficient of617

the intra-reservoir interface for different values of Sf
s for the upper part while the618

lower part is fully saturated with water. Figure 8a shows the P-wave reflection coeffi-619

cient of the intra-reservoir interface as a function of incidence angle. Different colors620

correspond to different percentages of fractures saturated by steam in the upper part621

of the reservoir. Solid lines correspond to the poroelastic approach for modelling the622

response of the reservoir and dashed lines to the elastic approach. It is worth noting623

that the AVA response of the formation in both cases does not present significant624

variations for low angles.625

In practice, AVA analysis consists of extracting the properties of the subsurface626
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from the inversion of observed reflection coefficients. To do so, it is common practice627

to employ a linearized approximation of Zoeppritz’ equations (e.g., Mavko et al.,628

1998) to retrieve impedances and velocities from reflection coefficients. We employ629

two classic approximations due to their widespread presence in the literature and630

considering that the information they can infer from seismic data may be different631

due to the different assumptions employed by the respective authors (e.g., Thomas632

et al., 2016). One of the approximations we employ is that of Fatti et al. (1994),633

which in its two-term version approximates the P-wave reflectivity RPP as function634

of incidence angle θ as635

RPP (θ) = (1 + tan2 θ)
∆IP
2IP

− 8(
VS

VP

)2 sin2 θ
∆IS
2IS

, (12)636

where ∆IP,S denotes the difference in P- or S-wave impedance across the interface637

and IP,S correspond to the average of the P- and S-impedances of both sides of the638

interface. Although the term ( VS

VP
)2 depends on the values to retrieve, we consider639

the usual approach of approximating it as 1/2 for the inversion process. The other640

approximation we consider is based on that of Shuey (1985) and given by (e.g., Avseth641

et al., 2010)642

RPP (θ) = A+G sin2 θ, (13)643

where A is known as the intercept and corresponds to the P-reflectivity for a normal644

incidence andG as the gradient and depends on the physical properties of the medium.645

In the following, we refer to Equations (12) and (13) simply as Fatti’s and Shuey’s646

approximations, respectively. We follow a least squares inversion procedure (e.g.,647

Quiroga et al., 2018) to obtain the corresponding AVA coefficients from synthetic648
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Figure 8: P-wave reflection coefficient and AVA coefficients for the interface between

the partially steam-saturated upper part of the reservoir and the water-saturated

lower part of the reservoir. (a) Reflectivity as a function of angle and Sf
s (100% red,

50% yellow, and 10% blue) for poroelastic (continuous lines) and elastic approaches

(dashed lines). Results for the inversion using (b) Shuey’s and (c) Fatti’s approxi-

mations for incidence angles between 0◦ and 50◦. Inversion results are shown for the

poroelastic (dots) and for elastic (crosses) approaches.

reflectivity curves obtained using Zoeppritz’s equations to explore their sensitivity to649

the steam saturation levels. For simplicity, we do not consider added noise in these650

simulations.651

Figure 8b shows the results of inverting for AVA intercept A and gradient G652

(Equation 13), while Figure 8c shows those for the inversion of Fatti’s coefficients653

∆Ip/Ip and ∆Is/Is (Equation 12). For these inversion results, dots represent values654
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obtained from the poroelastic representation and crosses those corresponding to the655

elastic response. We observe that there is a correlation of increases of steam saturation656

with increase of the coefficients A and G. We observe that both coefficients tend to657

increase as the degree of steam saturation increases (Figure 8b). However, while658

the behavior of the inversion corresponding to the poroelastic approach and that659

corresponding to the elastic approach are similar, there is a significant difference in660

the values of the coefficients, specially for lower values of steam saturation. This shows661

the importance of taking into account FPD effects for the detection and monitoring of662

steam. For the inversion based on Fatti’s equation (Figure 8c) we observe that there663

is also sensitivity to steam saturation for both coefficients. In this case, however,664

we can see that the behavior of the poroelastic modelling differs significantly with665

regard to that of the elastic approach, as the results corresponding to the latter666

present positive values of ∆Is/Is for fracture steam saturation below 75% which are667

negative for the poroelastic approach. This is a very important distinction as it may668

lead to erroneous interpretations of reflection seismic data. These results indicate,669

in principle, that AVA analysis is appropriate for detecting the base of the steam670

cap in fractured geothermal reservoirs. Comparisons of the poroelastic and elastic671

approaches in Figures 8b and 8c show that there are significant differences between672

the AVA coefficients which, thus, points to the importance of FPD effects on such673

coefficients.674

Considering the results for body wave velocities shown in Figure 5, it is also inter-675

esting to determine whether AVA inversion is useful to distinguish between variations676
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Figure 9: P-wave reflection coefficient as a function of incidence angle for the interfaces

between: a partially steam-saturated upper part of the reservoir and a fully water-

saturated lower part of the reservoir (solid lines); a fully water-saturated upper part

of the reservoir with varying fracture density Fd over a fully water-saturated lower

part of the reservoir with a Fd=0.25% (dashed lines). Results for the inversion using

(b) Shuey’s and (c) Fatti’s approximations for incidence angles between 0 and 50◦.

Inversion results are shown for both variable Sf
s (dots) and the variable Fd scenarios

(stars).
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in steam saturation and fracture density. Employing the values for granitic rock with677

variable fracture density (Table 2) in the geological model of Table 3, we compare the678

results corresponding to changes in the steam saturation of the fractures and changes679

in fracture density. For variable fracture density AVA analysis, we consider the lower680

part of the reservoir to be composed of fractured granite with a fracture density of681

0.25%, and the upper reservoir to have variable fracture density ranging from 0.35%682

to 0.90%. Figure 9 shows the reflectivity and the AVA inversion results for both cases683

for velocities corresponding to the non-dispersive plateau. In Figure 9a, we see the684

P-wave reflectivity for different values of saturation (solid lines) and different values of685

fracture density (dashed lines). We observe that the reflectivities at 0◦ incidence show686

some discrepancies, which become more significant with increasing incidence angle.687

This translates into a good separation in the crossplots of A vs G for Shuey’s approx-688

imation (Figure 9b) and of ∆IP/IP vs ∆IS/IS for Fatti’s approximation (Figure 9c).689

These results indicate that AVA crossplot analysis could be suitable for distinguishing690

between increases in fracture density and changes in fluid saturation.691

DISCUSSION

In this work, we employed a numerical upscaling procedure in order to obtain effec-692

tive seismic body wave velocities of granitic rocks containing mesoscopic fractures693

saturated with water or steam. In this context, it is important to note that the meso-694

scopic assumption allows us to study FPD effects by means of a numerical upscaling695

approach based on concepts of effective medium theory. However, the hyperbolic696
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characteristics of fracture length distributions in nature implies that some fracture697

lengths will clearly exceed the considered mesoscale range. It is, in principle, possible698

to include mesoscopic fractures along with larger scale fractures whose length is com-699

parable to the prevailing wavelengths in the seismic analysis and, thus, to account for700

both FPD and scattering effects. For this, one could perform wave propagation exper-701

iments using the effective properties derived in this work as those of the background702

while the larger-scale fractures would be represented by means of discrete fracture703

network (DFN) approaches (e.g., Lei and Sornette, 2021). An inherent limitation704

of this approach would be, however, that hydromechanical interaction between the705

mesoscopic and larger-scale fractures can not be considered.706

As previously mentioned, when modelling partially saturated fracture networks,707

we consider fractures whose lengths obey a realistic power law distribution. However,708

we also apply some simplifications, both with regard to the mechanical and geomet-709

rical properties of the fractures as well in the way we saturate fractures. While we710

consider varying fracture lengths, we do not consider changes in the fractures’ me-711

chanical properties. This is an interesting and important topic for future research. We712

also consider fractures that have a rectangular shape and constant apertures, while713

in nature fractures present a wide range of complex geometries. Shape variations are714

expected to affect the mechanical properties of the fractures, for example, in the the715

presence of curved fracture surfaces, FPD manifestations may arise even when the716

fractures are isolated (Lissa et al., 2021). This is a vast field of research in its own717

and, hence, clearly exceeds the scope of this work, which focuses on first-order effects718
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of partial steam saturation. Regarding our saturation approach, our main assump-719

tions are that the background remains saturated with water at all times and that720

fractures are saturated completely with either steam or with water. Regarding the721

former, the embedding background rock is much more stiff than the fractures, and722

also considering that for seismic frequencies the background behaves as hydraulically723

isolated from the fractures, the potential presence of steam in the background would724

have a negligible effect in terms of the mechanical response of the medium. For the725

latter, if fractures were simultaneously saturated with both steam and water, this726

would, provided these fluids behave as immiscible, result in additional internal FPD727

effects within fractures (e.g., Solazzi et al., 2021). Recall that the distribution of fluids728

within individual fractures is governed by (i) the fracture properties, such as local729

variations in aperture (e.g., Hu et al., 2019) and (ii) the flow history (e.g., Chen et al.,730

2017). These effects are likely to be of subordinate importance in the given context.731

It is also important to note that, if fractures are simultaneously saturated by both732

water and steam, the assumption that these phases behave as immiscible may not733

be adequate, as thermodynamic fluid interactions could become important. In such734

a scenario, a model considering effective fluid properties might indeed be preferable735

(Grab et al., 2017).736

When computing AVA reflectivities, we assume a sharp separation between the737

upper part of the reservoir, which is partially saturated with steam, and the lower part738

of the reservoir, which is fully saturated with water. In reality, the transition from full739

steam to full water saturation is likely to be progressive, which would compromise the740
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sensitivity of AVA methods to detect the lower limit of the steam cap. Furthermore,741

while AVA inversion shows promise, there are situations for which it is not possible742

to determine the second term of the governing equations in an inversion, for example,743

when for logistical reasons, the offset range of seismic surveys is limited. In such744

situations, reflectivity measurements are still able to detect changes in the properties745

of the reservoir due to presence of steam, but it is not possible to differentiate the746

effects of increasing steam saturation to those related to increases of the density or747

connectivity of the fractures. Finally, as shown in the Results section, Rayleigh-748

wave-based methods are less sensitive to changes in the fluid content of the rock,749

but they are quite sensitive to changes in fracture density (Quiroga et al., 2022). It750

is, therefore, conceivable to employ Rayleigh wave inversion to complement P-wave751

impedance measurements, as both techniques are sensitive to changes in fracture752

density, while they respond very differently to changes in the fluid content of the753

reservoir.754

CONCLUSIONS

In this work, we have analyzed the seismic response of a fractured granite formation755

with varying levels of steam saturation and different levels of fracture connectivity.756

We employed a poroelastic upscaling approach in a Monte Carlo fashion in order to757

obtain effective body wave velocities. The analysis of the effective body wave ve-758

locities of realistic samples reveal that partial steam saturation significantly affects759

the P-wave velocity while it does not have a significant impact on the S-wave veloc-760
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ity. These particularities are due to FPD effects and are not adequately modelled by761

an elastic approach. A comparison with previous works that investigate changes in762

fracture density and connectivity as driving causes for velocity drops observed dur-763

ing seismic monitoring of geothermal scenarios indicates that the effects of increasing764

steam saturation and fracture density can be differentiated through an analysis of765

the VP/VS ratio. To further develop this analysis, we incorporate these velocities in766

a geological model compatible with the presence of hot water and steam to assess767

the sensitivity of different characterization and monitoring techniques. We find that:768

(i) Rayleigh-wave-based techniques are much less sensitive to changes in fluid satu-769

ration compared to changes in fracture density, and that employing a purely elastic770

characterization may lead to an overestimation of the sensitivity of this method to771

such changes; (ii) AVA attributes are robust in characterizing discontinuities in fluid772

content but correct modelling of effects of FPD on the seismic velocities is required in773

order to improve the interpretation of the data, especially when the range of incidence774

angles is limited; and (iii) in zones where AVA characterization is not possible, P-wave775

velocity or P-impedance estimates could be potentially combined with Rayleigh wave776

monitoring in order discriminate between changes in steam saturation and fracture777

density.778
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APPENDIX A786

POROELASTIC CHARACTERIZATION WORKFLOW

In the following, we summarize the steps required for the evaluation of effective seismic787

body wave velocity and attenuation characteristics of a formation. This approach788

is based on the theory of poroelasticity of Biot (1956a,b) and takes into account789

FPD effects. The underlying assumptions are that the heterogeneities in the probed790

formation are in the mesoscale range, that is, much larger than the pore scale but much791

smaller than the prevailing seismic wavelengths, and that the frequencies analyzed792

are sufficiently low to be able to ignore Biot’s intrinsic attenuation effects. For upper793

crustal rocks with fractures below a meter in length and typical seismic frequencies794

(<60 Hz), these assumptions are safely met.795

The workflow is then the following:796

1. Obtain the poroelastic material properties of the rocks and fluids to be modelled.797

For the purpose of this study, the required properties and their sources are listed in798

Table 1.799

2. Determine the statistical properties of the fractured formation, such as fracture800
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density, minimum and maximum fracture length, fracture aperture distribution, de-801

gree of fracture interconnectivity. Generate fractured rock samples with the desired802

statistical characteristics. For this study, we employ a fixed fracture density, a power803

law distribution of lengths, described by Equation 10 (Hunziker et al., 2018), and804

an iterative fracture placement procedure to obtain different degrees of fracture in-805

terconnectivity. We also model different degrees of steam saturation of the fractures806

of the samples by completely saturating individual fractures until the desired steam807

saturation has been reached.808

3. Apply the upscaling procedure described in the Methodology section and schemat-809

ically outlined in Figure 1 to the rock samples to obtain the volumetric average of810

stress and strain (Rubino et al., 2016; Favino et al., 2020).811

4. Follow the procedures described in Rubino et al. (2016) to obtain the frequency-812

dependent effective stiffness matrix coefficients and, thus, obtain the P- and S-wave813

velocities and attenuation.814

5. In order to obtain the effective seismic velocities, average the results associated815

with samples sharing the same statistical characteristics. In our study, we average816

samples that share the same fracture density, degree of interconnectivity and steam817

saturation percentage. The averaged values can be considered as representative of818

the formation of interest once the standard deviation of the resulting properties as a819

function of the number of samples averaged stabilizes (Rubino et al., 2009).820

APPENDIX B821
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Figure B-1

STANDARD DEVIATION OF THE EFFECTIVE

VELOCITIES

Figure B-1 depicts the evolution of the standard deviation of the effective velocities822

as a function of the number of stochastic realizations averaged for fully unconnected,823

fully connected, and randomly connected fracture network realizations. The stabi-824

lization of this value is indicative of the convergence of the Monte Carlo procedure825

(Rubino et al., 2009). In view of these results, we consider an average of 50 realiza-826

tions as representative of the effective velocities of the considered fractured media.827

828



Quiroga et. al. 52 Seismic signatures of steam

REFERENCES

Avseth, P., T. Mukerji, and G. Mavko, 2010, Quantitative seismic interpretation:829

Applying rock physics tools to reduce interpretation risk: Cambridge university830

press.831

Barbier, E., 2002, Geothermal energy technology and current status: an overview:832

Renewable and Sustainable Energy Reviews, 6, 3–65.833

Barbosa, N. D., E. Caspari, J. G. Rubino, A. Greenwood, L. Baron, and K. Holliger,834

2019, Estimation of fracture compliance from attenuation and velocity analysis of835

full-waveform sonic log data: Journal of Geophysical Research: Solid Earth, 124,836

2738–2761.837

Biot, M. A., 1941, General theory of three-dimensional consolidation: Journal of838

Applied Physics, 12, 155–164.839

——–, 1956a, Theory of propagation of elastic waves in a fluid-saturated porous840

solid. I. Low-frequency range: The Journal of the Acoustical Society of America,841

28, 168–178.842

——–, 1956b, Theory of propagation of elastic waves in a fluid-saturated porous solid.843

II. Higher frequency range: The Journal of the Acoustical Society of America, 28,844

179–191.845

——–, 1962, Mechanics of deformation and acoustic propagation in porous media:846

Journal of Applied Physics, 33, 1482–1498.847

Bonnet, E., O. Bour, N. E. Odling, P. Davy, I. Main, P. Cowie, and B. Berkowitz,848

2001, Scaling of fracture systems in geological media: Reviews of Geophysics, 39,849



Quiroga et. al. 53 Seismic signatures of steam

347–383.850
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LIST OF FIGURES

1 Schematic illustration of the (a) vertical, (b) horizontal, and (c) shear nu-988

merical oscillatory relaxation tests employed to obtain the equivalent stiffness matrix989

of the considered sample. (d, e, f, g) Fluid pressure distributions in a subsection of990

the sample highlighted in (a) subjected to a vertical compression for different disper-991

sion regimes. Increasing pressure is denoted by progressive intensities of orange. (d)992

fracture-to-background FPD: pressure exchange between fractures and their embed-993

ding background, (e) non-dispersive plateau: pressure is equilibrated between con-994

nected fractures; (f) fracture-to-fracture FPD: pressure exchange between connected995

fractures; (g) High frequency limit: pressure confined to the horizontal fracture. (h)996

body wave velocities as functions of frequency for samples with unconnected fractures997

(red line) and connected fractures (blue line). The frequency ranges where body wave998

dispersion due to fracture-to-background and fracture-to-fracture FPD prevails are999

highlighted in yellow. Typical frequency range of seismic studies is shown inside the1000

non-dispersive plateau.1001

2 Examples of the fractured samples employed in the Monte Carlo procedure.1002

Samples are 50 cm x 50 cm, the fracture area represents 1% of the total sample1003

area, and the minimum and maximum fracture lengths are 4 and 25 cm, respectively.1004

White-colored fractures denote brine-saturation while red-colored fractures denote1005

saturation by steam. The top row represents totally unconnected fracture networks,1006

the middle row totally connected fracture networks, and the bottom row randomly1007

connected fracture networks. Steam saturation increases from left to right.1008
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3 (a, b, c) P- and (d, e, f) S-wave velocities as functions of frequency for a1009

single realization of connected (dotted lines) and unconnected (dashed lines) fracture1010

networks. Steam saturation of the fractures Sf
s is (a, d) 0%, (b, e) 50% and (c, f)1011

100%.1012

4 (a, b, c) P- and (d, e, f) S-wave velocities as functions of steam saturation1013

Sf
s for different fracture connectivity scenarios. Blue lines correspond to the elastic1014

high-frequency limit and red lines to seismic frequencies within the non-dispersive1015

plateau. The relative velocity change for each connectivity level (g, h, i) is computed1016

as ∆V=
VP,S(S

f
s )−VP,S(S

f
s=0)

VP,S(S
f
s=0)

, and is shown for VP (continuous lines) and VS (dashed1017

lines).1018

5 (a) Crossplot of VP/VS against VP . Orange dots correspond to randomly1019

connected fracture networks with a fixed fracture density Fd of 1% and varying Sf
s ,1020

from 0 to 100%. Blue dots were taken from Quiroga et al. (2022) and correspond1021

to fracture networks with identical fracture properties, varying fracture density from1022

0.25% to 0.9% and water (Kf = 2250 GPa, η = 1e−3 Pa.s) as the saturating fluid.1023

VP values are normalized with respect to the respective maximum values for ease of1024

comparison. VP -values for variable fracture density are divided by the value of VP for1025

Fd = 0.25% and the VP -values for variable fracture steam saturation by the value1026

of VP for Sf
s = 0%. (b) VP/VS ratio as a function of Fd for fracture networks with1027

full water saturation. (c) VP/VS ratio as a function of Sf
s for fracture networks with1028

fracture density Fd = 1%.1029

6 Schematic representation of the geothermal reservoir model employed in the1030

analysis. The sandstone and intact granitic layers are considered to be homogeneous,1031



Quiroga et. al. 61 Seismic signatures of steam

while the granitic reservoir is characterized as a fractured formation with the frac-1032

tures being saturated with either water and steam (upper part of the reservoir) and1033

only water (lower part of the reservoir).1034

7 (a, b) Phase and group velocity dispersion of Rayleigh waves for the model1035

described in Table 3 for different levels of steam saturation in the upper part of the1036

reservoir, considering (a) a poroelastic and (b) an elastic approach. Relative velocity1037

difference (∆Vp, g(S
f
s )) for phase (solid lines) and group velocities (dashed lines) for1038

(c) poroelastic and (d) elastic approaches. Relative velocity differences are computed1039

as the maximum difference between the dispersion at a certain steam saturation and1040

the dispersion corresponding to a steam saturation of 0% divided by the value of the1041

latter.1042

8 P-wave reflection coefficient and AVA coefficients for the interface between1043

the partially steam-saturated upper part of the reservoir and the water-saturated1044

lower part of the reservoir. (a) Reflectivity as a function of angle and Sf
s (100% red,1045

50% yellow, and 10% blue) for poroelastic (continuous lines) and elastic approaches1046

(dashed lines). Results for the inversion using (b) Shuey’s and (c) Fatti’s approxi-1047

mations for incidence angles between 0◦ and 50◦. Inversion results are shown for the1048

poroelastic (dots) and for elastic (crosses) approaches.1049

9 P-wave reflection coefficient as a function of incidence angle for the interfaces1050

between: a partially steam-saturated upper part of the reservoir and a fully water-1051

saturated lower part of the reservoir (solid lines); a fully water-saturated upper part1052

of the reservoir with varying fracture density Fd over a fully water-saturated lower1053

part of the reservoir with a Fd=0.25% (dashed lines). Results for the inversion using1054
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(b) Shuey’s and (c) Fatti’s approximations for incidence angles between 0 and 50◦.1055

Inversion results are shown for both variable Sf
s (dots) and the variable Fd scenarios1056

(stars).1057

B-1 Standard deviations of (a, c, e) P- and (b, d, f) S-wave velocities for the1058

non-dispersive plateau as functions of the number of realizations for (a, b) connected,1059

(c, d) unconnected, and (e, f) randomly connected samples. Colors denote the per-1060

centage of steam saturation of the fractures for each series of realizations.1061

1062
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1 Properties of intact granitic background and embedded fractures. Granite1063

properties were taken from Detournay and Cheng (1993). Fractures are represented1064

as highly compliant, porous, and permeable inclusions, whose grain-level properties1065

correspond to those of the embedding background (Rubino et al., 2017). Fluid prop-1066

erties correspond to a temperature of 350 degrees Celsius and a pressure of 167 bar1067

for brine, and the same temperature and a pressure of 165 bar for steam. These1068

properties are obtained from the XSTEAM matlab routine (Holmgren, 2006).1069

2 Mechanical properties of fractured granite with variable fracture densities.1070

These characteristics correspond to randomly connected fractured granite saturated1071

with brine (Kf = 2250GPa, η = 1e−3Pa.s) for different Fd values. These values1072

correspond to frequencies in the non-dispersive plateau. Taken from Quiroga et al.1073

(2022).1074

3 Properties of the geological model1075

1076


