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Summary 

 One of the defining characteristics of sleep is that it is readily reversible towards 
wakefulness. This is exemplified in the common daily experience of waking up in the morning. 
My thesis studies sleep-wake transitions that are equally common and frequent, yet often not 
consciously perceived and neglected as random sleep perturbations of minor significance. Using 
mice as an experimental species, I find that healthy non-rapid-eye-movement sleep (NREMS), 
also named deep restorative sleep, is a dynamic brain state showing defined, periodically 
recurring moments of fragility. During these, diverse types of brief arousal-like events with 
various combinations of physiological correlates appear, including global or local cortical 
activation, muscle activity, and heart rate changes. Using a mice model of chronic neuropathic 
pain, I find that the rules I have identified in healthy sleep serve to identify previously 
unrecognized sleep disruptions that could contribute to sleep complaints of chronic pain 
patients. The experimental and analytical methods I have developed in these studies also helped 
in the identification of the neuronal basis of the fragility periods of NREM sleep. Together, my 
studies offer novel insights and analytical tools for the study of sleep-wake transitions and their 
perturbance in pathological conditions linked to sensory discomfort. 

 More specifically, my work departed from recent findings that NREMS in mice is divided 
in recurring periods of sleep fragility at frequencies ~0.02 Hz, characterized by heightened 
arousability. Through analyzing the temporal distribution of brief arousal events termed 
microarousals, I hypothesized that these fragility periods could serve a time raster for the probing 
of spontaneous sleep perturbations. Motivated by the question of how sensory discomfort 
caused by pain affects sleep, I have used the spared nerve injury (SNI) model, which consists in 
the injury of two of the 3 branches of the sciatic nerve. I found that the role of fragility periods in 
timing spontaneous arousals is highly useful to identify sleep disruptions not commonly detected 
with standard polysomnographic measures. Thus, by scrutinizing the fragility periods of NREMS 
in the SNI mice, I discovered an overrepresentation of a novel form of local perturbation within 
the hindlimb primary somatosensory cortex (S1HL), accompanied by heart rate increases. In 
addition, I showed that SNI animals woke up more frequently facing external stimuli, using 
closed-loop methods targeting specifically the fragility or continuity periods. These findings led 
me to propose that chronic pain-related sleep complaints may arise primarily from a perturbed 
arousability. The closed-loop techniques to probe arousability could be transferred to interrogate 
neuronal mechanisms underlying NREMS fragility, leading to the recognition that intrusion of 
wake-related activity into NREMS is a previously underappreciated mechanism controlling sleep 
fragility and architecture.  

 Overall, I present my thesis to advance the view on NREMS as a dynamic heterogeneous 
state of which insights into its neuronal mechanisms, and its physio- and pathophysiological 
manifestations in animal models should be key to formulate testable hypotheses aimed to cure 
the suffering of sleep disorder in human.  
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Résumé 
 Une des caractéristiques qui définit le sommeil, est que l’on peut rapidement retourner à 
un état d’éveil. De fait, nous l’expérimentons chaque matin au réveil. Ma thèse étudie les 
transitions sommeil-éveil qui, bien que fréquentes, sont souvent non consciemment perçues et 
traitées comme des perturbations sans importance et aléatoires du sommeil. En utilisant la souris 
comme modèle expérimental, je montre que le sommeil sans mouvements rapides des yeux 
(NREMS), également appelé le sommeil profond et réparateur, est un état cérébral dynamique 
composé de périodes discrètes et récurrentes de fragilité face à des stimuli externe. Pendant 
celles-ci, plusieurs types d’évènements associés à des éveils brefs apparaissent, combinant 
activation corticale, activité musculaire et/ou une hausse des battements cardiaques. Je 
démontre que la compréhension des transitions sommeil-éveil physiologiques s’avère utile pour 
étudier le sommeil de souris souffrant de douleurs neuropathiques chroniques. Ces souris 
présentent un nouveau type de perturbations locales lors du sommeil, qui pourraient 
possiblement expliquer une partie des plaintes de mauvais sommeil exprimées par les patients 
souffrant de douleurs chroniques. Les méthodes analytiques et expérimentales que j’ai 
développées dans ces études ont aussi aidé à l’identification des bases neuronales de la genèse 
des périodes de fragilités du sommeil NREM. En somme, mes études offrent des connaissances 
inédites et des méthodes d’analyses pour l’étude des transitions sommeil-éveil et de leurs 
perturbations en conditions pathologiques. 

 Une étude récente du laboratoire a montré que le sommeil NREM est divisé en périodes 
de fragilité alternant avec des périodes de non-fragilité (continuité), environ toutes les 50 
secondes ce qui donne une fréquence de 0.02 Hz. Les périodes de fragilité sont caractérisées par 
une hausse de « l’éveillabilité » ou propension à s’éveiller. Ma première observation est que les 
éveils brefs, couramment appelés micro-réveils, présentent une distribution temporelle 
hautement restreinte aux périodes de fragilité. Ainsi, j’ai émis l’hypothèse que ces périodes 
pourraient servir de moments spécialement choisis par le cerveau pour la mesure de potentielles 
perturbations spontanées. Motivé par la question de comment les douleurs chroniques 
perturbent le sommeil, je l’ai analysé chez un modèle de souris de douleurs neuropathique, le 
modèle de d’épargne du nerf sural (SNI). Le rôle des périodes de fragilité à restreindre les micro-
réveils s’est avéré très utile pour détecter de nouvelles formes de réaction à des perturbations 
qui ne sont pas évidentes par des analyses classiques du sommeil. En effet, spécifiquement 
pendant ces périodes de fragilité, j’ai découvert une sur-représentation d’un nouveau type 
d’éveil local confiné au cortex somatosensoriel primaire et accompagné d’une hausse du rythme 
cardiaque. De plus, en utilisant de nouvelles méthodes basées sur des boucles-fermées, j’ai 
démontré que les souris SNI se réveillaient plus fréquemment que leurs contrôles en faisant face 
à des stimuli externes. Sur la base de ces découvertes, je propose que les plaintes de mauvais 
sommeil chez les patients souffrant de douleurs chroniques puissent prendre leur source dans 
une éveillabilité perturbée. Les méthodes de boucles-fermées pour analyser l’éveillabilité a aussi 
pu être transférée pour l’étude optogénétique des mécanismes neuronaux à la base de la fragilité 
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du sommeil NREM. Cela a mené à la reconnaissance que l’intrusion d’activité normalement 
associée à l’éveil dans le sommeil est un mécanisme de contrôle de sa fragilité et de son 
architecture souvent ignoré dans le domaine. 

 En somme, ma thèse permet une avancée de notre vision du sommeil NREM comme étant 
un état dynamique et hétérogène dont les mécanismes neuronaux sous-jacent, en conditions 
normales et pathogéniques, sont clefs pour la formulation d’hypothèses testables visant à la 
guérison des patients souffrant de troubles du sommeil. 

  



6 
 

Introduction 

1. Waking up from sleep 
 Why do we sleep? This question is still to date a deep mystery. Its functions remain 
elusive, despite being present from a primitive quiescent state to the sleep characteristic 
behavior that we easily identify, in every branches of the animal world. As Alan Rechtschaffen 
pointed out: “If sleep doesn’t serve an absolutely vital function, it is the greatest mistake 
evolution ever made.”. Indeed, once asleep, an organism stops to work for finding food, water 
or for mating. Moreover, the reduced responsiveness increases the risk of predation. The 
benefits associated to sleep functions must therefore be superior to the above-mentioned 
pressures, and the consequences of a perturbed sleep proportionally harmful. There are many 
hypotheses about the functions of sleep (Krueger et al., 2016), that emerged over the years that 
I will summarize here in a non-exhaustive manner. I will then emphasize how waking-up is an 
integral part of sleep and how it is relevant for my thesis specifically. 

 One function hypothesized is that sleep would be a state where immune functions and 
recuperation from infectious disease would be favorized. The immune system is indeed boosted 
by sleep and weakened by sleep loss (Besedovsky et al., 2012; Imeri & Opp, 2009). Although this 
hypothesis is greatly supported by scientific evidence, it does not explain the need for 
disconnection from the environment. It is therefore likely that this property of sleep emerged 
later as an opportunistic evolution within this state of inactivity. 

 The inactivity of sleep is by itself serving an important function of reducing caloric use. In 
an environment with finite resources and day-night cycles, it is indeed an advantage to save 
energy while foraging is prevented or too dangerous. Reduction of caloric use could represent 
the original function of sleep, but again, why the disconnected state from the environment 
(Krueger et al., 2016)? A possibility could be that this disconnected state is necessary to save 
energy at the brain or neuronal circuits level specifically. Studies using position emission 
tomography indeed demonstrated that the glucose consumption of the human brain is twice as 
low during slow wave sleep compared to wake (Kennedy et al., 1982). In addition, it has been 
observed that sleep loss impaired cognitive performance (Belenky et al., 2003). For example, the 
performance degradation in words recall and cue reaction time is proportional to previous wake-
time and is subsequently restored by sleep (Rosa et al., 1983). It has been proposed that the 
decrease of performance might be due to microsleep events in the related area of the task, itself 
resulting from a continuous usage of the neurons (Van Dongen et al., 2011). Therefore, neurons 
appear to need a time off after use for metabolic replenishment, in order to maintain waking 
efficiency.  
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 Interestingly, rapid-eye-movement-sleep (REMS), which transiently occurs during 
mammalian sleep, is a state where paradoxically, the brain metabolic rate is even higher than in 
wakefulness (Braun et al., 1997). This suggests that metabolism replenishment is not the only 
function of sleep. For example, the hypothesis that sleep serves a function to maintain and 
improve cellular circuit connectivity has received a plethora of experimental evidences (Krueger 
et al., 2016). Sleep is indeed accompanied by a variety of specific brain plasticity/connectivity 
mechanisms promoting relevant memory consolidation and adaptation to specific tasks or 
environment (Abel et al., 2013; Inostroza & Born, 2013). In opposition, sleep loss is known to 
impair memory and adaptations (Rasch & Born, 2013). An explanation for the disconnection from 
the external world has even been associated with this hypothesis: it would be necessary to 
prevent new inputs “polluting” the consolidation of relevant information (Krueger et al., 2016; 
Tononi & Cirelli, 2014). 

 While the entire functions of sleep are still unknown, sleep scientists strive to deepen the 
knowledge about this peculiar state. To study it, it is necessary to define it clearly as a behavior. 
To classify a behavior as sleep in a species, the following points need to be observed (i) prolonged 
behavioral quiescence, (ii) a species-specific posture, (iii) increased arousal threshold to respond 
to external stimuli (iv) rebound following sleep deprivation and (v) reversibility upon stimulation 
(Piéron, 1913). 

This last specific aspect of sleep, its reversibility, is particularly relevant for my thesis. 
Sleep is indeed distinct from other inactive states such as coma or death, as responsiveness to 
external stimulus is only reduced and not abolished (Andrillon & Kouider, 2020). The specific 
neuronal circuit activity measured by electroencephalography (EEG) is as well different compared 
to the one observed during general anesthesia, a state in which reversibility is prevented by a 
pharmacological agent (Akeju & Brown, 2017). The propensity to wake-up both spontaneously 
or in response to an external stimulus are sleep features that can be measured and probed 
respectively, and that give relevant information about how specific species sleep (Keene & 
Duboue, 2018; Siegel, 2005). Arousability in response to an external stimulus for example can be 
measured and give great insights. The traditional way is to measure the arousal threshold (further 
developed in the next chapter), which requires an intervention. Although it is difficult to measure 
it in the wild (Siegel, 2005), it provides a great tool to probe sleep in laboratory or in clinical 
settings. In terms of spontaneous arousals, prey species have a more fragmented sleep than 
carnivorous species, suggesting that sleep architecture may adapt to ecological constraints 
(Campbell & Tobler, 1984). This arousability can however be perturbed giving rise to an 
abnormally elevated number of arousals, evoked or spontaneous. In chronic pain conditions for 
example, patients complain to suffer from ill-timed awakenings. Understanding the mechanisms 
behind increased arousability is therefore paramount to better understand the disturbances and 
potentially design new treatments.  
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However, full scale arousals are not the only type of perturbation observed, and most 
likely many other forms, or partially expressed forms are relevant for people and patients. 
Indeed, sleep and wake are not mutually exclusive and can sometime coexist in certain cases 
such as sleep-walking, or open to debate, during dreaming (Siclari et al., 2017). The sleep-wake 
transition zone is thus not always that sharp (Andrillon & Kouider, 2020) and modified in many 
diseases. There is still a lot to unravel on these states and their substates, their functions, 
interactions and how they are perturbed by pathological conditions. 

 

2. Diversity of awakenings 
 One of the defining characteristics of sleep is its rapid reversibility to wakefulness. The 
process of waking-up is thus an integral part of a normal sleep regulation. While waking-up is a 
common-day and mostly effortless experience for all of us, waking up in physiological terms 
involves a complex coordination between the physiology of the brain and the body. At the level 
of the brain, the EEG readings change from a highly synchronized slow rhythm state to a 
desynchronized, seemingly more active and heterogenous state. At the level of the body, the 
autonomic balance dominated by the parasympathetic system during sleep, is edging back 
toward higher metabolic activity with the activation of the sympathetic system. Among the 
consequences, we observe increases in heart rate, blood pressure, breathing rate and body 
temperature (P. Halasz et al., 2004).  

 Clearly, the rapid and complete transition from sleep to wakefulness at the onset of the 
day is the most striking and physiologically best described form of awakening. However, many 
more events during the night can be classify as such. The American Academy of Sleep Medicine 
(AASM) defines the scoring rules of an awakening from NREM sleep in humans as follows: “Score 
arousal during sleep stages N1, N2, N3, or R if there is an abrupt shift of EEG frequency including 
alpha, theta and/or frequencies greater than 16 Hz (but not spindles) that lasts at least 3 seconds, 
with at least 10 seconds of stable sleep preceding the change. Scoring of arousal during REM 
requires a concurrent increase in submental EMG lasting at least 1 second.” (Berry et al., 2017). 
This definition surely helps the scoring of arousals but encompasses a much greater variety of 
how arousal can physiologically arise. 

Beside the case of the most obvious awakenings consciously perceived and remembered, 
it has long been noted that the physiological processes underlying full wake-up may not always 
occur altogether (P. Halasz et al., 2004). This suggests that the process of waking up may not 
always be complete and can involve only some and not all physiological parameters described 
above. For example, wake-ups can take the form of transient wake-related frequencies in the 
EEG without autonomic changes (P. Halasz, 1998), transient heart rate increases or limb 
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movements (Ferri et al., 2017; Sforza et al., 2000). A further diversity exists in the origins of 
arousals. Some of them are sensory induced, when a clear external stimulus is ascertained as 
their cause, and some are considered “spontaneous” when no obvious cause can be 
distinguished. 

In addition to their intensity, composition, and origin, it has been shown that wake-
related events can occur only locally in some brain areas without inducing a full awakening (Nobili 
et al., 2011; Siclari et al., 2017). This highlights the fact that the sleep state is not present to the 
same extent and simultaneously everywhere in the brain. Moreover, there are observations that 
the border zone between sleep and wake is not always that abrupt in time (Andrillon & Kouider, 
2020). This suggests that there exist transitory states with characteristics that are intermediate 
between full-fledged awakening and sleep. Understanding the arousal diversity, their causes, and 
consequences therefore helps to characterize sleep as a continuous and heterogenous process, 
as they inform on the specific substate of the sleeper before waking up.  

This chapter serves to provide an overview over these different manifestations of the 
transition process between sleep and wakefulness. My goal is to highlight some of the different 
physiological correlates that have added to the notion of this diversity. In presenting this 
overview, I will be in a position to situate my research results as novel contributions to further 
enlarge this diversity in the context of physiological and pathophysiological sleep.  

 

2.1 Sensory stimulus-induced wake-up 

Introductory remarks Although from an external point of view sleep is a state of 
disconnection from the environment, this disconnection is not complete. The most obvious 
evidence for this is that at any point during NREM or REM sleep, sensory stimuli can rapidly 
induce wakefulness (Andrillon & Kouider, 2020; Neckelmann & Ursin, 1993). Here I will first 
introduce seminal experiments/evidence/examples that link external stimulus of different 
modalities to waking up and how they are studied using the arousal threshold. I will give a 
particular focus on painful stimuli, as they are most relevant for my thesis and seem to receive a 
special treatment by the sleeping brain compared to other modalities (Claude et al., 2015). 
Subsequently, I will introduce the neuronal mechanisms thought to be responsible for the loss of 
consciousness and representing the barrier that the stimuli must overcome to induce a sleep-
wake transition (Andrillon & Kouider, 2020). Finally, I will introduce the locus coeruleus (LC) and 
some of its downstream targets, as they represent likely candidates for the detection of external 
stimuli, their integration, and the provoking of the switch from sleep to wake. 

Sensory stimuli can induce wake-up. Interestingly, for the case of NREM sleep, every 
sensory modality except olfaction (Stuck, 2010; Stuck et al., 2007) can be used to induce an 
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awakening. There have been many studies in human and animal models using different stimulus 
modalities and assessing their awakening potential. Using sound, touch (Kato et al., 2004) (Figure 
1), visual (Shang et al., 2008), thermal (Lavigne et al., 2000), taste stimuli (Stuck et al., 2016) and 
as well external nociceptive stimuli (Bastuji et al., 2008; Drewes et al., 1997). Several general 
principles have emerged from these observational studies.  

First, the probability of arousal depends on the intensity of the stimulus. Indeed, the 
intensity of the stimulus has even been used to define the arousal threshold. This useful measure 
is defined as the stimulus intensity required to cause an awakening and was used since a long 
time as an objective measure of sleep and sleep depth (M. H. Bonnet et al., 1978; Rechtschaffen 
et al., 1966). By playing sounds at specific moments, various arousal thresholds were identified 
depending on the sleep stage and the sleep depth (Blake & Gerard, 1937). For example, in rats, 
which unlike mice display multiple non-rapid-eye movement-sleep (NREMS) stages as in human, 
it was demonstrated that the arousal threshold is the highest in NREMS 2. As well, the threshold 
is higher at the beginning of the sleep phase, correlating with high delta power (Neckelmann & 
Ursin, 1993), a marker of sleep homeostasis as it represents sleep depth and sleep propensity 
that increases with time spent awake, and decreases during sleep (Borbely et al., 1984).  

Second, coupling two modalities like sound and touch at the same time has a higher 
chance to induce an awakening than sound or touch alone, suggesting a summation mechanism 
and a shared integration (Kato et al., 2004). 

Third, the saliency of the stimulus also plays a role. Using the person’s own name for 
example, has a higher chance to induce an awakening (Portas et al., 2000). Therefore, it seems 
that a specific weight is associated to each stimulus depending on their origin, intensity, and 
saliency, and that they are summated until the threshold is reached, provoking an awakening. 

Figure 1. EEG and EMG traces in mice showing an example of an arousal induced by a stimulation taken 
from one of our datasets. Here the stimulation is a 2 s mild vibration from a motor attached close to the 
head implant of the animal. 



11 
 

Arousals in REMS. The case of REMS induced arousal is as paradoxical as is this form of 
sleep. The arousal threshold is comparable between NREMS and certain parts of REMS (Ermis et 
al., 2010), but the neuronal activity in REMS being closer to wakefulness, raises the question of 
why sensory stimuli are not fully perceived. Indeed, the appearance of dreams demonstrates that 
conscious processing is somehow preserved. Moreover, It has been shown that auditory 
responses are as well are preserved in REMS, as it is the case in NREMS (Nir et al., 2015). The 
propensity to process a stimulus is also dependent on its saliency (Perrin et al., 1999). Overall, 
although the similitude in the responses suggest a common mechanism of dissociation from the 
external world as in NREMS, the profound differences in activity likely underlie the existence of 
two different ways of disconnection which remain to be identified (Andrillon & Kouider, 2020). 

Nociceptive stimuli induced wake-up. A particular case concerns nociceptive-induced 
awakening. Nociception, further developed in chapter 3, is the system responsible for the 
detection of a potentially dangerous stimulus and its interpretation as a negative feeling. It has 
been demonstrated that nociceptive stimuli, unlike other modalities, have an equal chance to 
induce a wake-up in every sleep stage (Lavigne et al., 2004) and an overall higher chance to 
induce an awakening than other modalities (Bastuji et al., 2008; Lavigne et al., 2000). Moreover, 
a study showed that laser-induced nociceptive stimuli during the N2 stage of NREMS have the 
same arousal properties if triggered inside or outside sleep spindles, which failed to depress the 
associated cardiovascular activation (Claude et al., 2015). Sleep spindles, transient activity in the 
12–15 Hz range in NREMS (L. M. J. Fernandez & Lüthi, 2020) are indeed moments when the 
arousal threshold is increased (Schabus et al., 2012), for example when facing other challenges 
such as a noisy environment (Dang-Vu et al., 2010). This last information illustrates the strength 
of nociceptive inputs to induce an awakening. It suggests that because of their highly survival 
purpose, their processing has an “open access” to higher centers, usually not granted to other 
modalities (Claude et al., 2015). 

Neural mechanisms of arousal from NREMS. Although sensory-induced arousals are 
ubiquitous and part of everyone’s life, the knowledge about the brain’s mechanisms to induce 
the switch from sleep to wake in response to a sensory stimulus is still incomplete. There are 
several mechanisms that have been brought forward and that most likely play complementary 
roles in triggering or protecting from sensory induced arousals. The first is the thalamocortical 
gating hypothesis, which is a mechanism proposed to be responsible for the loss of consciousness 
during NREMS. The thalamus is indeed the last step for sensory stimuli to pass before reaching 
the cortex. Because of its strategic position and functions, it has been proposed in 1994 by 
McCormick and Bal that the thalamus could close the gate to the cortex and thus, isolate it from 
the outside world during sleep (McCormick & Bal, 1994). This gating hypothesis relies in part on 
specific sleep rhythms, hallmarks of NREMS, generated in the thalamus and the cortex. The 
previously mentioned spindles, known to limit the flow of information from thalamus to cortex 
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(L. M. J. Fernandez & Lüthi, 2020) and the slow waves, off-periods observed in the cortex 
appearing on a rhythm of around once every second (Massimini et al., 2003; Steriade et al., 1993). 
While this hypothesis could account for momentary variations of the arousal threshold in NREMS, 
it fails to explain the complete disconnection that needs to be overcome to achieve a wake-up. 
Indeed, sleep spindles and slow waves are not omnipresent in NREMS and almost absent in 
REMS, whereas as mentioned before, the arousal threshold is comparable between NREMS and 
certain parts of REMS (Ermis et al., 2010). Moreover, olfaction, a sensory modality that fails to 
induce awakening (Stuck et al., 2007), is not conveyed by the thalamus and would thus not be 
stopped by a thalamic gating. Finally, sensory inputs where shown to still reach the cortex during 
NREMS and even be processed without necessarily inducing a behavioral (Andrillon & Kouider, 
2020). 

Another complementary explanation, the cortical gating hypothesis, proposed that the 
information could reach the cortex in sleep, but its propagation would be limited within it (Esser 
et al., 2009). Perturbational studies using Transcranial Magnetic Stimulations indeed 
demonstrated that during NREMS, the pulses were short-lived and confined to the area where 
they were triggered, as opposed to long-lasting and propagating in wakefulness (Massimini et al., 
2005). Together these two gating hypotheses could therefore account for the loss of 
consciousness during sleep and the intrinsic variation of the arousal threshold within NREMS. 

By which mechanism this functional connectivity could be reactivated in response to 
external stimulus is still not completely known. Many systems are known to play a role in the 
switch between sleep and wake (de Lecea et al., 2012; Tyree & de Lecea, 2017). However, some 
neuromodulator arousal systems known to innervate the forebrain are specifically activated by 
sensory stimuli and thus represent prime candidates for this arousing role in response to external 
factors. 

For example, the LC is the major noradrenergic brain area and known to be important to 
maintain attention during wakefulness. Not completely silent in NREMS (Aston-Jones & Bloom, 
1981), neurons in the LC respond with short-latency (11.2 ± 1.9 s) action potential or group of 
action potentials to arousal triggering sound stimuli, and as well, start firing before spontaneous 
awakenings (Takahashi et al., 2010). Moreover, it has been observed that its activity level is a 
good correlate of the momentary arousal threshold (Hayat et al., 2020) and of enhanced 
vigilance, measured by resting state connectivity in the salience network (Zerbi et al., 2019). The 
LC is likely just one of the areas important for arousals, but it has been best characterized in terms 
of its anatomical and physiological profile to contribute to the sleep-wake switch.  

The forebrain targets of this ascending arousal system have so far focused on a subgroup 
of thalamic nuclei referred to as intralaminar and midline nuclei. The LC projects into this area as 
well as in autonomic premotor nuclei, and forebrain areas (Samuels & Szabadi, 2008). Key targets 
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of the LC able to induce a rapid state transition were identified as a subsequent point of 
integration of wake promoting signals, within this intralaminar and midline nuclei of the thalamus 
(Beas et al., 2018; Van der Werf et al., 2002). Specifically, it was recently demonstrated that the 
calretinin neurons in the dorsal medial thalamus (DMT), were sufficient to trigger a brief arousal 
by projecting subsequently into forebrain areas. Indeed, their activity was preceding arousal, and 
their activation using optogenetic could trigger short or long arousals depending on the stimulus 
duration (Mátyás et al., 2018). The LC is therefore in a strategic position to receive external 
information and convey them to areas able to prepare for and provoke an awakening.  

In summary, studies investigating the specific pathways taken by each modality, how they 
are processed by the awake or sleeping brain and testing their propensity to induce an 
awakening, helped to select and distinguished specific lines of investigations. Moreover, 
understanding how the brain disconnects from the environment and which barriers need to be 
overcome to achieve an awakening helped to pinpoint specific areas with the necessary 
functions. Finally, identifying specific nuclei responding to external stimulus, characterizing their 
activity and anatomical projections and subsequently testing functionally their capacity in 
inducing a state transition, greatly helped the understanding of this complicated and efficient 
detector/effector alarm system responsible for this behavior that we experience every day. 

 

2.2 Spontaneous wake-ups without an obvious sensory stimulus 

 Introductory remarks. As their name implies, spontaneous arousals are wake-ups without 
obvious cause and occurring seemingly randomly. Like arousals caused by external factors, they 
are composed of electrophysiological and somatic transient changes, such as wake-related 
frequencies and heart rate increases. The rules to score them in human are the same as for 
stimulus-induced arousals, which makes their distinction from sensory-induced arousals, if 
necessary, somewhat complicated in a non-controlled environment (Berry et al., 2017). 

Here I will focus on the brief transient events with a switch back into sleep, referred to as 
the brief- or microarousals. They are ubiquitous in everyone’s sleep, we typically don’t remember 
experiencing them and they are considered normal sleep events (P. Halasz et al., 2004). They are 
particularly relevant for my thesis as they are a marker of sleep fragmentation and often 
associated with sleep perturbation, as their amount correlates with the feeling of fatigue on the 
next day (Stepanski et al., 1984). First, I will give an historical review of the different kind of brief 
arousals described in human, their characteristics, and their regulation. I will then focus on the 
K-complexes, grapho-elements that are the visible reaction of the sleeping brain to a perturbative 
event. Well described when evoked from an external input, but appearing as well spontaneously, 
they are particularly relevant for my thesis as they might represent the visible effect of internal 
perturbative cues (see Discussion). I will continue by describing the cyclic alternating pattern 
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(CAP) sequences, as they highlight an important cyclic property of sleep with recurrent reactions 
to perturbative events. 

 Historical review. Using polysomnography (PSG), the first description of spontaneous exit 
out - and followed by a quick return - into NREMS was by the French group in 1971 (Schieber et 
al., 1971). They called it “phase d’activation transitoire” (PAT) with the following description: 
“Increase in EEG frequencies in conjunction with decrease of amplitudes, disappearance of delta 
waves and spindles, transitory enhancement of muscle tone or phasic appearance of groups of 
muscle potentials, movements of the limbs or changes in body posture, transitory rise in heart 
rate.” In summary, according to the AASM rules, these events classify as short wake intrusion 
events during sleep, followed by a transition back to sleep (Figure 2). 

 The microarousals in human were described later as a PAT of lesser intensity not 
necessarily accompanied by EMG activity but displaying an increase in heart rate (P. Halasz, 1998) 
(Figure 2). Both the PATs and the microarousals appear in different proportion across different 
sleep states and depending on the momentary sleep pressure. They occur preferentially in light 
sleep and in REMS, with a higher propensity toward the end of the resting phase when sleep 
pressure is low (Schieber et al., 1971). 

 K-complexes. Another event considered a signature of arousal do not fall into the classical 
categories of physiological correlates of wakefulness. Indeed, the K-complexes are grapho-
elements observed in human, occurring spontaneously or in response to an external stimulus and 
showing no signs of behavioral change (P. Halasz, 2005; Loomis et al., 1937). This latter case 
demonstrates that sensory reactivity is preserved in NREM sleep even in the absence of an 
arousal. Due to their spontaneous or evoked nature, they are hard to classify as they could have 
their place in the previous chapter as much as this one. I mention them here because they often 
appear in conjunction with other types of spontaneous arousals such as the previously 
mentioned PAT and microarousals (P. Halasz, 2005) and that they give insights as how sleep is 
reacting to spontaneous or evoked events. In the EEG signal, they are defined by a negative 
deflection, followed by a positive component with a minimum duration of 0.5 s (Da Rosa et al., 
1991). They can appear isolated or in bursts of two or more (Figure 2), in which case they are 
accompanied by an increase in heart rate, although not the extent of the increases observed in 
PAT and microarousals (Sforza et al., 2000). In terms of their appearance throughout the resting 
phase, they are more numerous in the descending slope of each sleep cycle and tend to decrease 
in the course of the night (Peter Halasz & Bódizs, 2013), a dynamic opposed to the PAT and 
microarousals, suggesting an antagonizing relationship. 

The role of K-complexes is still not completely elucidated. As of now, the title of two-faced 
Janus is often used to refer to them (Ioannides et al., 2019). Indeed, as they accompany 
spontaneous and evoked perturbations, they are considered an arousal event. However, using 
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micro- and macro-electrode arrays recordings in epileptic patients undergoing intervention 
evaluation, it was demonstrated that K-complexes, both spontaneous and evoked, are not 
distinguishable from the down state of the slow waves (Cash et al., 2009). In that regard, they 
are also considered sleep deepening and protective events (Colrain, 2005; De Gennaro et al., 
2000; P. Halasz, 2016). Therefore, they are thought to result from the processing of a stimulus 
and the suppression of arousal drive to maintain the person asleep (Jahnke et al., 2012); (Blume 
et al., 2018). Their sleep promoting properties even lead to successful attempts at artificially 
deepening sleep using timed sound stimulations (Bellesi et al., 2014). 

Local aspect of K-complexes and arousal. An important aspect of K-complexes is their 
topographic distribution across the brain. For a time, they were thought to be non-specific diffuse 
events, regardless of the specific stimulus modality (P. Halasz, 2005). Later however, studies 
revealed the activation of specific sensory areas during the induction of K-complexes. This 
suggests that there is a local aspect to them, concomitant or preceding their generation and 
propagation in the brain. For example, a study assessed the response to three modalities 
(auditory, somatosensory, and visual) in NREMS in human, using source modeling of high-density 
EEG recordings. The negative deflection of the K-complexes was diffused, and more pronounced 
for auditory stimulus. The activation part of the K-complexes however seemed to have a degree 
of specificity for the primary sensory cortex corresponding to the modality (Riedner et al., 2011). 
Moreover, recently their resemblance to slow-waves helped in finding that two types exist. The 
type I is widespread and larger, and it predominates in the early phases of sleep whereas the 
type II is smaller, detected more locally and arises later in sleep (Bernardi et al., 2018). These 
results indicate that K-complexes are characterized by both a diffused answer topographically 
consistent for different modalities, and a local response in primary sensory area that is sensory 
specific. 

K-complexes as reactive sleep protective event, with a local aspect specific to sensory 
modalities are thus a promising target of investigation for possible alteration in pathological 
conditions. Moreover, the fact that they can appear spontaneously suggests that either internal 
cues can elicit them, or that they can appear in response of naturally occurring variation in sleep 
depth. 

Noteworthy, not only K-complexes, markers of sleep consolidation, have a local aspect. A 
study on data recorded from scalp and intracerebral electrodes placed in the motor cortex and 
the dorso-lateral prefrontal cortex demonstrated that the motor cortex showed recurrent wake-
like activation in NREMS lasting from 5 to more than 60 s. Interestingly, this form of local wake 
was accompanied by an increase in slow wave activity within the prefrontal cortex and measured 
through scalp electrodes (Nobili et al., 2011). This highlights that different cortical areas support 
the coexistence of wake-like and sleep-like electroencephalographic patterns and that a balance 
seems to be maintained between areas to maintain sleep. 
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 Temporal considerations: the example of CAPs. On top of the local aspect, we observe 
variations in the temporal aspect for perturbative/reactive events. Arousal events, PAT, 
microarousals and K-complexes indeed tend to appear in phases of repeated periods with around 
1-minute intervals. Called cyclic alternating pattern (CAP), these periods are described through 
visual observation of phasic events in human NREMS (Terzano et al., 2001). They are composed 
of visually recognizable repeated sequences of transient EEG changes, in the form of abrupt 
variation in the EEG spectral properties (Terzano & Parrino, 2000). CAPs occur mostly at moments 
of NREMS 2 onset or termination but can appear in every sleep stage. They are divided in 3 
categories depending on the type of perturbation they contain. The type A1 and A2, containing 
grapho-elements such as K-complexes or delta bursts (Figure 2) and as such, thought to be a 
response to an external or internal challenge to the sleep continuity. In that case and analogous 
to the K-complexes themselves, they are proposed to represent an active attempt to consolidate 
sleep. CAP of Type A3 are scored when this attempt fails, or sleep is too unstable and we observe 
events reminiscent of PATs and microarousals (Terzano et al., 2001). It has been proposed that 
these recurring periods of activation during sleep would be moments when sensory inputs are 
facilitated and thus, increasing the detection of physiological and pathological events posing a 
threat to sleep continuity (Mendez et al., 2016; Terzano et al., 2005). To echo the concepts 
developed in the previous chapter, it thus seems that brief awakenings would appear at moments 
of lowered arousal threshold containing an internal or external perturbation. 

Overall, CAP and the spontaneous arousals, by acting as a reaction to a perturbation, 
might allow for the measurement of yet invisible threats. Their type, cyclic occurrence and 
intensity give valuable information on sleep quality. Indeed, the amount and type of arousal 
correlate with subsequent daytime sleepiness (Stepanski et al., 1984), and several diseases are 
associated with increased number of microarousals. In consequence, the quantification of 
microarousals and specifically of the CAP rate has become a classical measure of sleep 
perturbation. As such, the automatic detection of CAP sequences is still to date a matter of 
intense research (Arce-Santana et al., 2020; Largo et al., 2019). Such detection allows for high 
throughput analysis in the population and gave promising results, for example, linking CAP rate 
and subjectively reported sleep quality (Hartmann et al., 2020). The density of such events is thus 
a great marker of sleep perturbation in physiological and pathological conditions, and their fine 
characterization gives relevant information on the type of perturbation that might elicit them. 
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Figure 2. Obtained from Sforza et al., 2000. Example of delta burst, K-complex burst, microarousals and 
PAT in human from polysomnography recording. 

 Rodent studies for mechanisms and functions. In animals, microarousals are also 
observed and they are like the human events as they are defined by the following characteristics. 
First, they are short wake events (<16 s) displaying EEG desynchronization, transient high 
frequency appearance during NREMS and often accompanied by EMG activity (Franken et al., 
1991; Tobler et al., 1996) (Figure 3). The upper duration limit of 16 s is a convention that has 
turned out to be useful for sleep architectural and regulation studies, and to characterize sleep 
fragmentation in mutant mice (Franken et al., 1999). Second, studies in rodents show that 
microarousals are more frequent toward the end of the resting phase and that experimentally, 
sleep deprivation reduces their frequency in sleep which renders them useful to study 
homeostatic sleep regulation in rats (Franken et al., 1991; Tobler et al., 1996) and mice (Franken 
et al., 1999). Finally, a common relationship exists in the distribution of brief wake episode 
durations, across at least four mammalian species; mice, rats, cats, and humans (Lo et al., 2004). 
Therefore, animal models reproduce the events observed in human and proved to be appropriate 
to systematically study microarousals generation, their purpose, and the consequences of their 
dysregulation. 
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 Rodent models have been useful to understand the neural origins of spontaneous 
arousals. They opened the possibility to understand the nature of these events and their 
generation by directly interrogating the neuronal circuits involved. One example involves the 
histaminergic system. Histaminergic neurons are located in the tuberomammillary nucleus in the 
posterior hypothalamus and project all over the brain (Haas & Panula, 2003). The histamine 
receptor 1 (H1R), mediates an arousal response when activated (Huang et al., 2006). Its deletion 
in a KO mouse or the use of an antagonist reduced the baseline proportion of brief awakenings 
in the resting phase. Moreover, the increased number of brief-arousals normally induced by the 
histamine release using ciproxifan was prevented in the H1R KO mice et (Huang et al., 2006). This 
suggests that H1R is involved in the state transition from sleep to wake in the context of 
microarousals. 

Another system, the cholinergic one, was also found to be associated with microarousals. 
This system is known for its properties in inducing REMS through projections within the pons 
(Sakai et al., 2001), and for its arousal properties through ascending projections in the cortex 
(Jones, 2003). Interestingly, mice lacking the β2 subunit of the acetylcholine receptor show a 
more consolidated NREMS containing fewer microarousals and longer REMS bouts than their 
controls (Léna et al., 2004). These results show that the cholinergic system is a contributor of the 
organization of sleep in its capacity to interrupt NREMS and by timing REMS onset and duration.  

Evidences of circuits mediating both REMS transitions and microarousals lead to 
hypothesize on a possible function for them. Indeed, more recently a group proposed a novel 
function based on their multi-site local field potential (LFP) recordings in mice. They showed a 
progressive increase in the coherence in the theta range between the hippocampus and cortex 
preceding microarousals, a process that usually lead to a REMS transition. They proposed that 
the microarousals would arise as a protection against an untimed transition to REMS, essentially 
maintaining the brain in NREMS with this quick reversal (Dos Santos Lima et al., 2019). 

To go further onto the protective effect of microarousal, several studies linked the 
appearance of microarousals with internal danger cues. As a good example, in sleep apnea the 
increase of carbon dioxide is perceived by the brainstem parabrachial neurons and subsequently 
trigger brief arousals (Kaur & Saper, 2019). This was confirmed in animal through optogenetic 
activation of parvalbumin neurons in the basal forebrain, the ones normally activated by the 
carbon dioxide sensing pathway. Interestingly, they were also activated by auditory stimuli and 
their optogenetic activation could reliably produce brief arousal identical to spontaneous ones 
(McKenna et al., 2020). 

Spontaneous arousals, by their appearance, generation and supposed functions are thus 
comparable to arousals facing external stimulus. As the knowledge of their origin and diversity 
unfolds, the gap between spontaneous and induced arousals is reducing. However, further 
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studies are still needed to understand how the sleeping brain reacts to internal cues. 
Furthermore, the origin and nature of some of the internal cues able to trigger spontaneous 
arousal are still unknown. By itself, this represents a promising novel field of investigation 
commensurate to the one questioning which and how external stimulus are causing awakenings. 
As we saw in the previous chapter, nociceptive stimulus leading to the experience of acute pain 
represents an external drive particularly potent at inducing an awakening. Could pain, through 
its maladaptive transition to chronic pain, switch from external to internal cue and perturb sleep 
through the mechanisms mentioned above? 

 

 

Figure 3. Example of a microarousal observed in one of our recording in mice. Note the transient high 
frequency EEG activity and concomitant increased EMG activity. 
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3. What is pain? 
To better define the question concluding the previous chapter, I must introduce the 

nociceptive system. Unlike sleep, the reason for the existence of an acute painful experience is 
obvious. Evolving from a rudimentary thermal or chemical avoidance system in unicellular 
organisms, nociception, described by Sherrington in 1904, is an alarm system able to detect 
harmful stimulus and to protect from them, even before they occur (Woodworth & Sherrington, 
1904). To date, pain is considered as a sensory and emotional experience protecting from actual 
or potential tissue damage (International association for the study of pain IASP definition). A good 
example of the necessity of this system is the consequence of its absence in patients suffering 
from congenital insensitivity to pain. Indeed, this syndrome require constant vigilance from 
themselves and their surroundings (Axelrod & Hilz, 2003). It is a rare genetic condition where the 
patient is unable to transmit peripheral nociceptive inputs along the primary sensory neuron. 
Similarly, but at the opposite end of the nervous system, pain asymbolia is a very rare condition 
where focal brain deficit (trauma, ischemia, tumor, etc.) in cortical areas involved in the 
emotional component of pain can lead to total impassivity to pain and can abolish reaction to 
intrusive stimulus (Gerrans, 2020). In both cases, other sensory modalities (touch, 
proprioceptive, etc.) are intact. Despite their devastating consequences, these syndromes shed 
the light on important mechanisms involved from the peripheral detection of harmful stimuli to 
the formation of the pain perception and the resulting avoidance behavior.  

To understand the pain modality as a stimulus able to induce an awakening, I will 
introduce how they are detected and interpreted as pain by the body and the brain. Particularly 
relevant for the main question of my thesis, I will then describe chronic pain, a multifaceted 
pathological condition resulting from maladaptive pain inputs at the periphery and central level. 
Finally, I will mention recent advances on how pain feeling is coded in the brain and how 
electrophysiological rhythms helped and might help in the future to understand and measure 
this integrative process. This last aspect of pain and chronic pain is particularly interesting in the 
understanding of the potential effect of pain on sleep, as some of the rhythms overlap and 
therefore can help in formulating hypothesis.  

 

3.1 From sensory terminals to the feeling of pain 

Introductory remark. As the definition indicates, nociception is divided in two main steps. 
The detection of the stimulus at the periphery and its interpretation as painful at supra spinal 
central level. Normally sequential, these two processes can occur individually in some 
pathological conditions. In the case of a classical pain stimulus integration, the peripheral 
detection comes first (Figure 4). The path taken by a nociceptive stimulus in normal and 
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pathological condition is particularly relevant since it might represent the root of the sleep 
alterations observed in chronic pain. Thus, I will first describe how a painful stimulus is detected 
and conveyed to the spinal cord. Then, I will mention the main steps necessary for its 
interpretation in the central nervous system (CNS) and the various modulatory forces involved. 

Stimulus detection. The detection of an insult, such as a pinch or a burn, is accomplished 
by a specific kind of peripheral neurons, the nociceptive neurons (Figure 4). Located in the dorsal 
root ganglions (DRG), or in the trigeminal ganglia, these pseudo-unipolar neurons have a 
peripheral ending into the innervated tissue and a central ending into the dorsal horn of the 
spinal cord. They are equipped with specific pain receptors, the nociceptors, able to detect mainly 
three different modalities: thermic, mechanic, and chemical (Dubin & Patapoutian, 2010). More 
recently, studies revealed that these nociceptors can even detect bacteria and other 
microorganisms threatening tissue integrity (Chiu et al., 2016). The transduction of the input, 
step by which the stimulus is transformed in an electrical signal is achieved by these nociceptors 
in a similar way, albeit with a higher threshold, or with other sensors, as the classical sensory 
perception achieved by mechanoreceptors for example. This transduction occurs when a 
somatosensory process facilitates the opening of ion-gated channels, depolarizing the terminals 
(Martinac, 2012; Nilius & Honore, 2012). Voltage-gated ion channels like the ones of the NAV 
family then trigger an action potential and initiate the transmission of the signal toward the DRG 
(Figure 4)(McEntire et al., 2016). Regarding this transmission, the classical view is that specific 
modalities such as mechanical and thermal were respectively conveyed by mildly, A-delta- or not 
myelinated, C-fibers. However, the complex distribution of nociceptors in primary sensory 
neurons revealed a large diversity of cell types that goes beyond the common distinction of A-
delta and C categories for sensing nociceptive stimuli (Usoskin et al., 2015). 

Entry in the CNS and integration. The signal then reaches the first synapse in the 
superficial layers of the dorsal horn of the spinal cord. These synapses are surrounded by 
inhibitory and excitatory interneurons, as well as projections from the descending pathways 
(Figure 4) that will contribute to pain modulation (Garland, 2012). The signal is now in the CNS 
and will travel upward through the spinothalamic or trigeminal tract depending on its origin, body 
and face respectively. Once the input has reached the thalamus, specifically in the ventral 
posterior lateral (VPL) and the ventromedial nucleus (VPM), it is relayed to the cortex in 
somatosensory areas through the lateral path and to prefrontal and insular cortex areas through 
the medial path (Groh et al., 2018), as well as subcortical areas, including the amygdala, the 
hypothalamus, the periaqueductal grey and the basal ganglia. The pain sensation results 
essentially from an integrative process and is divided in at least two main components: (i) 
discriminative: the location and subjective intensity of the pain, typically thought to be coded in 
somatosensory areas (Bushnell et al., 1999), and (ii) emotional: the unpleasant and aversive 
feeling, thought to be mediated in limbic areas. This later sensation is likely taking place within 
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the insula and anterior cingulate cortex, which are consistently activated by nociceptor inputs 
(Tracey & Mantyh, 2007). Together, these interconnected areas are called the “pain matrix”. They 
collectively process nociceptive information into the experience of pain and then, project back 
into the brainstem and the dorsal horn of the spinal cord though the descending pain modulatory 
system with modulatory power over nociception (De Felice & Ossipov, 2016; Legrain et al., 2011; 
Melzack, 1999). 

Pain output and modulation. This system final output is therefore a measure of the risk 
associated to the painful stimulus. The intensity of the stimulus itself is of course considered, but 
the current state and context of the individual is as well important (Leknes et al., 2013). The 
resulting feeling of pain in response to a nociceptive stimulus, very much like the arousal 
response to any external one, strongly varies depending on the state of the individual. Motivation 
plays a critical role for example. It is common sense that athlete competing in a marathon would 
be powered through their pain, whereas similar pain in a non-competitive setting would alarm 
the runner. Expectation is as well a strong modulator of pain as placebo studies suggests (Berna 
et al., 2011; Jensen et al., 2012). The recognition and study of this effect lead to great 
improvement of pain management by the interactions between the patient and the physiscian 
(A. Fernandez et al., 2019). 

 

Figure 4. Summarized view of the main steps from periphery to brain, leading to the normal processing of 
nociceptive information. 
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3.2 Chronic pain: peripheral and central sensitization 

Introductory remarks. The whole pain system starts as a necessary alarm for the survival 
of the individual. As for the arousal system, there are cases where the system increases its 
sensitivity in a physiological manner, and cases where we observe a pathophysiological increase 
in sensitivity. Framing this sensitization process is important for my thesis, as it is the basis of the 
transition from acute to chronic pain and could have direct effects on sleep. First, we observe a 
normal sensitization process occurring after repeated stimuli, very intense ones and/or tissue 
injury. This process is causing tonic pain associated with two major changes in sensitivity called 
allodynia, where a previously non-noxious stimulus become noxious and hyperalgesia, where an 
already noxious stimulus elicits a bigger response (Yam et al., 2018). This sensitization is here to 
remind us to take care of a wound and to decrease movements to promote recovery. This 
necessary lowering of the pain threshold results from a process that involves LTP (Woolf & Salter, 
2000) and returns to baseline after some time once the primary lesion is healed. Unfortunately, 
this system can become over-responsive, or over-active for much longer periods. When pain 
outlast its original cause and do not have a protective function anymore, we say that it becomes 
maladaptive and turns into pathological pain (Yam et al., 2018). Here I will first mention how, 
using animal models, we can study the transition from injury to chronic pain. As I am using a 
model of neuropathic pain, I will introduce it with its advantages and limitations. I will then briefly 
mention the changes occurring through peripheral and central sensitization in the spinal cord. 
Finally, I will give a bigger overview on the specific changes at the level of the brain upon central 
sensitization, as they might be directly linked to how the brain sleeps in this pathological 
condition. 

Chronic neuropathic pain and focus on the spared nerve injury model. The transition from 
acute to chronic pain is a moment of great changes both at the periphery and at the CNS level. 
Understanding the sequence of maladaptive events unfolding during this transition is paramount 
to prevent them after an accident or a surgery. Indeed, 10–50% of individuals will suffer from 
chronic postoperative pain, even after banal surgery (Kehlet et al., 2006). This transition from 
normality to a hypersensitive state has been studied extensively in animals thanks to multiple 
models of chronic pain.  

Specifically, chronic secondary neuropathic pain, where pain originate from a lesion of 
the nervous system (Finnerup et al., 2021) and which is the most intractable form of pain, has 
received a particular interest. Animal models such as the spared nerve injury (SNI), or the chronic 
Constriction Injury (CCI) have proven to reproduce parts of the human conditions, mainly the 
pain hypersensitivity (Challa, 2015). The SNI model that I am using is considered severe due to its 
robust and long-lasting effects. It consists of the ligation and section of two branches of the sciatic 
nerve, classically the tibial and peroneal, leaving the sural nerve intact (Bourquin et al., 2006; 
Decosterd & Woolf, 2000). This manipulation induces a reliable increase of sensitivity in the sural 
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area of the hind paw and nocifensive behavior lasting at least up to one year (Topham et al., 
2020). This increased sensitivity can be revealed by performing conventional tests of sensitivity 
such as the von-Frey for mechanical or plantar for thermal stimulations, measuring allodynia- and 
hyperalgesia-like behaviors in mice (Bourquin et al., 2006). Even though the main aspects of the 
disease, the allodynia and hyperalgesia, are successfully modelled in animal, there are other 
aspects of chronic pain that are much harder to measure and that remain elusive despite 
promising advances. First, do they experience spontaneous pain as in human, or are they only 
more sensitive to stimulations? Studies on facial expression would certainly help to partly answer 
that question, as it was already proven to demonstrate pain and discomfort in animals (Dolensek 
et al., 2020; Langford et al., 2010). Second, do they reproduce the catastrophizing and the 
depression often found in patients? Behavioral assessment showed that SNI mice indeed tend 
develop anxiety and depression-like behavior after a few weeks, but results vary depending on 
the study indicating that this measure is subject to possible biases (Guida et al., 2020). 

The only way to ascertain pain in a patient and to obtain a subjective measure is to ask 
directly. Models of neuropathic pain are thus hard to characterize, and as often with animal 
models, present only correlates of the disease phenotype. However, the physiological changes 
associated with nerve injury, divided in two main part, peripheral- and central sensitization, are 
reproducible between human and mice and their characterization in animal models greatly 
improved our understanding of neuropathic pain and its consequences. 

Changes upon peripheral sensitization. The first changes occur at the level of the nerve 
injury where spontaneous discharges are sent to the cell bodies of the nociceptor neurons in the 
DRG. Next, upon detection of the lesion and the loss of trophic support from the periphery, the 
DRG neurons increase or decrease the expression of different genes and signaling molecules 
(Berta et al., 2017). This concerns not only the injured neurons; we observe similar changes in 
adjacent non-injured neurons that co-mingled in the DRG. This release of signaling molecules in 
the DRG and at the site of the injury is commonly referred to as the inflammatory soup (Yam et 
al., 2018) which in turn, generates further spontaneous activity reaching the spinal cord. There 
would be much more to say about peripheral sensitization as it represents a whole field of 
research within the pain field. However, this would go beyond the scope of my thesis. The key 
points here are therefore the spontaneous ectopic activity along the peripheral and central axon 
branches of the DRG neurons and the increased sensitivity at the innervated area of injured and 
extending to non-injured neurons. 

Changes upon central sensitization. There are compelling evidences that the spontaneous 
activity from the periphery observed in the peripheral sensitization contributes to the 
development of the subsequent central sensitization and chronic pain. Indeed, by inhibiting this 
activity at injury onset using specific pharmacological inhibitors, the long-term increase in 
sensitivity is prevented (Alexandrou et al., 2016; Ibrahim et al., 2003). The first changes result in 
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the facilitated response and increased firing of principal neurons within the dorsal horn of the 
spinal cord, which receive direct inputs from the DRG neurons. The mechanisms leading to these 
changes are extensively studied (Latremoliere & Woolf, 2009) and comprise for example a loss 
of inhibition from the neighboring interneurons. As well, it has been noted that immune cells 
have an important role in inducing and maintaining an inflammatory state which reduces the 
firing threshold of principal neurons. Indeed, studies demonstrated that T-cells infiltrate the 
spinal cords and microglia switch to an activated state, changes that were proven necessary to 
develop chronic pain (Gattlen et al., 2016; Gattlen et al., 2020). As for the peripheral sensitization 
however, the consequences on the signal conveyed to the brain is the important part for my 
research. Overall, central sensitization at the spinal cord level results in a gain of function of 
neurons and circuits along the neuraxis, measurable by the increase in membrane excitability, 
the reduced inhibitory drive, and the increased synaptic efficacy (Latremoliere & Woolf, 2009). 

The changes occurring in the brain upon central sensitization are particularly relevant, 
since they may directly impact on how the brain sleeps globally, or locally in the concerned areas. 
For example, in the CCI animal model, it has been observed through ex-vivo patch-clamp technic 
that the pyramidal neurons in the anterior cingulate cortex (ACC) become more excitable due 
mainly to a reduced inhibitory drive from parvalbumin interneurons (Blom et al., 2014). This 
particular aspect was again confirmed later, using in-vivo two-photon calcium imaging in awake 
mice. They found a bilaterally enhanced activity of pyramidal neurons in the ACC in the absence 
or presence of pain stimuli after SNI (Zhao et al., 2018). 

The primary somatosensory cortex (S1), though to code for the localization and intensity 
of the painful stimulus is as well subjected to profound changes with central sensitization 
(Bushnell et al., 1999). It was first revealed through calcium imaging techniques that the 
pyramidal neurons in S1 were over-active spontaneously and upon nociceptive stimuli 7–8 days 
after injection of complete freud adjuvant (CFA) in the paw, which produces a chronic 
inflammatory pain (Eto et al., 2011). The same observation was later observed in SNI, in which it 
was demonstrated that pyramidal neurons were overactive due to reduced parvalbumin and 
somatostatin interneurons activity. Interestingly, up-regulating somatostatin interneurons 
activity using a DREADD approach normalized the pyramidal cell activity and induced analgesia 
in these animals (Cichon et al., 2017). 

Chronic pain therefore is the result of a huge constellation of molecular, synaptic, 
morphological and circuit alterations all along the periphery and the CNS matrix coding pain. 
However, the causes and the mechanisms associated to these changes still require investigation 
(Finnerup et al., 2021; Latremoliere & Woolf, 2009). In summary, the shift toward 
hyperexcitability is accompanied by a modified signaling and interpretation of stimulus. The 
facilitation of noxious and non-noxious information to travel along the pain pathway renders 
stimuli previously not painful, like the mere fact of standing up or say sited for too long, to 
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become painful. Moreover, nociceptive inputs are generated spontaneously at the periphery and 
or in the CNS are then falsely interpreted as pain. 

 

3.3 Pain rhythms 

Introductory remark. In clinic and in research, pain sensitivity is objectively measured by 
withdrawal response facing stimulus with increasing intensity. Similar to the arousal threshold, 
this gives a very good approximation of the individual limits, but lacks several other aspects of 
pain, such as ongoing spontaneous experience and the emotional part. In patients, this is in part 
assessed thanks to well-designed subjective scales and questionnaires, but such measures are 
limited and not always accessible. Therefore, there is an urgent need find a way to rate the pain 
intensity and spontaneous pain in population that are unable to report it clearly, such as animal 
models, young infants, or comatose patients. Understanding how pain is coded in the brain, or 
reflected in the body, from an input in the periphery or because of a disease, is thus of importance 
to develop such objective measure. Big steps in that direction were achieved by studying the 
brain rhythms associated to pain. In this part I will first justify the use of such measure in the pain 
field and explain why they are particularly suited for my question. I will then introduce the 
literature on how pain is coded and measured through oscillations in the different settings of 
phasic, tonic, and finally chronic pain. A particular interest on the gamma oscillation must be 
intertwined as this rhythm represents a promising target as pain biomarkers both in human and 
animals.  

Why studying rhythms. Pain is the result of a dynamic interplay between areas answering 
the instantaneous demands and state of the individual at a timescale that could not be explained 
by structural changes (Kucyi & Davis, 2015). How exactly these areas are coding and modeling 
this information is still unknown. However, as pain result from the fast synchrony and integration 
between the areas of the pain matrix, it is likely that neuronal oscillations at different frequencies 
are responsible, or at least, correlate of the pain feeling formation. There is indeed evidence that 
oscillations and coherence could be the substrate of short- and long-range communication within 
the brain (Fries, 2015). There has been more and more interest in the study of pain rhythms, 
resulting in great insights in the functioning of this system (Alshelh et al., 2016; Ploner et al., 
2017). Therefore, as they represent the correlates of a communication particularly suited for the 
integration of pain, variations in membrane potential revealed through electrophysiological 
recording are a great target of investigation for the study of pain. Moreover, as the sleep field 
highly rely on these measures, the correlation between pain and sleep parameters can easily be 
assessed by questioning the rhythms. 

Coding phasic pain. Studies linking brain rhythm and pain were mostly carried on phasic 
pain. It is indeed easier to assess the frequency changes associated to a clear, timed defined 
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stimulus. From EEG and MEG data both in patients and in animal models, we know that a painful 
stimulus induces a pain response in three main steps. First, around 150–400 ms after the acute 
stimulus, there is an increase in the frequencies below 10 Hz, originating from the 
somatosensory, motor, and frontoparietal cortices including the insula, the secondary 
somatosensory, and cingulate cortices. Together, these areas form the well-known pain-related 
evoked potentials (Garcia-Larrea et al., 2003; Lorenz & Garcia-Larrea, 2003; Ploner et al., 2017). 
Second, around 150–350 ms, phasic pain induces an increase in gamma frequencies over 
somatosensory and motor areas (Gross et al., 2007; Hauck et al., 2007; Tan et al., 2019; Yue et 
al., 2020; Z. G. Zhang et al., 2012) as well as in the insula (Liberati et al., 2018). Finally, around 
300–1000 ms after the stimulus, we observe a transient suppression of alpha and beta 
frequencies in the somatosensory and motor cortices, and occipital areas (Hu et al., 2013; May 
et al., 2012). 

Gamma oscillations. Recently, the increase in gamma oscillation and the question of what 
it represents has received a particular interest. Localized mainly over the somatosensory cortex, 
it has been shown to be specific to nociceptive stimulus and to reflect the area where the stimulus 
is delivered (Heid et al., 2020). The gamma oscillations have been found to originate from rapid 
firing of interneurons in the superficial layer of S1, and to facilitate the communication with the 
PFC (Yue et al., 2020). As Gamma oscillations can appear linked to several cognitive processes 
such as attention, memory retrieval or learning (Benchenane et al., 2011), the question whether 
they are functionally liked to pain or just a result of attentional shift is still debated (Ploner et al., 
2017). We know however that the gamma frequency increase correlates with subjective pain 
intensity specifically, and not with the saliency associated, as repetitive stimulus of the same 
intensity which reduce saliency, induce a constant gamma increase response in human (Z. G. 
Zhang et al., 2012). 

A very elegant study in mice recently dissected the functional contribution of gamma 
oscillation to pain and the underlying circuits involved. They showed that the gamma oscillation 
in S1 cortex is linked to pain intensity in mice, and that by imposing them onto the cortex using 
optogenetic increases pain sensitivity and produces aversive behavior. It seems that S1 mediate 
this effect by its crosstalk with prefrontal areas and by descending serotoninergic fibers 
facilitating the ascension of pain stimulus in the spinal cord (Tan et al., 2019). Phasic pain 
subjective perception can thus be measured by and modulated by gamma oscillation in S1. 
Therefore, they represent a potentially useful pain biomarker usable across species and several 
studies are already successfully assessing its predictive power (Misra et al., 2017; Sun et al., 2021; 
Yue et al., 2020). 

Coding tonic pain. Longer lasting pain however is much harder to detect, as there is no 
way to time lock to a specific stimulus. One step toward understanding the coding of longer 
lasting pain was done by using longer, time-defined stimulus such as heat, to induce tonic pain. 
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Unlike phasic pain, tonic pain seems induce gamma oscillations in the medial prefrontal cortex 
more than in S1 (Schulz et al., 2015). These results point toward a switch from sensory areas 
toward emotional- and motivational-encoding areas when pain lasts for a longer period. Further 
evidence even linked a gamma oscillation increase to cases of chronic low back pain, indicating 
that this biomarker holds true for ongoing pain without induced stimulus (May et al., 2019). In 
animal, alpha and gamma frequency in S1 are clearly elicited for instance by tonic inflammatory 
pain produced by CFA injection (Tan et al., 2019) (Figure 5). Therefore, it seems that the changes 
observed in phasic pain stimulus are similar, although longer lasting and processed more in 
emotional areas at least in human, in the case of tonic pain. 

 

 

Figure 5. Adapted from Tan et al., 2019. Effect of CFA 4 days after injection in the paw, measured in 
contralateral S1HL. a. shows representative traces and b. mean across whole recordings. 

 

Coding chronic pain. In the case of chronic pain, resting state network measure revealed 
several changes in humans. Most notably, an increase in high theta (6–9 Hz) and low beta 
frequency ranges (12–16 Hz) was found in patient suffering from neuropathic pain (Sarnthein et 
al., 2006; Stern et al., 2006). These changes have been proposed to cause a thalamocortical 
dysrhythmia. The thalamus, by shifting from alpha (10–15 Hz) toward theta, would favorized the 
cross-frequency coupling in beta and gamma range through the thalamocortical loop, effectively 
increasing these two bands in the cortex (Llinas et al., 1999; Vanneste et al., 2018). In animal 
models however, there has been reports of increased theta and beta frequencies in S1 and 
medial prefrontal cortex in rats injected with capsaicin, CFA, or submitted to CCI (LeBlanc, 
Bowary, et al., 2016; LeBlanc, Lii, et al., 2016; LeBlanc et al., 2014). Not always in line with the 
findings in human, these studies raise the question of how much of the abnormal spontaneous 
and stimulus evoked pain experience is truly shared between species and how each band reflect 
specific activity in each species.  
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In summary, the studies indicate mostly changes in the theta and the beta range once 
chronic pain has set in. In humans, the changes occur mostly in prefrontal areas. One of the main 
consequences of chronic pain is a disturbed integration of non-nociceptive inputs as pain. A 
perturbed balance of oscillation within the brain would therefore represent the main culprit for 
these wrong associations and might play an important role in chronic pain. However, this field 
and specific approaches are still largely unexplored in the context of chronic pain. As was shown 
recently by the Kuner group (Tan et al., 2019), more systematic studies directly interrogating 
these oscillations in animal models at different phases of chronic pain would benefit the field 
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4. Sleep and pain 
Chronic pain patients have many complaints, among which, perturbed sleep is 

experienced by 45 % of them (Jank et al., 2017; Treede et al., 2019). These complaints take the 
form of difficulties to fall asleep, frequent awakenings and the feeling of fatigue during the day 
(Bjurstrom & Irwin, 2016; Mathias et al., 2018). This relationship is bidirectional, and we observe 
an amplification of the symptoms if left untreated. On one hand, sleep deprivation or 
fragmentation increases pain sensitivity (Alexandre et al., 2017; Haack et al., 2020). On the other 
hand, pain further aggravate the sleep perturbations, resulting in a vicious circle from which it is 
hard to come out. This relationship is however not equilibrated. Indeed, impaired sleep seems 
more potent at increasing pain, than pain is at disturbing sleep (Finan et al., 2013). This might 
represent an opportunity for treatment, by tackling the problem from the sleep side. Beyond 
improving quality of life, normalizing sleep in patients might relieve them from a significant 
fraction of their pain. However, to design proper therapy we need to understand exactly which 
aspect of sleep is affected in the first place. This last point represents the principal aim of my 
thesis and the subject of my principal research paper. In this last introductory part, I will 
summarize the main findings on this relationship in human, with a focus on PSG studies, to 
understand the phenotype that needs to be modelled in animals. Based on the observations and 
difficulties encountered in PSG studies, I will introduce a particular case of insomnia, the 
paradoxical insomnia, which could give valuable insight to disentangle the results. I will then 
mention some animal studies and how so far, they have helped in understanding how sleep is 
affected by chronic pain and which limitations were met.  

 

4.1 Human complaints and phenotype 

 Introductory remark. There has been numerous studies and subsequent reviews 
examining what exactly is perturbed in the sleep of patients suffering from chronic pain(Kelly et 
al., 2011; Menefee et al., 2000; Moldofsky, 2001) Most studies rely on subjective sleep 
assessment (Morin et al., 1998). For example, a survey study in primary care patients revealed 
that 45.5% of the patient suffering from chronic pain, reported sleep disorders (Jank et al., 2017). 
Subjective complaints are of great importance and in the end, they are what need to be solved 
by the potential treatments. However, to understand the root of these complaints there is a need 
to find objective measures correlating with them, and that can be tested for causality. This is 
where PSG can be helpful. 

Polysomnography in patients. PSG studies in chronic pain patients are the solution to 
investigate this aspect, but a large variability is observed between them and they gave rise to 
contradictory results (Bjurstrom & Irwin, 2016). More recently, a meta-analysis (Mathias et al., 



31 
 

2018) helped to disentangle these results over PSG studies in various chronic pain populations. 
From 22 studies and despite a high level of variability, they concluded that patients shared the 
following noteworthy objective measures; sleep continuity was affected with less total sleep 
time, longer sleep onset latency and more time awake after sleep onset. Sleep architecture was 
slightly affected with proportionally more time spend in NREM 1 sleep, but same percentage of 
the other sleep phases NREMS 2, 3 and REMS. Sleep fragmentation was increased, with more full 
transitions to wakefulness, but no significant difference in the amount of microarousals. They 
also observed more episodes of sleep apnea in patients, which could be the cause of the sleep 
fragmentation. This meta-analysis however highlights some possible biases in the different 
measures. One example is in the use of opioid treatment in chronic pain patient. Indeed, such 
treatment is known to increase the occurrence of sleep apnea events and subsequent sleep 
fragmentation (Guilleminault et al., 2010). The fact of sleeping in a laboratory or at home also 
had a significant impact on some measures, among which total sleep time. Moreover, a screen 
for sleep disorders predating the onset of chronic pain was often not assessed, which might 
inflate some of the results (Mathias et al., 2018) (Table 1). 

 

 

Table 1. Obtained from table 3 in Mathias et al., 2018. Summary of the differences in PSG-measured sleep 
variables between chronic pain patients and healthy controls. 

 Sleep studies in chronic pain patients therefore helped to pinpoint specific sleep 
alterations and could conclude that patients suffer from an objectively poorer sleep compared 
to controls, despite the high variability and possible biases. This intrinsic variability in patients 
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and between the type of chronic pain conditions render attempts at objectively describing sleep 
alterations very difficult and often not successful. In opposition, poor perceived sleep and 
subjective complaints are reliably observed in patients (Jank et al., 2017) and their causes should 
be investigated within the quality of each sleep stages and not just their proportion and 
transitions. 

 

4.2 Paradoxical insomnia 

 Introductory remark. A subgroup of insomnia disorder, the paradoxical insomnia (Edinger 
& Krystal, 2003) illustrates well the dissociation between measured and perceived sleep. Patients 
suffering from paradoxical insomnia feel unrested in the morning despite no visible sleep 
architecture alterations. Therefore, objective sleep alterations could represent only the visible 
and non-obligatory consequences of a deeper problem, which could explain part of the 
discrepancies in chronic pain PSG studies.  

Spectral changes and substates. The spectral power and dynamics of the EEG in sleep can 
help to identify and distinguish substates. For example, frequencies in the theta (4–8 Hz), alpha 
(8–12 Hz) and beta range (14–35 Hz), normally associated with information processing in 
wakefulness were elevated, opposed to a reduction in delta power (1–4 Hz) in patients (Feige et 
al., 2013; M. L. Perlis et al., 2001; M. T. Perlis et al., 2001). More recently, another study 
distinguished substates within the dynamic of the EEG spectral composition. Using machine 
learning, they revealed that data-driven classification in 6 stages, with possible co-occurrence 
from deep N3 sleep to wakefulness were necessary to reveal the appearance of a wake-related 
stages in what would be considered sleep in insomnia disorder patients (Christensen et al., 2019). 

Interestingly, differences in sleep stage quality can already be identified in the normal 
population. A study from the center of investigation and research on sleep CIRS at the CHUV 
compared a cohort of normal sleepers, although having a habit of underestimating their time 
asleep, with a cohort of people correctly estimating their sleep. The under-estimators displayed 
a higher prevalence of beta power (18–30 Hz) and a diminution of delta power (1–4 Hz), best 
represented by the activation index which is the ratio of high over low frequencies (Lecci et al., 
2020). Reminiscent of what is observed in paradoxical insomnia patients, this imbalance, 
correlate of the feeling of unrest in the morning, could represent an early marker for insomnia.  

Sleep stages as we describe them are therefore not sufficient and further distinction is 
needed to explore their heterogeneity. This would help to understand which sleep parameter is 
affected in many diseases which still resist and present too much variability for classical PSG 
measures. 
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4.3 Animal studies on sleep and pain 

Introductory remark. As presented individually above, the research on animal models 
greatly improved the understanding of the mechanisms involved in the sleep-wake control 
system and the nociceptive system. Particularly the transition from acute to chronic pain states 
(Burma et al., 2017), and the associated remodeling of the central and peripheral nervous system 
and its consequences are well documented (Kuner & Kuner, 2020). However, despite the parallel 
advances in these two fields, sleep studies on chronic pain models are not numerous, assessing 
mainly architectural changes in sleep and sometimes contradict each other.  

Architecture studies and limitations. For example, a group found severe changes in sleep 
architecture in rats with CCI, such as reduced sleep efficiency, increase number of full arousals 
from day 2 to day 10 and again from day 20 after surgery (Andersen & Tufik, 2003). However, 
another group concluded on the same year that rats with CCI had no sleep alteration from day 
13 to 146 (Kontinen et al., 2003). Later, an interesting result was found when a group added an 
environmental condition to the experiment. Rats with CCI were showing no sleep alteration, until 
they were housed on sandpaper instead of pellets. In contrast, the sham animals were sleeping 
as much as before in this condition (Tokunaga et al., 2007). These results suggest that sleep is 
indeed perturbed in animal models, however to a degree that is not obvious at the level of the 
architecture. This highlights the need to assess sleep at the qualitative level and look within the 
states as it is already done in patients with insomnia disorders. That direction was taken already 
in a study that did not rely on sleep scoring, but on an automatic state classification method 
(Gervasoni et al., 2004). They discovered that the classification was highlighting more transitions 
between the wake-like and sleep-like state, that were not necessarily obvious at the architectural 
level (Cardoso-Cruz et al., 2011). Animal model therefore could help understanding the direct 
effect of pain on sleep, without the eventual confounding factors encountered in human, such 
as mood related sleep disturbances, previous conditions, and environmental factors. 

My own study. My thesis pursues this question by analyzing sleep in SNI compared to 
sham animals, focusing on NREMS. Indeed, with the knowledge that sleep can be altered without 
noticeable effects onto scored sleep architecture, I have designed specific analysis and measures 
relying on frequency dynamics and heart rate variations at specific fragile moments of NREMS, 
where it would be likely to identify such disturbances and fragmentation. Moreover, I pointed 
out above that sleep can vary locally. This information coupled with the alteration in some brain 
areas after SNI, specifically in the loss of inhibitory drive (Cichon et al., 2017), and the increased 
gamma frequency (Tan et al., 2019), lead us to hypothesize that sleep could be altered only in 
some area related to pain, such as S1 or prelimbic cortex. Finally, as we suspected a fragile sleep 
facing external stimulus, I designed a method to assess arousability in response to vibrations 
based on a closed-loop system able to target continuous or fragile moments within NREMS. 



34 
 

Results 

Study I: 
Coordinated infra-slow neural and cardiac oscillations mark fragility and offline periods in 
mammalian sleep 

Sandro Lecci, Laura M. J. Fernandez, Frederik D. Weber, Romain Cardis, Jean-Yves Chatton, Jan Born, Anita Lüthi 

Sci Adv. 2017 Feb 8;3(2):e1602026. 

Sleep is a state of relative disconnection from the close by environment. This 
disconnection seems essential to complete the restorative, memory consolidation and 
metabolite clearance functions of sleep. However, to protect the individual against potential 
threats, some attention to stimulus must remain and be permitted to trigger an arousal. 
Therefore, sleep should be continuous and fragile. How are these two contradictory aspects 
reconciled? 

In this study we used PSG in mice and human to explore the heterogeneity of NREMS and find 
markers predicting moment of higher or lower arousability facing auditory stimuli. NREMS is 
characterized by specific power band such as SWA (0.75–4 Hz) and sigma (10–15 Hz). We 
investigated the temporal dynamics of the power of these two bands in mice, in continuous bouts 
of NREMS. 

We found that sigma power displayed a cyclic pattern of rising and falling on an infraslow 
timescale of around 50 s per cycle. This infraslow rhythm was specific to sigma as it was not found 
in SWA activity and decreased in amplitude in the adjacent frequency bands theta (5–10 Hz) and 
beta (15–25 Hz). A similar observation was subsequently made in human stage 2 NREMS, by 
following the dynamics of the individual fast spindle peak frequency. We then tested if the phases 
of this infraslow rhythm timed difference in arousal threshold. We exposed the sleeping mice to 
threshold-level non-biologically relevant stimuli (white noise, 20 s-long, 90 dB SPL) and scored 
each stimulus as sleep-through or wake-up. When the sound was played in ascending phase, mice 
tend to sleep through and when the sound was played in descending phase, mice tend to wake 
up. We noted that continuity periods displayed an increase in ripple activity, suggesting offline 
memory processing, and a reduced sympathetic drive detected through heart rate measure from 
the EMG electrodes. In opposition, fragility periods displayed a reduced hippocampal ripple 
activity and correlated with signs of increased sympathetic drive. Finally, in human subject the 
higher the oscillating power of their fast spindle band in the infraslow range during the night, the 
better they were in a declarative memory task on the next day. 
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In summary we identified a novel infraslow fluctuation in sigma power that correlate with 
sympathetic and parasympathetic activity as well as memory consolidation processes. This 
rhythm essentially subdivided NREMS in alternating periods of 20–25 s of continuity and fragility. 

 

Personal meaning and contribution 

 I arrived at a period when this publication was close to be completed. It represents the 
work of Sandro Lecci, my friend and first mentor during my PhD. This was my entry point into 
signal analysis and the study of sleep. I completed the datasets with new animals, which helped 
me learn how to perform the EEG/EMG implantation surgery. My contribution was mostly on the 
link between the heart rate fluctuation and the 0.02 Hz-fluctuation. I helped in designing the 
method for heartbeat extraction from the EMG data and reproduced the various analysis they 
had developed in Igor, using MATLAB. 
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Study II:  
Cortico-autonomic local arousals and heightened somatosensory arousability during NREM 
sleep of mice in neuropathic pain 

Romain Cardis, Sandro Lecci, Laura M.J. Fernandez, Alejandro Osorio-Forero, Paul Chu Sin Chung, Stephany Fulda, 
Isabelle Decosterd, Anita Lüthi 

BioRxiv: https://doi.org/10.1101/2021.01.04.425347, Currently under revision at Elife. 

 Chronic pain patients complain about troubled sleep in the form of difficulties to fall 
asleep, frequent awakenings and daily fatigue. Improving the quality of sleep is beneficial on pain 
sensitivity, but the neurophysiological mechanisms causing sleep disturbances from chronic pain 
are unclear. Chronic pain is known to cause high-frequency electrical activity within the pain 
matrix, which could in turn disturb the normal generation of low-frequency sleep rhythm. 

In this study we assessed sleep architecture in SNI animal compared to Sham. Moreover, we 
explored specific frequency band dynamics at moment of highest NREMS fragility, detected 
through a novel marker of sleep continuity-fragility, the 0.02 Hz fluctuation.  

We found that SNI animals have a preserved sleep architecture compared to Sham animals but 
display hallmarks of hyper alertness in the form of elevated heart rate and imbalance between 
low and high frequencies within the S1 hindlimb (S1HL) cortex during NREMS. Then, by exploring 
NREMS in the light of the 0.02 Hz-fluctuation, we determined the fragility period as a moment of 
highest sensitivity to perturbation. With that in mind, we probed for novel form of perturbations 
and found a new kind of spontaneous local microarousal within the S1HL cortex, without phasic 
EMG activity but accompanied by heart rate increases. Interestingly, these local perturbations 
were more numerous in SNI compared to Sham. Finally, using a novel arousability assay based 
on closed-loop delivery of mild vibrational stimuli restricted to continuity or fragility periods, we 
determined that SNI animals had an overall higher propensity to wake-up facing external stimuli. 

Sleep in SNI thus appears preserved in conventional measures but showed an elevated amount 
of local spontaneous perturbations and an increased evoked arousability. We developed here a 
novel moment-to-moment probing of NREMS fragility which helped in the proposal that chronic 
pain induced sleep complaints arise from perturbed arousability. 

  

https://doi.org/10.1101/2021.01.04.425347
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Personal meaning and contribution 

 This is the study that I realized during my thesis and that contain a condensed version of 
the various tools that I developed. For this study I designed and performed the implantation 
surgeries compatible with our (at the time) newly acquired Intan recording system. I developed 
the acquisition softwares with or without a closed-loop layer. I designed and performed the signal 
analysis,  produced the figures and the statistical analysis.
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Study III:  
Infraslow locus coeruleus activity coordinates spindle rhythms and heart rate to gate 
fluctuating non-REM sleep substates 

Alejandro Osorio-Forero, Romain Cardis, Gil Vantomme, Aurélie Guillaume-Gentil, Georgia Katsioudi, Laura M.J. 
Fernandez, Anita Lüthi 

BioRxiv: https://doi.org/10.1101/2021.03.08.434399 

The continuity of NREMS is essential for the function accomplished in that state. The 
disconnection from the environment can however pose a threat to the sleeping organisms. To 
address this problem, NREMS shows recurring moments of heightened sensory awareness to 
maintain environmental vigilance. The neuronal mechanisms behind the alternance of these 
continuity and fragility periods is yet unknown. This alternation could be related to previously 
described variation of activity within NREMS of the locus coeruleus (LC), the major contributor of 
the noradrenergic system. 

In this study we used EEG/LFP/EMG recordings, fiber photometric measures of norepinephrine 
(NE) release and locus coeruleus optogenetic manipulation to interrogate the role of the LC in 
timing continuity and fragility periods in NREMS. We used a closed-loop method to target 
specifically the continuity or fragility periods. 

We demonstrated that the LC is necessary and sufficient to generate the 0.02 Hz-fluctuation. Its 
activation using optogenetic during the continuity periods or fragility periods respectively 
suppressed and entrained the 0.02 Hz-fluctuation. In opposition, bilateral LC inhibition using a 
Jaws opsin during the continuity periods or fragility periods respectively entrained and 
suppressed it. These changes were accompanied by modification of spindle clustering, 
themselves being the main contributor of the 0.02 Hz-fluctuation. Changes in heart rate 
fluctuation was as well following the sigma dynamic imposed by the LC. This result was mediated 
by thalamic circuits and not cortical, as the effect was reproduced by activating optogenetically 
LC projections within the thalamus and not within the cortex. Moreover, through fiber 
photometry, the LC was shown to release NE into the thalamus at an exact anticorrelation with 
the 0.02 Hz-fluctuation in sigma power. 

The LC therefore coordinates brain and bodily state during NREMS and by its timed activation, 
orchestrate the occurrence of the fragility periods of NREMS. This result confirms the LC as an 
important player in the physiology of the reconnection to the outside world happening during 
awakenings and as a target in sleep disorders related to abnormal arousability. 
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Personal meaning and contribution 

 This study is the main work of Alejandro Osorio-Forero, friend and source of inspiration 
during my PhD. For this work I designed the acquisition software with a closed-loop layer system 
based on machine learning recognition of fragility and continuity periods. I was as well mentoring 
Georgia Katsioudi, student in the lab at the time, in the data gathering and analysis of the 
peripheral pharmacological experiment on the heart rate relationship with sigma power 
fluctuation. 
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Discussion 
 The major results of my thesis are four-fold in the neurobiology of sleep and the 
understanding and the relevance of the 0.02 Hz-fluctuation of NREMS, in physiological and 
pathophysiological conditions. First, I contributed to its original description in the Lecci 2017 
paper, in which we identified it to be present in NREMS of both mice and human. We indeed 
showed that this fluctuation divided NREMS into periods of continuity defined by low arousability 
and accompanied by markers of memory consolidation, and periods of fragility, associated with 
increased arousability to sound stimuli. Second, we advanced on the relevance of this fluctuation 
by associating it not only to evoked arousability, but as well to spontaneous arousability, as we 
demonstrated that it was regulating the appearance of microarousals in our Cardis 2021 
pain/sleep paper. Third, this last information, by highlighting when NREMS was the most fragile, 
helped to identify a novel type of microarousal in mice that is distinct from conventional 
microarousals in that (i) it occurs locally in terms of EEG correlates of arousal (ii) it goes without 
any sign of muscle activity, but is accompanied by heart rate increases. Fourth, we have identified 
the neuronal mechanisms underlying the generation of the 0.02 Hz-fluctuation. Indeed, by using 
precisely timed optogenetic stimulations of LC activity, we were able to perturb or entrain the 
0.02 Hz-fluctuation effectively demonstrating the LC necessity and sufficiency for its generation. 

 My thesis also extends into novel aspects of sleep pathophysiology. My results provided 
valuable insights on how nerve injury perturb sleep in an experimental model of neuropathic 
pain, the SNI. First, I demonstrated in this model that the brain and body were showing 
physiological correlates of pain states perduring into NREMS. Second, I found that sleep in 
neuropathic pain-like conditions appeared mostly unchanged at the architectural level measured 
through global EEG/EMG parameters. Third, I highlighted that that the above mentioned local 
microarousals were more numerous in the S1 cortex of our SNI model of neuropathic pain, which 
proved the usefulness of the 0.02 Hz-fluctuation in identifying relevant marker of sleep 
perturbation. And Fourth, that these mice presented an overall lower arousal threshold in 
NREMS, when facing external vibration stimuli. 

 In the following discussion, I would like to develop two major aspects of my thesis. First, 
I will give evidence for the relevance of the 0.02 Hz-fluctuation as a fundamental organizer of 
NREMS. I will summarize the findings by comparing to existing literature on infraslow phenomena 
in sleep and indicate what this rhythm may represent in the lights of our 2017 study and our 
latest Osorio-Forero 2021 study. Second, I will discuss the findings on the sleep perturbations in 
SNI animals, what they could represent and what translational information we can extract from 
them. Finally, for each part, I will mention limitations and give future perspectives. 
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1. The 0.02 Hz-fluctuation, a marker of sleep fragility/continuity 
 One aspect of sleep I introduced is the need to reconcile conflicting needs to be 
disconnected from the environment, while maintaining the ability to answer to external stimuli 
(Andrillon & Kouider, 2020). The 0.02 Hz fluctuation in human and mice that we described in our 
2017 paper qualifies as a hallmark for how this continuity and fragility of sleep are reconciled. 
Several characteristics associated with the fluctuating levels of sigma power, its defining feature, 
support this claim. First, the period of rising sigma power is accompanied by several hallmarks of 
sleep protection and consolidation. Its frequency in the sigma range (10–15 Hz), is associated to 
spindles which are themselves hallmarks of thalamic sensory gating. Then, ripple activity in the 
hippocampus is increasing during the continuity period, highlighting a likely memory 
consolidation function taking place during this consolidated state. Conversely the period of 
declining sigma power encompasses markers of sleep perturbations. We observe a modulation 
of autonomic status with the heart rate increase and an increased arousability facing external 
stimulus. While we first provided evidence for variable arousability in a retrospective 
classification of sounds randomly played in NREMS, I corroborated this in a hypothesis-driven 
manner by targeting specifically rising and declining periods with vibrations in a closed-loop 
experiment. This confirms that sleep is indeed more fragile in these descending periods, justifying 
their description as fragility periods, as opposed to the rising continuity periods. Accumulated 
evidence, to which my thesis contributes in critical ways supports the idea that the 0.02 Hz-
fluctuation provides a measurable temporal scale of mammalian NREMS, during which both 
continuity with beneficial aspects of sleep, and fragility with environmental reactivity are 
balanced. 

  Here, I will mention what we effectively measure on a shorter time scale when we extract 
the fluctuation. I will then propose a role for the 0.02 Hz-fluctuation as a fundamental organizer 
of NREMS. To support this, I will continue with an in-depth description of the continuity and 
fragility periods, speculating on their possible roles and how they are timing exits out of NREMS. 
Continuing, I will analyze our result in the light of the CAP sequences and k-complexes observed 
in human and speculate on how these processes relate to the described 0.02 Hz-fluctuation. I will 
then address a limitation of our studies, which is the current lack of clear link to REMS transitions 
in a dedicated part. For that purpose, I will discuss recently published and unpublished results. 
Finally, I will mention the main limitations and possible future experiments and outcomes to 
unravel more about this fundamental NREMS dynamic. 
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1.1 The 0.02 Hz-fluctuation is composed of spindle-rich and spindle-poor periods 

 The results of the 2017 study on the discovery of the 0.02 Hz-fluctuation and the one on 
its likely generation by the LC gave great insights on what gives rise to the measure of the 0.02 
Hz-fluctuation on this slow timescale. The 10–15 Hz frequency contains sleep spindles, which are 
a thalamocortically generated obvious hallmark of NREMS in mice and human (L. M. J. Fernandez 
& Lüthi, 2020). The infraslow fluctuating pattern of this band is the result of the clustering of 
discrete spindle events within tens of seconds periods. Spindles indeed are known to last from 1 
to 3 seconds and to have a recurring interval from 3 to 10 seconds (Steriade et al., 1993). Several 
of our results support the fact that the fluctuation is the smoothed measure of individual 
spindles. First, in the 2017 study, following the narrower individual fast spindle band in human 
gave the highest infraslow oscillatory power measured with FFT. Second, in the 2021 LC study in 
mice, the individual spindles automatically detected in the S1 cortex were clustered at the peaks 
of the fluctuation. In human, it was as well shown by another group that the spindles are 
appearing in clusters giving rise to this fluctuation (Lazar et al., 2019). These results together 
clearly indicate that the spindles themselves are the main contributor of the slow fluctuation in 
the sigma (10–15 Hz) range. However, adjacent bands to sigma, theta (5–10 Hz) and beta (15–20 
Hz) also show a smaller 0.02 Hz-fluctuation which indicates that other players than the spindles 
might contribute to the final smoothed output that we measure as the 0.02 Hz fluctuation. Still, 
it should be clearly mentioned that more work will be needed to clarify the manifestations of the 
0.02 Hz-fluctuation in human sleep. The presence of slow and fast spindle and the grater 
variability of the strength of the 0.02 Hz-fluctuation in human promises to complicate its 
characterization compared to our results in mice.  

 

1.2 The 0.02 Hz-fluctuation provides a fundamental organizational time scale for NREMS 

Our finding demonstrated that the human brain fluctuation was present in NREMS 2 in 
human and in the whole of NREMS in mice. This presence in two mammalian species with very 
different sleep behavior and sleep architecture needs further investigation. However, as mice 
display a constant 0.02 Hz-fluctuation even in the deepest form of NREMS after sleep deprivation 
for example, we could speculate that they sleep only in what we call NREMS 2 in human, making 
this state a fundamental for sleep functions. We demonstrated the importance of NREMS 2 and 
the advantage of its organization by the presence of the 0.02 Hz-fluctuation, by correlating its 
oscillatory power with the score on an overnight declarative memory consolidation task. 
Moreover, close to our 2017 publication, a group demonstrated the presence of periods where 
the triggering of cues for targeted memory reactivation was more efficient. These periods were 
within refractory time in between spindles, which would correspond what we describe as the 
fragility period, when the sleeper is more perceptive of its surrounding (Antony et al., 2018). 
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One remarkable aspect of the 0.02 Hz oscillation is the conservation of its rhythmicity 
between mice and human, even though NREMS is different in term of duration and architecture 
between the two species. This around 50 s periodicity seems to be a constant that predate the 
separation of mice and human in the evolutionary tree. Although the infraslow time interval is 
arguably very broad, it is repeatedly mentioned in sleep studies on diverse mammalian species. 
Cats and ferrets for example show cluster of spindles recurring at interval from 10 to 40 seconds 
(Steriade et al., 1993). Rats as well, present a slow periodicity in LC activity on a similar timescale 
(Aston-Jones & Bloom, 1981). More recently, this fluctuation was indeed confirmed in rats and 
was shown to correlate with dendritic and cortical column activity measured through calcium 
imaging (Seibt et al., 2017). Similar rhythmicity has even been observed in reptiles and birds that 
seem to switch between two distinct states within this timescale (Libourel et al., 2018). In human, 
such slow periodicity is as well found for cycling blood oxygen level revealed by functional 
neuroimaging in the resting state network (Mantini et al., 2007; Palva & Palva, 2012). Moreover, 
it was discovered that the human brain in NREMS exhibited waves of cerebrospinal fluid at a 
similar timescale, likely providing metabolite clearance at recurring periods (Fultz et al., 2019). 
The definitive link between these infraslow rhythms observations and the 0.02 Hz-fluctuation 
described here remain to be established, however the shared frequency suggests an 
evolutionarily conserved time frame that coordinate NREMS 2 in achieving its functions in the 
appropriate order. 

 

1.3 The continuity period, when NREMS beneficial aspects happen 

 Our results demonstrated, with the observation of the 0.02 Hz-fluctuation, the recurrent 
appearance of spindle-rich periods with lowered arousability facing external stimulus, and the 
almost absence of spontaneous microarousals. This period was accompanied by a decrease in 
heart rate and an increase in hippocampal ripple activity (figure 6). Ripple activity being linked to 
offline memory consolidation (Maingret et al., 2016), their presence in that moment, 
concomitant with spindles, could underly the functional relevance of that period. Moreover, the 
more pronounced was the 0.02 Hz-oscillation in human, the better they were at an overnight 
declarative memory consolidation task. This indicates that restricting spindle events to limited 
time periods improves performance. Based on our result, we can speculate that these periods 
represent specific units of necessary functional activity responsible for memory consolidation. As 
such and linked to their duration (~25 s) they would explain why a minimal period of 
uninterrupted sleep (30 to 60 s) seems to be necessary for memory consolidation (Rolls et al., 
2011). This is also supported by the fact that the spindle rich period in human a less efficient 
moment for targeted memory reactivation (TMR) (Antony et al., 2018). 
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The presence of a ~50 s infraslow time scale in sleep that links to arousability can give 
grounds to speculation as to its evolutionary origins and optimization. I can speculate that longer 
offline periods would represent an increased danger, however I would expect a different 
timescale in carnivorous and prey species, which is not the case. I would risk going as far as 
thinking that NREMS is a form of sleep that progressively slips into a deeper and deeper state the 
longer it lasts, and that the depth limit before an irreversible level is reached is situated around 
25 seconds. This is a scary perspective as it would mean that our brain triggers a fall and timely 
catch us back before coma once every minute or so. However, rest assured, our results on 
optogenetic inhibition of LC during the fragility period, which often caused a prolongation of the 
continuity periods never induced a coma in our animals. This hypothesis is therefore either 
wrong, or the brain possess other failsafe mechanisms to catch us back early enough. 
Furthermore, in human we observe NREMS 3, which indicates that a continuity period 
uninterrupted by a fragility periods could ultimately lead to that state before coma. 

 

1.4 The fragility period as a checkpoint for NREMS continuation 

 In our study of 2017 on the discovery of the 0.02 Hz-fluctuation and our 2021 study on 
pain and sleep, we highlighted that the descending phase of the 0.02 Hz-fluctuation was a 
moment of heightened arousability when facing external stimulus. Although this observation 
remains to be tested in human, we have in the meantime found enhanced arousability in the 
fragility period using two different sensory modalities in a closed-loop experimental design. 
Moreover, another study recently linked the pupil diameter to the phase of sigma power 
proposing that the larger pupil size in fragility would result in an increased sampling of visual 
information (Yüzgeç et al., 2018) (Figure 6). What exactly makes this period more fragile is still 
open to debate, however we can speculate that it is likely linked to at least two parameters. First, 
the absence of sleep spindles themselves renders that substate free of thalamocortical gating 
control. Second, the norepinephrine (NE) release revealed through fiber-photometry measures 
suggests a heightened LC activity during these periods, which has been linked to heightened 
arousability (Hayat et al., 2020). 

 I consider one of my major results the findings that spontaneous microarousals without 
obvious stimulus where preferentially occurring in the fragility periods as well. I find this result 
so important because it brings additional insight into the fragility period as a brain state that is 
vulnerable to not only external, but also internal, types of stimuli, the nature of which is still to 
be determined. Moreover, given that many types of sleep disorders, in particular insomnia, go 
along with spontaneous arousals that can result from aberrant activity due to stress or emotional 
states, my results could pave the way for a better characterization of abnormal arousability more 
generally.  
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Of course, my result on spontaneous microarousals could be explained following the 
same logic as for the increased stimulus evoked arousability and especially by the increased LC 
activity. One concern here it that knowing that microarousals can occur as a protective reaction 
to external stimulus, we cannot exclude that these events where partly caused by intermittent 
noise from the neighboring animals or reaching the recording room. However, by comparing the 
proportion of observed microarousals in fragility periods over continuity periods, we reach a 
much higher ratio compared to the one of evoked arousability facing vibration in continuity over 
fragility periods. We would therefore expect more observed microarousals in continuity periods 
if they were exclusively due to outside events. I thus believe that these microarousals were for 
the most part spontaneously generated in the fragility period. Their presence here, in this 
moment of heightened sensory perception could be due to a similar heightened perception of 
internal cues. Indeed, cues such as elevated carbon dioxide are known to induce microarousals 
(Kaur & Saper, 2019). It is therefore likely that other internal cues could be probed by the sleeping 
brain during this period, and that the microarousals would be the protective answer to them. I 
can speculate on possible internal cues. It was already proposed that untimed REMS transitions 
or an excessive deepening of sleep could trigger microarousals (Dos Santos Lima et al., 2019). 
This would make the fragility period a recurring checkpoint for both internal and external cues in 
between functionally important disconnected periods of NREMS. 

 

 

 

Figure 6. The different parameters fluctuating together with sigma power and defining the continuity and 
fragility periods 
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1.5 A link to the CAP  

 A recurrent question keeps being the relation between the 0.02 Hz-oscillation in mouse 
and the peculiar human sleep signature referred to as CAP (Manconi et al., 2017). Indeed, cyclic 
periods of perturbations highlighted by the 0.02 Hz-fluctuation are undoubtably reminiscent of 
the observed CAP sequences in human which occur naturally but can highlight a pathological 
condition when overrepresented within sleep (Terzano & Parrino, 2000). There are however 
fundamental differences between the two. First, the 0.02 Hz-fluctuation is present in human in 
NREMS 2 only, whereas CAP sequences can occur throughout every sleep stage, as is the case for 
microarousals. Second, CAP sequences are a marker of sleep perturbation containing visible 
effects of the disturbances in the form of k-complexes and microarousals. The 0.02 Hz-oscillation 
is not constituted of sleep perturbation per-se, it allows to probe for them at appropriate times. 
This does not exclude a link between the two, as the 0.02 Hz-fluctuation likely times the 
occurrence of CAP sequences, giving them their cyclicity in NREMS 2, but it is important to see 
them as two co-occurring separated processes. One dictating the timing, and the other reflecting 
a detected perturbation. 

 Studies on K-complexes and CAP sequences highlighted a very important point concerning 
sleep perturbations. The progression of the CAP sequences from A1 to A3, with the first 
containing attempts at deepening sleep in response to a perturbation, and the latter a fail 
attempt translated into a microarousal, allows us to speculate on what is happening within the 
fragility periods. Indeed, in our study on the relation between sleep and pain, we clearly noticed 
that delta power (1–4 Hz) presented an upstroke in the fragility periods devoid of microarousals, 
whereas it is was falling in the periods containing one. This mean upward dynamic of the delta 
band may represent a form of k-complex or delta burst in a subgroup of fragility periods as a 
response to the decreased arousal threshold observed there. Moreover, the dynamic across the 
light phase of these fragility periods containing an upstroke of delta power was reminiscent of 
the one of the k-complexes in human (Peter Halasz & Bódizs, 2013), with a higher proportion at 
the beginning of the resting phase and a progressive diminution towards its end. 

 This would require a finer analysis of these moments, but this result could represent the 
first evidence of graded CAP sequences in animals and confirm the 0.02 Hz-oscillation as the 
orchestrator of this recuring measure. 

 

1.6 The 0.02 Hz-fluctuation and REMS transitions 

Finally, to really characterize the 0.02 Hz-fluctuation as an orchestrator of NREMS, we lack 
a definitive link to one of the most important NREMS features, its ability to transit into REMS. 
This is a question that came a lot during my thesis, and we have unpublished results that 
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constitute a good start to show this link. First, with a similar approach as for the microarousals in 
the pain-sleep paper, I extracted the phase of the 0.02 Hz-fluctuation at which REMS transitions, 
detected on hippocampus LFP recordings, occurred. Interestingly, these transitions were 
happening at the onset of the fragility period, slightly before the preferred phase for 
microarousals. It thus seems that these two events share the same time window for their 
occurrence. Second, increasing REMS pressure by selectively waking up the animals with a 
vibration at REMS onset reduced the amount of microarousal as more and more fragility periods 
were occupied by REMS transition attempts. Third, the optogenetic activation of LC during the 
fragility periods was markedly diminishing the amount of REMS transitions, without increasing 
the amount of microarousals. The opposite held true with the inhibition of LC in fragility period, 
which increased the amount of REMS transitions. 

In my view, these results provide a proof of concept that REMS transitions, or at least 
attempts, are timed lock to the fragility period and can indeed represent internal disruptive cues 
able to provoke a microarousal. 

 

1.7 Limitations and future perspectives 

A further subdivision. There are still open questions about the role and the capacity of 
the 0.02 Hz-fluctuation at timing specific events in NREMS. For the case of the enhanced 
arousability in fragility versus continuity period for example. We indeed considered these two 
substates of NREMS as homogenous. However, a very clear aspect of sleep that I perceived during 
my thesis is that homogeneity is only rarely present within sleep states. It is thus very likely that 
at least the continuity period presents variation of arousability within itself. First, the presence 
of spindles would undoubtedly modify the momentary arousal threshold and second, if we 
indeed observe a deepening of sleep along this period, the arousal threshold should reflect it. To 
answer these questions, we could in the future play randomly placed short vibration stimuli 
within NREMS across many light phases and construct a phase of the 0.02 Hz-
fluctuation/arousability curve that would give information on the composition of the continuity 
and fragility themselves. 

Arousability in human. To go further into arousability facing external stimuli, I already 
mentioned that although we demonstrated it twice in mice, it was never shown in human. The 
50 s time scale figures prominently in sleep-related breathing and movement disorders, but the 
link to evoked arousability should be tested specifically. Such experiment would surely 
strengthen the link between the two species. The design of the experiment should however not 
be the same as for mice. Indeed, the stimuli, being a sound, or a mechanic one, should be 
carefully selected to control for saliency and not induce an awakening at every presentation. 
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Sound mimicking everyday unimportant events would be appropriate as they have been shown 
to sometime induce a wake up, and sometimes not (Dang-Vu et al., 2010; Rudzik et al., 2020). 

LC link to arousability. In the 2021 Osorio-Forero study, we speculated that the LC activity 
was responsible for part of the increased arousability observed in the fragility period. Although 
this is likely, we only observed a temporal co-occurrence of increased LC activity and increased 
arousability. To definitely confirm this in our conditions, we would need to link LC activity with 
wake-ups when facing our vibration stimuli. An optogenetic approach would be suited as we 
already demonstrated that the 1 Hz optogenetic activation of LC induced artificial fragility 
periods. By coupling this activation with a vibration, we would answer the question in the most 
direct way possible. 
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2. Chronic neuropathic pain, a threat to sleep continuity 
  As I introduced, chronic pain is a major burden for the individual, its surrounding and to 
another level, the society in general. Sleep disturbances associated to chronic pain states are 
known to further aggravate the pain sensitivity and together, they constitute a vicious circle. In 
my study we teased apart the pain-sleep associations by focusing on the specific aspects of sleep 
that are perturbed by chronic pain at an early time point of pain chronicity. Day 20 after SNI 
indeed constitute a moment when the increased sensitivity is established and stable, and when 
we do not yet find major depressive of mood-related symptoms (Guida et al., 2020). By 
identifying these first consequences of pain on sleep, we hoped to frame the first causes of the 
amplification of the symptoms observed in patients. 

 In this part I will discuss our main findings starting with the surprising lack of a difference 
in sleep architecture between SNI and Sham animals. I will give possible explanation why this 
specific aspect observed in patient could not be reproduced in our animal model and compare it 
with what is known from animal literature. Then I will come back on the evidence that the 
wakefulness pain signatures are locally intruding into NREMS of SNI mice and what could be the 
causes and consequences of these changes. I will then dedicate a part to the novel described 
local microarousal, why they could be considered as such and where they position themselves in 
the arousal diversity. Moreover, I will speculate on their increased representation in SNI and what 
translational information we can extract from this result. I will next proceed to our evoked 
arousability result and explain how it relates to the spontaneous one. I will speculate on why we 
observed an overall increase in this form of arousability and not one restricted to the fragility 
periods. Finally, based on common observations between mice and human, I will try and answer 
to the question: do SNI animals suffer from insomnia? As in the previous chapter I will then wrap-
up by mentioning some limitations and future perspectives on our results. 

 

2.1 SNI animals are resilient enough to not show sleep disturbances without challenge 

 Our first experiment was simply to obtain a measure of sleep architecture in SNI animals 
and compare it to the one going through Sham surgery. According to the literature on chronic 
pain patients, we were expecting a reduced time asleep and more fragmentation. However, we 
found that there was no difference in these measures. Indeed, the time spent in NREMS was even 
slightly higher in both SNI and Sham 20 day after surgery compared to baseline. Moreover, the 
NREMS and REMS bout length distributions were the same in both groups, highlighting a 
remarkable absence of fragmentation. Complementary to that result, the number of 
microarousals were not different. This is surprising as the quantification of arousal from NREMS 
is central to estimate the severity of a sleep disorder. The time spent in REMS equal in both 
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groups also suggests that our animals were not experiencing excessive stress (Nollet et al., 2019). 
It thus seems that SNI animals at day 20 do not experience particularly marked sleep 
disturbances. 

As global measure of sleep duration can hide smaller homeostatic or circadian dependent 
changes, and that sleep deprivation is known to increase pain sensitivity (Alexandre et al., 2017), 
we explored their sleep distribution over the light-dark cycle and their homeostatic response to 
sleep deprivation. Again, we did not notice striking modifications in sleep architecture. Delta 
power (1–4 Hz) was reliably increased after the 6 h-long sleep deprivation and the recovery 
period showed a classic sleep rebound and similar delta power discharge between the two 
groups. The proportion of microarousals and their distribution within NREMS was unchanged. 
Regarding the 0.02 Hz-fluctuation, we did not find a difference in its manifestation or in its 
capacity to time NREMS events in SNI, highlighting the resilience of this fundamental rhythm to 
pathological conditions. This was particularly helpful as we could rely on it to define moments of 
highest fragility and successfully find discrete perturbations. 

Based on these results, we assumed that sleep in normal condition and challenged by one 
sleep deprivation is visibly not affected by an injury to the nerve. As the literature on rats with 
CCI suggested, such absence of effect is not without precedent (Kontinen et al., 2003). Sleep in 
nerve injury conditions seems to require an additional external challenge to show its fragility, as 
suggested by the study showing sleep architecture changes only when CCI rats were sleeping on 
sandpaper (Tokunaga et al., 2007). Moreover, the magnitude of the sleep architecture changes 
in CCI rats has been shown to correlate with their social response to an intruder in their home 
cage (Monassi et al., 2003). Together and based on these various observations, we speculate that 
our animals, C57BL/6J mice, were likely resilient enough and that their sleep was not challenged 
sufficiently to show architectural changes.  

 

2.2 The waking pain signatures perdure in NREMS of SNI animals 

With the previous result in mind, we however looked for evidence of sleep fragility that 
could represent the basis of architectural disturbances when challenged. Given the numerous 
findings on pain-related rhythms in literature, we specifically explored the higher power bands 
and indeed found an increase of the gamma band (60–80 Hz) only, in the EEG of SNI animal 
compared to their baseline. Although this effect was present in both wakefulness and NREMS, it 
was not pronounced and only visible compared to baseline, and not between the two groups. 
This highlights a possible limitation of the use of EEG recording to show spectral modifications, 
as it essentially samples the whole hemisphere. It was however shown that a compensatory 
equilibrium exists between areas displaying wake-like pattern and areas displaying sleep-like 
pattern at least in human (Nobili et al., 2011). We therefore expected that these small changes 
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could hide a bigger effect at a local level. We confirmed this in our LFP recordings aiming 
specifically for the S1HL cortex. Here, we demonstrated a tonic increase of beta (16–25 Hz) and 
low gamma (26–40 Hz) bands during NREMS. Moreover, and not shown in the current version of 
the paper, we also highlighted an increase of the theta band (5–10 Hz) in S1HL during 
wakefulness, although only within epochs of low muscular activity, likely corresponding to 
moments of immobility. This last result is particularly relevant, as such measures have been 
related to chronic pain on several occasions by another group (LeBlanc, Bowary, et al., 2016; 
LeBlanc et al., 2017; LeBlanc et al., 2014). On top of these local frequency changes, we observed 
an increase in heart rate in NREMS compared to baseline in SNI animals. Together, this suggests 
a higher sympathetic tonus during sleep and an overall state of hyperarousal in NREMS in these 
animals, in which a supposed correlate of pain appears during wakefulness.  

The causes of this hyperarousal state are unclear. However, the shared frequency bands 
are suggestive of the cortical oscillatory activity evoked with acute painful stimuli. Could it be 
that nociceptive inputs continue to arrive in the cortex during NREMS and generate excessive 
excitation? The fact that there are evidences of ectopic peripheral activity in SNI would suggest 
as much (Devor, 2009; Wall & Devor, 1983), even though other possibilities cannot be excluded. 
The profound changes observed in cortical circuits happening in chronic pain central sensitization 
could be a likely cause of the appearance of high frequencies for example. Indeed, the reduced 
inhibitory drive (Blom et al., 2014; Cichon et al., 2017) might prevent the complete expression of 
NREMS rhythms and wake-like activity would transpire more easily within it. 

Interestingly, although the PrL area is concerned with signaling emotional discomfort in 
several forms of chronic pain in humans (May et al., 2019; Nickel et al., 2017; Schulz et al., 2015), 
we did not find any alteration in the frequency bands observed. This absence of effect however 
may not be that surprising. The PrL, unlike the ACC or the S1 area that both show a decreased 
inhibitory drive, has been shown to display an increased inhibitory drive from PV interneurons 
after nerve injury (Z. Zhang et al., 2015). This does not exclude that we could have find other type 
of frequency alteration, and more cellular studies would be necessary to understand the absence 
of effect within this area. 

 

2.3 The discrete spontaneous arousals 

 Our results showing spontaneous arousal like events within S1 cortex is complementary 
to our previous observation of this hyperarousal state in SNI animals. Not without similarity to 
the NREMS-wake transitions previously observed in rats with CCI, in their locality and high 
frequency content (Cardoso-Cruz et al., 2011), these events can be characterized as spontaneous 
arousals for several reasons. First, they appear in moments of highest fragility within NREMS, as 
they are within the fragility periods previously described in our studies. Second, they are 
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composed of a sudden decrease of delta (1–4 Hz) power and an increase of higher frequencies, 
which is a dynamic observed in classical microarousals clearly defined by their phasic EMG 
activity. Third, they are accompanied by a marked increase in heart rate, to a level that is not 
attained within fragility periods devoid of perturbation. And fourth, their regulation across the 
light phase is similar to that of the microarousal themselves.  

Interestingly, although they experience more of them, not only the SNI animal display 
such local arousals. They were clearly present in sham animals suggesting that they are part of a 
normal sleep reaction to a possible perturbative cue. In human and as I introduced, it is now clear 
that arousals are not ubiquitous and that they display a graded response. The intensity of their 
hallmarks such as the EEG desynchronization and heart rate increases are indeed known to vary 
from one type of arousal to another (Azarbarzin et al., 2014; Sforza et al., 2000). Here and based 
on our result, I speculate that the local arousal that we found could constitute an early form of 
sleep fragmentation able to give rise to a full-fledged arousal if the perturbation continues or is 
assessed as salient enough to induce a wake up. Indeed, as I mentioned in the first part on my 
discussion, we cannot exclude that the increase in delta power observed in some fragility periods 
represent an attempt at sleep consolidation. As discussed before, this period is particularly 
sensitive to perturbation, internal or external, likely because of the increased LC activity. 
Interestingly, the mean dynamic of delta power in SNI animals within this period is lacking the 
upstroke observed in Sham. This could highlight an impossibility for SNI animals to rapidly 
generate the delta power increase in S1HL that would help them to stay in NREMS despite 
disturbances. The local microarousals, which would constitute the next step of the expression of 
the perturbation, would thus appear more often and bring the S1HL cortex closer to an actual 
awakening, as one protective mechanism is lacking. The impossibility to generate a delta power 
response is not that farfetched, as one observation preceding a cortical down state is an increase 
in somatostatin interneuron activity (Niethard et al., 2018), which are known to be impaired in 
nerve injury conditions in the S1 cortex (Cichon et al., 2017).  

 In summary, the fragility periods in nerve injury conditions, because of the lack of 
protective mechanism, would represent moments where internal signals would have a free 
access to the cortex and result in local sleep fragmentation (figure 7). As painful stimuli already 
represent a special kind of challenge (Claude et al., 2015), it is likely that the wrong signals 
misinterpreted as pain could constitute such internal perturbations. Observing more of this form 
of sleep fragmentation in SNI could highlight the source of the perceived lack of rest in patients. 
Indeed, sleep fragmentation is the primary cause for daytime fatigue and cognitive deficits. By 
itself, it has also been associated with long term heart deficiency (M. Bonnet et al., 1992; Silvani, 
2019). This aspect is therefore of particular importance and can now constitute a very interesting 
lead for translational approaches. 
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Figure 7 Proposed mechanisms for increased arousability in SNI animals. Ext: exterior; Int: internal 
potential challenges. The internal challenges would be probed only in fragility period whereas the external 
one in both continuity and fragility. The supposed inability to upregulate delta power in SNI would result 
in an increased perception of both external and internal potential challenges. 

 

2.4 The external challenges confirm the increased sensitivity 

 On top of the spontaneous arousal-like activity that we observed in the fragility periods 
of our animals, we also demonstrated that they were overall more prone to wake up facing an 
external stimulus. The vibration system that I developed to investigate this aspect of arousability 
is particularly suited for such question. First, the vibrations being perceived by the somatosensory 
cortex, we can correlate the findings with the hyperarousal state that we found in this area. This 
of course do not assure causality but allows to speculate on mechanisms and build hypotheses. 
Second, the vibrations are perceived only by the animal to which they are targeted. Unlike 
sounds, this allows for specific individual closed-loop settings of several animals at the same time. 
This last point is of particular interest as it allowed us to specifically test whether only the fragility 
periods where more sensitive, or sleep in general.  

The result that both continuity and fragility are more sensitive to external stimulus in SNI, 
although preserving the classical relationship with more arousals in fragility, is of great interest. 
This confirms that although the reaction to them is similar, internal or external challenges are not 
treated the same way during sleep. I can speculate that if NREMS can take the luxury to probe 
for internal challenges only every about 25 seconds, it would indeed be too dangerous to wait 
for that long to probe for a potential immediate external danger. This could explain why we still 
observe awakenings facing vibrations in continuity periods in our animals, despite observing 
almost no spontaneous microarousals there. Although this would merit further analysis, it could 
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explain why, due to their increased arousability, we observe more spontaneous hallmarks of 
arousals only in fragility, but more arousal facing external challenges in both fragility and 
continuity periods in SNI. 

This results as well constitute an interesting lead for translational studies. From this 
observation, we can hypothesize that chronic pain patients experience worse sleep because of a 
heightened perception of their immediate environment. An extra care should therefore be taken 
to assure the comfort and the potential disturbing factors. 

 

2.5 Do SNI mice suffer from insomnia? 

Our results are in some parts reminiscent of what is objectively observed in paradoxical 
insomnia patients and in people underestimating their time asleep (Lecci et al., 2020). This raises 
the question of whether our animals experience similar misperception of their time asleep. 
Although this would be quite complicated to assess, as to conclude that they suffer from insomnia 
we would need their own subjective assessment, we can speculate based on the similarities 
between the two conditions in between species. We observe a regionally restricted tonic 
imbalance between low and high frequencies in our animals. The people underestimating their 
time asleep showed similar imbalance over sensorimotor areas, and paradoxical insomnia patient 
in a widespread manner over several brain regions (Lecci et al., 2020). Specifically, higher beta 
power has been linked to patients remaining hypervigilant or excessively ruminating before 
sleep, preventing the transition (M. L. Perlis et al., 2001). These similitudes indicate that mice 
with SNI might indeed experience a sleep that could be subjectively more apparent to 
wakefulness. The more frequent spontaneous local microarousal in S1HL would most likely 
contribute to this feeling and the increased response to external stimulus confirms this state of 
hypervigilance. Another aspect that should be reproduce is the daytime sleepiness. Whether our 
animals experience it is uncertain, but napping time during the dark phase did not show an over 
increased delta power compared to Sham, suggesting that they accumulate sleep pressure in a 
similar way. However, and interestingly, animals with nerve injury have deficits in working and 
declarative memories (Guida et al., 2020), which could be direct consequences of unrested sleep. 
In summary it is impossible to conclude firmly that our animals are feeling awake during NREMS, 
but several aspects of the two conditions are undoubtedly shared. 

 

2.6 Limitations and future perspectives 

Comparative studies between mice and human. One of the main limitations is 
paradoxically as well one of the strengths of my study. The use of animal model indeed provides 
a much-needed condition control during sleep studies which is not achieved in human and allows 
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for the dissociation of the effect on sleep from other comorbidities associated to chronic pain. 
However, if the effect of chronic pain on sleep is indissociable from these comorbidities, we might 
lose a part of the relevance in our search. Moreover, mice are prey animals with strong survival 
instinct, harsh social exclusion rules and high resilience. It is likely that they would not have the 
“luxury” to experience a highly perturbed sleep for long periods of time, or to ruminate about it. 
It would surely be interesting to measure sleep in SNI animals after a longer period. Heightened 
pain hypersensitivity remains at least for one year, it would thus be interesting to probe sleep 
later when other comorbidities appear (Guida et al., 2020). 

 Limited localization. As mentioned above, the use of EEG measure in mice is a great tool 
to assess momentary global state but lack a very important aspect in the locality of the signals. 
Human high-density EEG has proved to be most useful in the study of sleep and neuropsychiatric 
disorders and demonstrated the importance of signal source localization (Lustenberger & Huber, 
2012). One alternative in animal is the LFP which gain in localization what it loses in density. The 
choice of an area of interest allows for an in-depth characterization of the spectral components 
and individual events there but biases the results as only a limited amount of other nearby areas 
can be sampled. In my case, we noticed differences in S1HL, but we cannot exclude that such 
differences extend to the whole S1 area and nearby motor areas. In addition, The PrL that did 
not show any changes in SNI compared to Sham, is located just below the ACC which was proved 
to be modified as well by central sensitization (Blom et al., 2014). One intermediate solution is 
the use of silicon probes (Jun et al., 2017) or surface electrode array (Jonak et al., 2018) which 
allow for the measure of several neighboring areas at the same time. Further sleep 
characterization using such technology would surely help to disentangle our results. On top of 
these experiments in mice, a translational study in human using high density EEG would help to 
address this limitation together with the previous one. 

 Sensory modalities. Another limitation which is somehow linked to the above-mentioned 
lack of localization is that our result on increased arousability in SNI is limited to somatosensory 
stimuli in the form of vibrations. While it provided us a very practical and efficient experimental 
design, this modality is not the only one able to induce a wake up. In our case, we correlated the 
changes observed in the S1HL area with the increased arousability to vibrations, but it would be 
a very interesting complement to measure other areas such as A1 cortex and try a sound stimuli 
arousability experiment. Are the changes observed in SNI common to all sensory areas or 
restricted to S1? As well, would such rhythms in sleep in a specific primary sensory area increase 
only the corresponding stimulus chance to wake up? A very interesting experiment to answer 
this would be to imprint a specific area with a beta rhythm using optogenetic and play the 
corresponding modality. In one animal we would be able to stimulate S1 and play alternatively 
sounds and vibrations, and in a second period, stimulate A1 and play again both modalities. This 
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would certainly unravel a lot about our previous result and could definitively link the oscillatory 
changes in the cortex with a potential modality specific increased arousability.  

 Vibrant artifacts. The vibration stimulus unfortunately has another limitation. While they 
are on, the motors are creating a big artifact in the recording. Thankfully a 2 s-long stimulation at 
full power is already enough to reliably wake the animal up, restricting the time from which we 
cannot extract information. However, in the case of wake-ups and sleep-throughs, it would have 
been very interesting to analyze the direct response to the onset of a vibration. Indeed, in the 
case of spontaneous arousability within the fragility period, we noticed the absence of delta 
power upstroke in SNI compared to Sham. If such absence reflects an inability in SNI to generate 
sleep protective delta rhythms like the k-complexes in human, it would be interesting to see if 
sleep-through facing vibrations; (i) provoke such delta increase in mice and (ii) is impaired in SNI. 
Using shorter vibrations or sound stimuli would help to answer this in a specifically designed 
experiment. 

Two deltas. Regarding delta power, it was recently confirmed that two bands (slow delta 
0.75–1.75 Hz and fast 2.5–3.5 Hz) with separate homeostatic dynamic exist (Hubbard et al., 
2020). My results however encompass both delta bands as I considered delta power from 1 to 4 
Hz. As my result suggest an inability to compensate internal and external perturbations with delta 
power increases, it would certainly be interesting to analyze again my data with this separation 
in mind. In addition, as it has already been shown in rats, K-complex-like events exist. As in 
human, they are dynamically non-distinguishable from slow waves (Deibel et al., 2020). Whether 
what we observe is more of a slow wave or a delta burst is thus unclear. I can speculate that it is 
more of a delta wave process for two reason. First, with inhibition of thalamic reticular nucleus 
using DREADD, we demonstrated in 2018 that NREMS would locally switch from spindle rich 
power to delta rich power, suggesting an opposite relationship (L. M. Fernandez et al., 2018). 
Second, the band that I used (1–4 Hz) is clearly more prone to sample delta waves than slow 
oscillations.  

Assessment of spontaneous pain. Finally, in a mindset of reducing to the maximum the 
additional sleep perturbation in our animals, we did not test for pain sensitivity during our 
recordings. The stress associated to the behavioral tests could indeed have consequences on SNI 
only and not Sham, and we wanted to avoid any possible stress bias to be able to attribute our 
results to nerve injury only. However, although the SNI model is known for its reliable increase in 
sensitivity (Guida et al., 2020), we do not have the possibility to firmly conclude that our results 
are due to spontaneous pain, as is the case in patients. Testing the sensitivity as it is classically 
done using von-Frey monofilaments or plantar test would not help in that regard, as it does not 
mean that the animals are experiencing spontaneous pain. Beside the already observed increase 
in theta power in quiet wakefulness in our animal, an observation of supposed spontaneous pain 
through grimace scale or condition place preference upon analgesia (Akintola et al., 2017; Larson 
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et al., 2019) would help to begin to answer that complicated question that is often present in 
pain study in animal models. 

 

Conclusion 
 Recently, the advances in both sleep and pain research and the common techniques used 
in both fields allowed to couple the knowledge and disentangle the important relationship 
between the two. I believe that there is still a lot to unravel about this complicated relationship, 
both in the direction that impaired sleep increases pain, and in the one I studied, where pain is 
disturbing sleep. My study represents only a part of the answer, but we provided important leads 
and novel approach to the question. The developing knowledge on the 0.02 Hz-fluctuation 
indeed already showed the value of considering it in sleep research in physiological and 
pathophysiological conditions. In my case, the subdivision of NREMS, and knowing where to 
probe for internal perturbations, helped to distinguish between spontaneous and evoked 
arousability and lead to the discovery of partial local arousal events accompanied by autonomic 
changes. These newly described arousal events find their place in the graded diversity of arousals 
between the k-complexes and the microarousals. Moreover, the development of closed-loop 
techniques and a strong dose of DIY electronics allowed to address questions in a precise and 
efficient manner. To achieve my work, I walked on the bumpy paved road that represent science. 
I hope that my study can find its place within this road and help future researcher in finding their 
own path.  
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Coordinated infraslow neural and cardiac oscillations
mark fragility and offline periods in mammalian sleep
Sandro Lecci,1 Laura M. J. Fernandez,1* Frederik D. Weber,2* Romain Cardis,1 Jean-Yves Chatton,1

Jan Born,2 Anita Lüthi1†

Rodents sleep in bouts lasting minutes; humans sleep for hours. What are the universal needs served by sleep
given such variability? In sleeping mice and humans, through monitoring neural and cardiac activity (combined
with assessment of arousability and overnight memory consolidation, respectively), we find a previously un-
recognized hallmark of sleep that balances two fundamental yet opposing needs: to maintain sensory reactivity
to the environment while promoting recovery and memory consolidation. Coordinated 0.02-Hz oscillations of
the sleep spindle band, hippocampal ripple activity, and heart rate sequentially divide non–rapid eye move-
ment (non-REM) sleep into offline phases and phases of high susceptibility to external stimulation. A noise
stimulus chosen such that sleeping mice woke up or slept through at comparable rates revealed that offline
periods correspond to raising, whereas fragility periods correspond to declining portions of the 0.02-Hz oscil-
lation in spindle activity. Oscillations were present throughout non-REM sleep in mice, yet confined to light non-
REM sleep (stage 2) in humans. In both species, the 0.02-Hz oscillation predominated over posterior cortex. The
strength of the 0.02-Hz oscillation predicted superior memory recall after sleep in a declarative memory task in
humans. These oscillations point to a conserved function of mammalian non-REM sleep that cycles between
environmental alertness and internal memory processing in 20- to 25-s intervals. Perturbed 0.02-Hz oscillations
may cause memory impairment and ill-timed arousals in sleep disorders.
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INTRODUCTION
All mammals benefit from sleep in fundamental aspects for brain
and body (1, 2). For sleep to be beneficial, it must be of sufficient du-
ration and physiological continuity. Conversely, sleep needs to retain a
certain degree of fragility, because all sleeping organisms remain capa-
ble of a behavioral arousal response to salient stimuli and potential
threats. To date, it is unclear how sleep generates advantageous effects
while maintaining sensory responsiveness and how the two opposite
needs for continuity and fragility are balanced. Recently, given the
enormous differences in sleep fragmentation between mammalian
species (3), the idea of universal beneficial functions of sleep for all
mammals has even been challenged (4).

Ongoing electrical rhythms in the thalamocortical loops of the
sleeping brain are central to disrupt sensory information processing.
Among these, sleep spindles are particularly efficient in attenuating
the likelihood that sensory stimuli arrive in cortex (5, 6). Spindles
are electroencephalographic hallmarks of non–rapid eye movement
(non-REM) sleep in the sigma (10 to 15 Hz) power range that occur pre-
ferentially during human “light” sleep (7) and that last for ~0.5 to 3 s
throughout mammals (8). Sensory processing thus varies momentarily
along with the spectral dynamics of thalamocortical rhythms and
contributes to sleep fragility (9). Non-REM sleep is also accompanied
by marked changes in the autonomic system, notably including de-
creases in heart rate that recover before transitions to REM sleep or
awakening (10). Therefore, periods of sleep fragility, during which awa-
kenings are more likely to occur, should involve the autonomic system.
To date, however, an analysis of sleep fragility periods based on a com-
bined assessment of sensory processing, spectral dynamics, and auto-
nomic parameters has not been carried out. Moreover, how fragility
phases interchange with phases of continuity and how these concur with
hallmarks of memory processing during sleep remain open questions.
RESULTS
Undisturbed non-REM sleep in mice shows a 0.02-Hz
oscillation in sigma power
To examine whether mouse non-REM sleep shows microarchitectural
dynamics indicative of variable fragility, we used polysomnography
[electroencephalography (EEG)/electrocorticography (ECoG) and
electromyography (EMG)] in freely moving mice (11) and inspected
the temporal evolution of two major spectral bands characteristic for
non-REM sleep: the slow-wave activity (SWA; 0.75 to 4 Hz) and the
sigma (10 to 15 Hz) power band (8). Epochs of non-REM sleep were
selected during the first 100 min after onset of the light phase [zeitgeber
time 0 (ZT0)], during which mice slept ~63% of their time (n = 18 mice).
During this period, non-REM sleep occurred in bouts ranging from
8 to >512 s in duration, with a mean length of 108.6 ± 8.1 s. Both
sigma power and SWA were elevated during non-REM sleep and
decreased during waking or REM sleep (Fig. 1A and fig. S1). Unex-
pectedly, we noticed that sigma power, but not SWA, displayed
marked variations that recurred periodically in both short and long
non-REM sleep bouts (Fig. 1B and fig. S1). We assessed the dynamics
of sigma power across time for consolidated non-REM sleep periods
≥96 s (mean duration, 180.4 ± 8.8 s) (fig. S2). This revealed a predom-
inant frequency of 0.021 ± 0.001 Hz (Fig. 1C) in a fast Fourier trans-
form (FFT), corresponding to a cycle length of 47.6 ± 2.1 s. In contrast,
such a prominent peak was not present for the SWA time course (Fig.
1C), and it was markedly weaker in frequency bands adjacent to the
sigma band (n = 18; Friedman’s test, P = 7.9 × 10−5; Fig. 1D). Further
analyses and computational simulations confirmed that sigma power
oscillated robustly in the 0.02-Hz frequency range (fig. S3). First, a
0.02-Hz oscillation emerged when the analysis was restricted to long
non-REM sleep bouts (≥192 s, corresponding to 32.08% of all the
1 of 14
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Fig. 1. The 0.02-Hz oscillation in sigma power in undisturbed non-REM sleep of mice and humans. (A to D) Sleep analysis in freely moving mice (n = 18). (A and B)
Sigma (red; 10 to 15 Hz) and SWA (blue; 0.75 to 4 Hz) power time course for a single mouse, with hypnograms shown below. Gray-shaded area in (A) is expanded in (B), with
aligned band-pass–filtered ECoG traces. (C) FFT of power time course for sigma (left) and SWA (right) for individual mice (gray traces, n = 18) and for the average across mice
(color + shading, means ± SEM). Open circles denote FFT peaks obtained from Gaussian fits (their SD was 0.015 Hz). Vertical dotted lines indicate mean peak frequency ± 0.5 SD.
Minor ticks are added to indicate the 0.02-Hz value on the frequency axis. (D) Mean peak values from (C) for sigma power, SWA, theta (6 to 10 Hz), and beta (16 to 20 Hz) bands
(Friedman rank sum test; P = 4.9 × 10−8, post hoc Wilcoxon signed-rank tests relative to sigma power, P = 7.63 × 10−6 for SWA; P = 3.81 × 10−5 for theta; P = 1.53 × 10−5). (E to J)
Sleep analysis in humans (n = 27). (E and F) Same as (A) and (B) for a single human subject (sigma, 10 to 15 Hz; SWA, 0.5 to 4 Hz). (G) Power spectral profiles for sigma power
and SWA time course during non-REM sleep (S2 + SWS) graphed as in (C). The open circles indicate the peak of Gaussian fits, which show an SD of 0.008 Hz. (H) Left: Same as
(D), calculated over all non-REM sleep (theta, 4 to 8 Hz; beta, 16 to 20 Hz; beta2, 20 to 24 Hz). Same statistics as (D): P = 3.5 × 10−4; post hoc Wilcoxon signed-rank tests with P =
9.5 × 10−6 for SWA; P = 0.009 for theta; P = 0.095 for beta; P = 4.3 × 10−4 for beta2. Right: Individual fast spindle power peaks (FSP ± 1 Hz) and adjacent frequency bands. Same
statistics as in (C): P = 0.034 for Friedman rank sum test; P = 0.015 for −5 to −3 Hz; P = 0.032 for +3 to +5 Hz. (I) Same analysis as (G), restricted to S2 or to SWS and sigma
power. (J) Left: Power analysis as in (H) restricted to S2 sleep revealed a prominent peak for sigma power over other frequency bands (n = 27; Friedman rank sum test, P =
8.5 × 10−6, followed by Wilcoxon signed-rank tests with respect to sigma power; P = 2.5 × 10−6 for SWA; P = 0.023 for theta; P = 0.011 for beta; P = 0.002 for beta2). Right: As
left for SWS only (same statistics as the left panel: P = 1.8 × 10−4; P = 0.11 for SWA; P = 0.052 for theta; P = 6 × 10−4 for beta; P = 1.6 × 10−4 for beta2). +P < 0.1, *P < 0.05, **P <
0.01, ***P < 0.001.
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017 2 of 14
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bouts ≥96 s) (fig. S3, A to F), demonstrating that sigma power cycles
on a 50-s time scale during consolidated non-REM sleep. Second, com-
putational simulations indicated that a true sinusoidal component at
~0.02 Hz rather than scale-free power dynamics underlay the peak
in the FFT (fig. S3, G to J). Third, autocorrelations displayed side peaks
with a periodicity of 52.6 ± 0.83 s (paired t test compared to shuffled
data, t = 3.82, P = 0.0015; fig. S4, A and B). These combined results
demonstrate that mouse non-REM sleep contains a 0.02-Hz oscillation
of sigma power dynamics, corresponding to a periodicity of ~50 s.

Undisturbed non-REM sleep in humans shows a 0.02-Hz
oscillation in sigma power
To explore whether this infraslow 0.02-Hz oscillation exists in higher
mammals, we carried out a comparable power analysis for human
sleep (fig. S5). As expected, sigma power was high during stage 2 (S2)
sleep (light sleep) and declined during slow-wave sleep (SWS; “deep”
sleep) (7) when SWA emerged (Fig. 1E and fig. S6). The 0.02-Hz oscil-
lation was present in the sigma power band (10 to 15 Hz) with maximal
amplitudes comparable to those in mice (Fig. 1F and fig. S7) but was
attenuated in the SWA band (Fig. 1, G and H). When analyzed
across all non-REM sleep (S2 + SWS), human sigma power oscillations
had a periodicity of 0.019 ± 0.001 Hz (n = 27), corresponding to a cycle
length of 52.6 ± 2.6 s, comparable to mice. The sigma power band
showed the most pronounced dynamics of around 0.02 Hz, while ad-
jacent frequency bands displayed distinctly weaker periodicity (n = 27;
Friedman’s test, P < 3.5 × 10−4; Fig. 1H). Furthermore, SWA lacked
prominent infraslow dynamics and showed a minor spectral peak
(Fig. 1H). In humans, there are fast (12 to 15 Hz) and slow spindles
(9 to 12 Hz), with the former being prevalent during S2 and providing
a distinct peak in individual power spectra (12). When focusing our
analysis on the fast spindles, we found that 0.02-Hz oscillations emerged
strongest in a 2-Hz band around the fast spindle peak (FSP; 13.16 ±
0.12 Hz) and fell off in adjacent bands (Fig. 1H). The 0.02-Hz oscil-
lation of sigma power appeared to be more prominent in S2 than in
SWS (Fig. 1, I and J). Autocorrelations confirmed the oscillatory na-
ture of sigma power dynamics, displaying side peaks with a periodicity
of 53.0 ± 2.73 s (Wilcoxon signed-rank test for periodicity, P = 0.026;
fig. S4, C and D). Together, these data unravel a 0.02-Hz oscillation
common to both human and mouse non-REM sleep that is prevalent
for sigma power and most prominent for fast spindles in human non-
REM sleep.

The 0.02-Hz oscillation shows regional specificity in both
mice and humans
To assess whether 0.02-Hz oscillations were present in local cortical
circuits, we performed multisite referential local field potential (LFP)
recordings across four cortical areas in combination with polysomno-
graphy in sleeping head-fixed mice (n = 6). Under these recordings
conditions, the three major vigilance states wake, non-REM, and
REM sleep showed spectral profiles comparable to those of freely
moving animals (fig. S8). The 0.02-Hz oscillation in sigma power of
non-REM sleep was present in the simultaneously recorded EEG and
LFP signals (Fig. 2, A and B), yet the latter showed that the amplitude
of the oscillation depended on cortical area [n = 6 mice; repeated-
measures (RM) analysis of variance (ANOVA) for factors “frequency”
and “area”; F1,5 = 145.8, P = 6.88 × 10−5; F4,20 = 19.23, P = 1.25 × 10−6;
Fig. 2C]. Primary (SI) and secondary (SII) somatosensory cortices showed
a major 0.02-Hz peak in the sigma compared to the SWA power time
course (n = 6; paired t test, t = 17.88, P = 1.01 × 10−5 for SI; t = 5.72,
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017
P = 0.0023 for SII; Fig. 2D), yet this peak was minor in auditory
cortex (AC) and medial prefrontal cortex (mPFC) (n = 6; paired t test,
t = 2.83, P = 0.037 for AC; t = 2.02, P = 0.1 for mPFC).

The topography of 0.02-Hz oscillations in humans was assessed in
an additional group ofn= 24 subjectswith full-night polysomnographic
recordings (Fig. 3A and fig. S6). These data confirmed that the 0.02-Hz
oscillation in sigma power was more pronounced during S2 than SWS.
Furthermore, the 2-Hz band around the FSP was the strongest oscilla-
tory component in these comparisons (fig. S6C). The 0.02-Hz oscilla-
tions showed a maximum over parietal derivations for power in both
the sigma and the FSP band and declined toward anterior central and
frontal areas. However, the relative dominance of the 0.02-Hz oscilla-
tion in the sigma and FSP bands over adjacent frequency bands and
SWA persisted along the parietofrontal axis (Fig. 3B).

The 0.02-Hz oscillation divides non-REM sleep into periods
of high and low fragility to acoustic noise
If 0.02-Hz oscillations are relevant for sleep fragility and continuity,
then they should be accompanied by a varying arousability of mice in
response to external stimuli. We chose acoustic stimuli such that they
lasted half a cycle of the 0.02-Hz oscillation (20 s). This long-duration
noise would probe the propensity to arouse over the sustained periods
of low and high sigma power and hence reveal whether these corre-
sponded to states of distinct fragility. A white noise stimulus of 90-dB
sound pressure level (SPL) yielded an arousal success rate of 38.7 ±
8.6% (n = 10), as assessed by polysomnography (Fig. 4A), and trials
were post hoc–classified on the basis of ECoG (EEG)/EMG data in
“wake-up” or “sleep-through” trials (Fig. 4B). Noise was played as
soon as the mouse was in consolidated non-REM sleep (for ≥40 s)
and at most once every 4 min, without knowledge of the oscillation
phase. In a wake-up trial from a single mouse, sigma power was at its
maximum before noise onset, such that noise exposure fell within a
phase of declining power. In contrast, for a sleep-through trial of the
same mouse, sigma power had just exited the trough, and noise was
played within the phase of incrementing power (Fig. 4C). This phase
difference between wake-up and sleep-through trials was robust when
calculated across trials and mice (wake-up, n = 9 mice; sleep-through,
n = 10 mice; RM ANOVA for factors “time” and “behavioral outcome”;
F4.78,81.27 = 3.81, P < 0.0042, after Greenhouse-Geisser correction; Fig.
4D, left). Moreover, the time course corresponded to the 0.02-Hz oscil-
lations during undisturbed sleep (Fig. 4D, right; see also Fig. 1), whereas
SWA time course was indistinguishable between the wake-up and
sleep-through trials (wake-up, n = 9 mice; sleep-through, n = 10 mice;
RM ANOVA for factors “time” and “behavioral outcome”; F4.84,82.20 =
1.86, P = 0.11, after Greenhouse-Geisser correction; Fig. 4E). Therefore,
as shown schematically in Fig. 4F, the 0.02-Hz sigma power oscillations
seem to divide mouse non-REM sleep into alternating periods of suc-
cessive high and low responsiveness to external stimuli. To test this
hypothesis, we analyzed the phases of the 0.02-Hz oscillation before
noise onset and found that values for the wake-up and sleep-through
trials fell onto opposite halves in a polar plot of oscillation phases (Fig.
4, G and H). Therefore, wake-ups and sleep-throughs occur during
declining and rising sigma power levels, respectively. As wake-ups
took place either early or late during the 20-s noise exposure, we asked
whether the declining sigma power phase could be further subdivided
according to the occurrence of wake-ups. Sigma power was signifi-
cantly lower for early (taking place within <8 s after noise onset) than
for late (12 to 16 s after noise onset) wake-ups (early arousals, n = 6;
late arousals, n = 9; RM ANOVA for factors “time” and “behavioral
3 of 14
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outcome”; F4,52 = 2.72, P = 0.04; fig. S9), suggesting a phase advance-
ment for early over late arousals. The progression into the declining
sigma power period thus reflects the entry into a period of sleep fragil-
ity. Last, we asked whether the total duration of the non-REM sleep
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017
before noise exposure affected responsiveness. Both wake-up and sleep-
through trials were broadly distributed across the range of non-REM
sleep bout durations in mice (fig. S10), ruling out bout duration as a
determinant of behavioral outcome to noise exposure.
Fig. 2. The 0.02-Hz oscillation is present in local cortical areas and predominates in somatosensory cortex. (A) Top view of mouse brain with indication of recording
sites and with corresponding representative traces obtained during non-REM sleep scored on the basis of EEG/EMG recordings. (B) Sigma (red) and SWA (blue) power time
course for a single non-REM sleep bout recorded simultaneously from all areas. The gray-shaded area indicates the time corresponding to the traces in (A). Dotted lines
indicate 100%. (C) FFT of power time course for sigma (left) and SWA (right) for individual mice (gray traces, n = 6) and for the average across mice (color + shading, means ±
SEM). Open circles denote FFT peaks obtained from Gaussian fits. Vertical dotted lines indicate mean peak frequency ± 0.5 SD. (D) Mean peak values from (C) for sigma power
and SWA for all brain areas and EEG recordings, analyzed as in Fig. 1D. RM ANOVA with factors “area” and “frequency”; area, P = 1.25 × 10−6; frequency, P = 6.88 × 10−5; post hoc
paired t tests; EEG, t = 11.19, P = 9.93 × 10−5; SI, t = 17.88, P = 1.01 × 10−5; SII, t = 5.72, P = 0.0023; AC, t = 2.83, P = 0.037; mPFC, t = 2.02, P = 0.1; *P < 0.01, ***P < 0.001. SI and SII,
primary and secondary somatosensory cortex; AC, auditory cortex; mPFC, medial prefrontal cortex; Ref, reference.
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The offline periods are coordinated with
hippocampal ripples
We further characterized the 0.02-Hz oscillation by examining the
timing of ripples (150 to 250 Hz) in the CA1 area of the hippocam-
pus, which represent an established index for offline memory pro-
cessing (13). Sigma power and ripple power were correlated such that
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017
ripple activity augmentations preceded sigma power rises by ~4 s (n =
6; fig. S11). Thus, hippocampal ripple activity was high during periods
of increasing sigma power, during which mice maintained sleep while
being exposed to noise. This suggests that more pronounced 0.02-Hz
oscillations strengthen offline consolidation of hippocampus-dependent
memory.
Fig. 3. Regional cortical topology of the 0.02-Hz oscillation in humans. (A) Top: Color scale that indicates the mean normalized power values calculated from the
average 0.02-Hz oscillation band (±0.5 SD around average peak values) during non-REM sleep. Bottom: The power spectral profiles for the FSP band (FSP ± 1 Hz, ~13 Hz,
left) and the SWA band (right) averaged across subjects (color + shading, means ± SEM) displayed for representative midline electrodes (FZ, CZ, and PZ); analysis as in
Fig. 1G. Coloring for power spectral profiles and each subject’s 0.02-Hz oscillation peak (filled circles underneath the power spectral profiles) corresponds to normalized
peak values in the color scale. Insets show human head with an approximate topography of the mean normalized peak power values for all nine EEG electrodes (F3, FZ,
F4, C3, CZ, C4, P3, PZ, and P4). (B) Mean (±SEM) normalized peak values for FSP band and adjacent frequency bands (FSP −5 to −3 Hz and FSP +3 to +5 Hz), as well as
sigma power (10 to 15 Hz), SWA (0.5 to 4 Hz), theta (4 to 8 Hz), beta (16 to 20 Hz), and beta2 (20 to 24 Hz) bands separate for the three midline electrodes (FZ, CZ, and
PZ); analysis as in Fig. 1H with data from the participants of the memory study (n = 24). Additional Friedman rank sum test between three midline electrodes for FSP band (P =
3.5 × 10−8), sigma (P = 6.35 × 10−9), and SWA (P = 2.8 × 10−6) (top three horizontal lines), with post hoc–paired comparisons along decreases from Pz to Cz as well as Cz to Fz
separate for those three frequency bands (Wilcoxon signed-rank test, all Ps < 0.0036). For consistency with the core study analyses, which relied on nonparametric statistics, the
same statistical tests were performed here. +P < 0.1, *P < 0.05, **P < 0.01, ***P < 0.001 for Wilcoxon signed-rank test relative to FSP band (left bar groups) and relative to the sigma
band (right bar groups).
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The strength of the 0.02-Hz oscillation correlates with
overnight consolidation of declarative memory in humans
To explore the role of 0.02-Hz oscillations in memory consolidation,
we correlated the explicit postsleep recall on an episodic memory task
(presented before sleep) in humans with oscillation peaks and conven-
tional measures of spindle density (14). Recall correlated with the in-
dividual peak of 0.02-Hz oscillations in the fast spindle band during
all-night non-REM sleep (r = 0.45, P = 0.027; n = 24; Fig. 5A), while
correlation was absent for SWA (r = −0.24; Fig. 5B). The correlation
episodic memory recall appeared to be most robust for the 0.02-Hz
oscillation over centroparietal sites (C4, CZ, P4, and PZ; Ps < 0.043).
The 0.02-Hz oscillation peak also correlated with the mean fast spin-
dle density (r = 0.51, P = 0.011; Fig. 5C), but not with overall spindle
count (P > 0.38). Spindle measures per se (such as spindle density and
spindle count) in this analysis were not significantly correlated with
episodic memory recall (all Ps > 0.15). These data are the first indica-
tions that the periodic clustering of spindle activity on a 50-s time scale
is a critical determinant for offline memory consolidation.

The online periods are coordinated with heart
rate changes
To test our hypothesis that changes in heart rate accompany the period
of fragility to external stimuli, we monitored heart rate along with non-
REM sleep in both mice and humans. In mice, through measuring in-
terbeat intervals from the nuchal EMG (fig. S12), we found that heart
rate increased and fluctuated around elevated values when sigma power
oscillations were declining (Fig. 6, A and B), yielding a cross-correlation
function with a prominent negative peak at ~0 s (Fig. 6, B and E). In
humans, heart rate alterations also correlated with sigma power, but
with a clear time lag. Here, heart rate declined rapidly once sigma
power had reached a peak and increased gradually during sigma
power minima (Fig. 6, C and D), before subsequent sigma peaks
by ~5 s (Fig. 6F). Thus, although with different phase relations that
could be related to differences in the kinetics and mechanisms of
neural coupling to the heart in both species, cardiovascular activity
is coordinated with brain oscillations that mark arousability.
m
ber 26, 2017

ril 14, 2021
DISCUSSION
Sleep has to reconcile the needs for continuity and fragility. Here, we
uncovered a 0.02-Hz oscillation in mouse and human non-REM sleep
with characteristics that qualify it as a hallmark for how sleep balances
these conflicting needs. First, the 0.02-Hz oscillation is most promi-
nent in a frequency band that contains neural rhythms associated with
the gating of sensory information during sleep. Second, it is coordinated
with an established physiological correlate of offline memory processing
and with modulation of autonomic status. Third, the 0.02-Hz oscilla-
tion phase is linked to wake-up from sleep in mice and to the extent of
overnight memory consolidation in humans. This dual behavioral rele-
vance in two different species suggests that the 0.02-Hz oscillation pro-
vides a unitary temporal scale of mammalian non-REM sleep over which
both beneficial effects and maintained reactivity to the environment
are balanced.

The 0.02-Hz oscillation in sigma power results from a
periodic recurrence of sleep spindles
The 10- to 15-Hz frequency band analyzed here contains sleep spin-
dles, a well-described sleep rhythm that is a thalamocortically gen-
erated and visually obvious hallmark of the non-REM sleep EEG in
Fig. 4. The 0.02-Hz oscillation imposes periods of high and low fragility to
acoustic noise. (A) Top: Acoustic stimulation protocol. Bottom: Percentage
(means ± SEM) of wake-up and sleep-through trials (n = 10 mice). (B) Representative
EEG (ECoG) (upper trace)/EMG (lower trace) traces from wake-up and sleep-through
trials. Gray-shaded area indicates period of noise exposure. Scale bars, 400 and 80 mV
for EEG(ECoG)/EMG. (C) Time course of sigma power for the 40 s of non-REM sleep
before noise onset for a wake-up (violet) and a sleep-through (orange) trial [same
data as (B)]. Insets show corresponding band-pass–filtered (10 to 15 Hz) EEG (ECoG)
traces. Scale bars, 200 mV. (D) Left: Means ± SEM sigma power time course for wake-
up and sleep-through trials (n = 9 and 10, respectively; RM ANOVA for factors “time”
and “behavioral outcome”, Greenhouse-Geisser–corrected, P < 0.0042). Right: Overlay
of the traces from the left, once unfiltered (continuous line) and once band-pass–
filtered (dotted lines) for the frequencies corresponding to 0.02-Hz oscillation peak
± 1 width (see Fig. 1C). (E) Means ± SEM SWA time course as in (D) [same statistics as
in (D), P = 0.11]. (F) Projected time course of sigma power during noise exposure for
wake-up and sleep-through trials. (G) Waveforms for average wake-up (n = 4) and
sleep-through (n = 8) trials obtained through sinusoidal fits. (H) Polar representation
of sigma power phases decoded from (G) (shaded area; 0°, peak), with shading of cor-
responding intervals for high (purple) and low (orange) responsiveness to stimulation.
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humans and carnivores between ~8 and 16 Hz (7, 15). Mouse EEG
traces show a more continuous and graded activity in the 9- to 18-Hz
band that is best quantified through mean power levels (11). For species
comparisons, we focused here on power dynamics in the 10- to 15-Hz
band. The oscillatory pattern we found accords with the slow recur-
rence of discrete spindles over intervals of tens of seconds in humans
and carnivores (16, 17). Moreover, the much narrower individualized
fast spindle band (around 13 Hz) oscillated most vigorously on a
0.02-Hz scale and correlated with the density of discrete spindles. There-
fore, sleep spindles and fast spindles in particular are primary constituents
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017
of the 0.02-Hz oscillation. As adjacent frequency bands also show clear
yet weaker 0.02-Hz oscillations, neural rhythm generators other than
the thalamocortical spindle-generating circuits could contribute. In this
context, it is noteworthy that the 8- to 13-Hz alpha band was recently
associated with enhanced fragility of non-REM sleep in humans (9).

The 0.02-Hz time scale is a fundamental property of
mammalian non-REM sleep
Aside from shared spectral hallmarks and regulatory mechanisms, mouse
and human non-REM sleep are strikingly different, in particular with
Fig. 5. Sleep benefit in episodic memory correlates with the strength of the 0.02-Hz oscillation in the FSP band (FSP ± 1 Hz). (A) Correlation of episodic memory
recall (that is, recall of objects in their spatiotemporal context) with normalized peak values of FSP band. Pearson’s r values are given in all panels (*P = 0.027). (B) Same
for SWA band (P = 0.26). (C) Normalized power in FSP band was positively associated with the density of fast spindles (*P = 0.011). Analyses were performed on the
average of all parietocentral EEG electrodes (C3, CZ, C4, P3, PZ, and P4) for the FSP band, and across frontal electrodes (F3, FZ, and F4) for the SWA band, as these sites
correspond to the locations with the highest overall power in the respective bands.
Fig. 6. The 0.02-Hz oscillation aligns with heart rate changes in both mice and humans. (A) Representative non-REM sleep bout with simultaneous recording of
sigma power (red trace) and heart rate [black trace; in beats per minute (bpm)]. Insets show 1-s period of corresponding raw data (squared) to illustrate R-wave
detection in EMG traces. (B) Cross-correlogram between sigma power and heart rate for traces in (A). (C) Same as (A) for a single human subject. (D) Corresponding
cross-correlogram as (B). (E to F) Mean cross-correlogram for mice (n = 12) (E) and humans (n = 27) (F). Shadowing represents means ± SEM.
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respect to their architecture. In this study, we have now identified a
temporal scale that is relevant for both S2 in humans and non-REM
sleep in mice. We also have shown that mouse non-REM sleep shares
several of the basic neural and autonomic characteristics of S2. These
similarities will undoubtedly contribute to emerging questions on the
specific benefits provided by S2 to sleep and in particular to sleep-
dependent memory consolidation. We exemplify this here through de-
monstrating that the 0.02-Hz amplitude of fast spindles is a predictor
of overnight declarative memory consolidation. Recent human re-
search specifically linking S2 to strengthened hippocampal-cortical
connectivity (18) and to procedural memory (19) is now open for re-
assessment in rodents in terms of novel temporal and spatial aspects of
spindle organization.

The 0.02-Hz oscillation likely acts to provide an organizational
time scale for non-REM sleep in other mammalian species. Carnivores,
such as cats and ferrets, show periodically recurring spindle events at
intervals of 10 to 40 s (16). Slow periodicities occur in brainstem arousal
systems in sleeping rats (20). Beyond mammals, the Australian reptile
Pogona vitticeps sleeps in alternating low (<4 Hz)– and high-frequency
(10 to 30 Hz)–dominated states in cycles of 60 to 80 s (21).

The infraslow frequency of 0.02 Hz is strikingly similar to the
periodicity found for cycling blood oxygen level–dependent imaging
signals observed in brain subnetworks during rest (22) and non-REM
sleep (23) that are conserved across rodents, monkeys, and humans
(24) and that result from varying brain integration during sleep (25).
Although the link between infraslow periodicities in electrophysio-
logical and functional magnetic resonance imaging signals remains
to be established, the shared oscillation frequency suggests that it repre-
sents an evolutionarily conserved time frame over which neural and
hemodynamic sleep rhythms are coordinated.

The 0.02-Hz oscillation renders human sleep S2 a
functionally unique sleep stage
The predominance of 0.02-Hz oscillations for fast spindles in S2 of
human non-REM sleep functionally sets S2 apart from SWS. Over
a 50-s time scale, an S2-specific spindle amassment in parietal areas
yields a qualitatively different spatiotemporal spindle pattern than
in SWS, where cortically driven spindle grouping predominates (8). It
remains to be determined how these diverse organizational hierarchies
contribute to the differential alignment of fast and slow spindles with
slow waves (12). To what extent the 0.02-Hz oscillation will be impor-
tant for observed differences in local versus global recurrence of
spindles during S2 and SWS (26), as well as for proposed frameworks
on active systems consolidation (27), remains an additional area of
future investigation.

The online period of the 0.02-Hz oscillation facilitates
wake-up in response to acoustic stimuli
Cortical responses to acoustic stimuli show an enhanced late inhib-
itory component of the evoked sensory responses during spindles
(6, 28), which is a neural correlate for disrupted cortical processing.
The fragility period of the 0.02-Hz oscillation, corresponding to low
spindle occurrence, could thus be accompanied by a suppression of
these inhibitory components. However, the transition to full-blown
awakening additionally requires an activation of brainstem arousal
systems, such as the noradrenergic locus coeruleus that effectively
arouses the thalamocortical system (29) and discharges phasically during
alerting stimuli (30). Periodicities in sleep’s fragility to acoustic stimuli
could be modulated through periodic patterns in excitability of this and/
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017
or additional subcortical arousal-promoting systems, which so far have
not been investigated with respect to infraslow rhythms in activity dur-
ing non-REM sleep (20).

Although a protective function of sleep spindles for arousals is
well established, the role of the 0.02-Hz oscillation for arousability
in humans will need to be ascertained to more comprehensively ad-
dress the parallels between human sleep S2 and mouse non-REM
sleep reported here. However, we caution here against a simple trans-
fer of approaches between species. Not only do mice and humans dif-
fer in terms of subcortical and cortical mechanisms of sensory
processing; stimulus attributes such as frequency composition also
have different ecological valence (31). In humans, exposure to sounds
mimicking those found in everyday life was previously used to assess
resilience to sleep disruption and therefore seems suitable to address
the role of the 0.02-Hz oscillation for sleep fragility in humans (9, 32).

The offline period of the 0.02-Hz oscillation promotes
memory consolidation
The observed offline periods with reduced responsiveness to external
noise might favor internal memory processing, as they coincide with
enhanced ripple power, a sign for memory replay of recently ex-
perienced episodes (13). Human fast spindles predominate in senso-
rimotor areas and augment following learning (33) together with
hippocampal ripples (34–36), a phenomenon that is crucial for
memory consolidation (1, 37). Our findings reveal the alignment of
ripples and spindles within 25-s intervals that concur during periods
of low fragility to noise. These data support the idea of a minimally
required unit of uninterrupted sleep and provides a compelling expla-
nation why optogenetically fragmenting non-REM sleep to periods
shorter than 30 to 60 s disrupts memory consolidation (38). Corrobor-
ating the link to memory consolidation, we present the first evidence
in humans that more pronounced 0.02-Hz oscillations in the spindle
band correlated with enhanced hippocampus-dependent episodic
memory after sleep. This further substantiates the idea that the tem-
poral grouping of spindles, rather than their overall occurrence, is cen-
tral to sleep-dependent memory consolidation.

Alternative roles of the 0.02-Hz oscillation in non-REM sleep
Several facets of the 0.02-Hz oscillation support a role in subdividing
sleep into fragility and offline periods, yet it undoubtedly serves roles
that could complement or add to the ones presented here. These addi-
tional roles could include promotion of oscillatory signaling in signaling
pathways in neurons and astrocytes, with implications for sleep-
dependent gene transcription and synapse function. More generally,
slow metabolic or energetic processes that result from, or contribute
to, modified neuronal excitability during sleep (39) could evolve over
infraslow time scales. Notably, oscillations in the 0.02-Hz range have
also been reported in the EEG alpha and theta band activity during
waking rest periods in humans (40). Furthermore, infraslow oscillations
were observed in a broader frequency range (0.01 to 0.1 Hz) during a
somatosensory detection task carried out in fully awake subjects (41),
raising the possibility that neural variations on a 50-s time scale may
be common to several vigilance states.

Infraslow periodicities observed in clinical settings
Important clinical clues to infraslow periodicities in sleep fragility
come from the “cyclic alternating pattern” (CAP) that is prominent
in sleep disorder patients, consisting of visually identifiable alterna-
tions in EEG synchrony over periods of 10 to 60 s (42). Similar to
8 of 14
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the 0.02-Hz oscillation, these are coordinated with autonomic param-
eters and signs of elevated arousability, such as body movements.
However, unlike the 0.02-Hz oscillation, the CAP occurs throughout all
non-REM sleep stages with wide variations in its spectral composition.
Infra-slow periodicities on a broader frequency range (0.01–0.1 Hz) have
also been observed in the occurrence of epileptic seizures in humans
(43), and hippocampal interneuron discharges in sleeping rats (44).
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CONCLUSIONS
In conclusion, the 0.02-Hz infraslow oscillation reflects sleep’s arbitra-
tion between maintaining readiness for arousal and continuity for off-
line processing. The oscillation provides a supraordinate temporal
framework that, as we show here, controls sleep’s alternation between
fragility and continuity, and which might likewise explain previously
established links between sleep EEG rhythms, cardiac activity, hemo-
dynamic fluctuations, and offline memory consolidation mechanisms
(22, 23, 45) that occur on a 50-s time scale during sleep. Hypothalamic
and brainstem circuits coordinating autonomic output with cortical
state, possibly through diencephalic relays, are likely generators of
the infraslow rhythm, which could affect cortical excitability (46, 47).
Therefore, we speculate that the 0.02-Hz infraslow oscillation reflects
an inverse bottom-up oscillatory control between online and offline
states, counterbalancing cortically driven faster sleep rhythms that or-
ganize brain activity in a top-down manner.
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MATERIALS AND METHODS
Animal husbandry and experimental groups
Mice were housed in a temperature- and humidity-controlled envi-
ronment with a 12-hour light/dark cycle (lights on from 9:00 a.m. to
9:00 p.m.). Food and water were administered ad libitum. Surgery for
combined EEG (ECoG)/EMG electrode implantation was performed
on a total of 26 5- to 7-week-old male C57BL/6J mice, bred in our co-
lonies, as previously described by Wimmer et al. (11). For head-fixed
conditions, eight C57BL/6J male mice of the same age were implanted
for the EEG/EMG/LFP recordings. All experimental procedures
complied with the Swiss National Institutional Guidelines on Animal
Experimentation and were approved by the Swiss Cantonal Veterinary
Office Committee for Animal Experimentation.

Surgeries for polysomnography and LFP recordings in mice
ForEEG(ECoG)/EMGsurgeries,micewere anesthetizedwith isoflurane
(1 to 2%, O2 and N2O mixture), and two gold-plated screws (1.1-mm
diameter) (48) were gently inserted into the skull over the right hemi-
sphere to obtain a frontoparietal derivation; four additional screws were
inserted for implant stabilization. Two gold wires were inserted into the
neck muscle for EMG recordings. A male-to-female connector was
soldered to EEG (ECoG) and EMG electrodes, and the implant was
covered with two-component epoxy glue (RelyX, 3M ESPE Dental
Products; or G-CEM, GC Corporation) and dental cement (Paladur,
Heraeus Kulzer GmbH). Paracetamol (2 mg/ml) was diluted into the
drinking water for at least 10 days of recovery after the surgery, and
an additional week of adaptation was given after the animals were teth-
ered to a commutator (Dragonfly Inc.) via custom-made counterba-
lanced cables. Surgery for head-fixed LFP electrode implantation was
performed under isoflurane anesthesia (1 to 2%, O2 and N2O mixture)
on eight mice (49). Above the left hemisphere, small craniotomies
were drilled (<0.5-mm diameter) to chronically implant LFP tungsten
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017
microelectrodes (FHC; 10 to 12 megohms) in the following areas of
interest: AC (bregma posterior, −2.5 mm; lateral, 3.9 mm; surface
depth, 1.0 mm), SI (bregma posterior, −1.7 mm; lateral, 3.0 mm; sur-
face depth, 0.9 mm), SII (bregma posterior, −0.7 mm; lateral, 4.2 mm;
surface depth, 1.0 mm), mPFC (prelimbic and infralimbic area: bregma
anterior, +1.8 mm; lateral, 0.3 mm; surface depth, 1.85 mm), and CA1
(bregma posterior, −2.5 mm; lateral, 2 mm; surface depth, 1.3 mm).
A silver wire (Harvard Apparatus) was positioned in contact with the
bone above the cerebellum and used as a neutral reference to record
referential LFP signals. Over the right hemisphere, a light metal im-
plant was glued to the bone, and two EEG gold-plated wires were
chronically implanted to record differential frontoparietal EEG signals
similar to those of the freelymoving animals. ForEMGelectrodes, twogold
pellets were inserted into the neck. Carprofen (5 mg/kg subcutaneously)
and paracetamol were provided during recovery from surgery.Micewere
daily habituated by gradually increasing the amount of time in the head-
fixed condition and by rewarding with sweet water after each session.

Mouse polysomnographic and LFP recordings
EEG (ECoG)/EMG signals were recorded in freely moving mice,
acquired and amplified using an Embla amplifier (gain 2000×), digi-
tized at 2 kHz, and down-sampled to 200 Hz using Somnologica ver-
sion 3.3.1 software (Embla System). The EEG (ECoG) and EMG traces
were high-pass–filtered at 0.7 and 10 Hz, respectively. A 48-hour
baseline sleep-wake recording under undisturbed conditions was ob-
tained for every animal, and only the 100 min after light onset for
the two consecutive days was used for further analysis to assess a data
set homogeneous with respect to time of day. Recordings of LFPs were
obtained from head-fixed mice habituated to sleep (fig. S8). The EEG
(ECoG)/EMG signals allowed to assess the behavioral state during the
sleep-wake cycle recordings and, together with LFP signals, were am-
plified (1000×) and acquired through Plexon Systems (16-channel
Multiple Acquisition Processor system). More specifically, the signals
were sampled at 1 kHz, high-pass–filtered at 0.8 Hz, and low-pass–
filtered at 300 Hz. LFP electrode positions were labeled at the end of
all recordings through electrocoagulation before transcardiac perfusion
with 4% paraformaldehyde in 0.1 M phosphate buffer (under pento-
barbital anesthesia, 60 mg/kg), through current injections (50 mA, 8 s),
and post hoc compared to the stereotactic atlas after coronal slicing
(100-mm sections) (fig. S8). Mice with an unprecise electrode localiza-
tion were excluded from specific analyses. Head-fixed mice were not
exposed to noise stimuli.

Scoring of rodent polysomnographic and LFP data
All sessions involving freely moving animals were visually scored
using a 4-s epoch resolution, and power spectra were determined as
previously described by Wimmer et al. (11). Whenever an abnormal
discharge was present or the behavioral state was unclear, the epoch
was scored as an artifact corresponding to the closest behavioral state
and was omitted for any spectral analysis. For any 4-s epoch to be
included in the spectral time course, it had to be preceded and
followed by another epoch belonging to the same behavioral state
excluding artifacts. A vigilance state file and a spectral file (FFT,
0.75 to 90 Hz with 0.25-Hz steps) were exported from Somnologica
for every 4-s epoch and for every recording session. Under the head-
fixed condition, scoring was based on combined EEG/EMG/LFP
data and involved the selection of consolidated non-REM sleep bouts
≥45 s, excluding transitional periods to REM sleep or waking. Power
spectra were calculated with a 4-s window resolution. Scoring of
9 of 14

http://advances.sciencemag.org/
http://advances.sciencemag.org/


SC I ENCE ADVANCES | R E S EARCH ART I C L E

 on S
eptem

ber 26, 2017
http://advances.sciencem

ag.org/
D

ow
nloaded from

 
 on A

pril 14, 2021
http://advances.sciencem

ag.org/
D

ow
nloaded from

 

EEG/LFP/EMG signals was performed using Igor Pro version 6.3
(WaveMetrics Inc.) customized semiautomated routines.

Human subjects and sleep recordings
Human data obtained from 27 healthy men (22.5 ± 0.49 years of age;
range, 18 to 28 years of age) who participated in a previous pharma-
cological study included overnight polysomnographic and electro-
cardiographic (ECG) recordings (50) (further referred to as “core study”)
(the core analyses are presented in Figs. 1 and 6, and figs. S3, S4, S6A, and
S7). Data for Figs. 3 and 5, and fig. S6 (B and C) were obtained from
a sample that included 14 subjects taking part in a memory study
(14) that was extended by 10 more subjects (n = 24, further referred
to as “memory study”). The memory study also included standard
polysomnographic full-night EEG recordings with a higher density
of electrode sites.

All subjects had a regular sleep-wake pattern, did not take any
medications at the time of the experiments, and were nonsmokers.
Acute and chronic illness was excluded by medical history, routine
laboratory investigation, and additional physical examination in
the core study. The subjects of the core study were synchronized
by daily activities and nocturnal rest with a more fixed sleep schedule,
whereas the subjects of the memory study were instructed to keep their
regular sleep schedule. Memory tasks were timed according to their reg-
ular sleeping time. All subjects spent one adaptation night in the labo-
ratory to habituate to the experimental setting. For the core study, only
data from placebo nights were included in the analysis. For the memory
study, only the sleep group subjects were included. All participants gave
written informed consent before participating, and both studies were
approved by the local ethics committee.

Polysomnographic recordings included EEG from C3 and C4

electrode sites (International 10–20 system; reference: linked elec-
trodes at the mastoids, ground at Fpz), EMG (musculus mentalis),
and electrooculography (around the eyes), with the memory study
data set using additional EEG sites (F3, FZ, F4, C3, CZ, C4, P3, PZ,
and P4). Electrode impedances were kept below 5 kilohms. Signals
were amplified (BrainAmp, Brain Products), digitized (sampling
rate >200 Hz), and filtered (EEG and electrooculogram between 0.3
and 35 Hz and EMG between 10 and 100 Hz).

Scoring of human EEG data and sleep EEG
parameter analyses
Sleep stages were scored offline in 30-s epochs by an experienced scorer
according to standard criteria (51). Further analysis of the core study
was focused on the first 210 min starting with sleep onset of undis-
turbed sleep that was expected to contain long uninterrupted epochs
rich in S2 as well as SWS and good cardiac recording quality. The
analysis of the memory study used the entire sleep period. The pro-
portion of stage 1, S2, SWS (the sum of stage 3 and stage 4), non-REM
sleep (sum of S2 and SWS), REM sleep, wakefulness after sleep onset,
movement time, and sleep latencies was determined. Sleep onset was
defined with reference to lights off by the first occurrence of an S1
sleep epoch followed by S2 sleep. For simplicity, EEG analysis focused
on C3 channel mainly used for sleep scoring in the core study, whereas
analyses in the memory group used all nine recording sites. Data of
subsequent analyses were down-sampled to 100 Hz to facilitate com-
putation. Analysis was performed in MATLAB 2013b (MathWorks)
using custom-made scripts, FieldTrip (www.ru.nl/neuroimaging/field-
trip) (52), and for analysis of standard sleep parameters including spin-
dle and SWA analysis using the SpiSOP tool (www.spisop.org). For
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017
the correlation of the standard sleep parameters with memory and
with the strength of the 0.02-Hz oscillation, the average of all par-
ietocentral EEG electrodes (C3, CZ, C4, P3, PZ, and P4) was taken for
the spindle band analyses, and the average of the frontal electrodes (F3,
FZ, and F4) was taken for the SWA band analysis, because these
locations correspond to the sites with the highest overall power
in the respective bands.

Briefly, power spectral analyses of non-REM sleep were calculated
on consecutive artifact-free 5-s segments of non-REM sleep, which
overlapped in time by 4 s along the entire recording period. Each
segment was tapered by a single Hanning window before applying an
FFT that resulted in interval power spectra with a frequency bin resolu-
tion of 0.2 Hz. Power spectra were then averaged across all segments
(Welch’s method). Mean power density from the spectra was calculated
in the frequency band for slow waves (0.5 to 4 Hz) and in the sigma
band (10 to 15 Hz). Concrete fast spindles and slow waves during non-
REM sleep were analyzed according to previously published algorithms
(12, 54). For each individual and channel, their densities (per 30-s epoch
of non-REM sleep), counts, mean amplitudes, and lengths were
calculated.

For the identification of slow waves, the signal in each channel dur-
ing non-REM sleep epochs was filtered between 0.5 and 3.5 Hz (−3 dB
roll-off) using a digital finite impulse response (FIR) filter (Butterworth,
order of 4). Next, all intervals of time with consecutive positive-to-
negative zero crossings were marked as putative slow waves if their
durations corresponded to a frequency between 0.5 and 1.11 Hz (53),
yet these were excluded in case their amplitude was >1000 mV (as these
were considered artifacts) or when both negative and positive half-wave
amplitudes lay between −15 and +10 mV. A slow wave was identified if
its negative half-wave peak potential was lower than the mean negative
half-wave peak of all putatively detected slow oscillations in the re-
spective EEG channel, and also only if the amplitude of the positive
half-wave peak was larger than the mean positive half-wave ampli-
tude of all other putatively detected slow waves within this channel.

For the detection of fast spindles, the EEG signal was filtered with
a band-pass around the individual FSP (see “Analysis of 0.02-Hz os-
cillations in humans”) with a ±1-Hz range (−3 dB cutoff). Then,
using a sliding window with a size of 0.2 s, the root mean square
(RMS) was computed, and the resulting signal was smoothed in
the same window with a moving average. A spindle was detected
when the smoothed RMS signal exceeded an individual amplitude
threshold by 1.75 × SD of the filtered signal in this channel at least
once and additionally exceeded a lower threshold of 1.5 × SD for
0.5 to 3 s. The crossings of the lower threshold marked the begin-
ning and end of each spindle and quantified their length. Spindle
amplitude was defined by the voltage difference between the largest
trough and the largest peak. Spindles were excluded for amplitudes
>200 mV.

Analysis of 0.02-Hz oscillations in mice
The scheme in fig. S2 summarizes the analysis steps for un-
disturbed non-REM sleep in mice. From the scored data, all non-
REM sleep bouts ≥24 epochs (each epoch corresponding to 4 s, thus
≥96 s of uninterrupted non-REM sleep) were selected in the first
100 min at ZT0 for two consecutive light phases, regardless of the
amount of non-REM sleep (fig. S2A). The spectral files of all 4-s epoch
across all non-REM sleep (red lines in hypnogram in fig. S2A) were
then used to calculate an arithmetic mean FFT per mouse. In recordings
from head-fixed sleeping mice, an average non-REM sleep spectral
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profile was calculated across the entire recording for each mouse (810 to
3210 s).

Figure S2B shows how the time course of spectral power was
analyzed in 4-s bins for the following frequency bands: SWA (0.75
to 4 Hz), theta (6 to 10 Hz), sigma (10 to 15 Hz), and beta (16 to
20 Hz). To do this, the power values from the 4-s FFTs for each fre-
quency band were normalized to the average non-REM sleep FFT
calculated across all non-REM sleep (fig. S2A) and plotted against
time, yielding the line graphs in Figs. 1 (A and B) and 6A, and figs.
S1, S2B, and S12.

The spectral profiles of these power time courses of each non-REM
sleep bout were obtained through calculating an FFT (fig. S2C) with
Hamming window method, which revealed all power values in the
infraslow frequency range (<0.125 Hz). The choice of a minimal bout
length of 24 epochs, corresponding to ≥96 s, preserved at least two
cycles of the 0.02-Hz oscillation detected here. A mean spectral
profile was calculated for every mouse through averaging across
the interpolated absolute FFTs obtained from each power profile
of each non-REM sleep bout (fig. S2C, right).

Control analyses were carried out to ensure the robustness of
peak detection (as shown in fig. S3). For the analysis of scale-free
behavior, similar FFT calculations for a simulated scale-free power
profile (1/f) with equal bout length distribution did not yield a peak
unless a 0.02-Hz sine wave was added (fig. S3, G to J). Before FFT
calculation, the average power value for each frequency band was
subtracted from each non-REM sleep bout to prevent large power
increases at extremely small frequencies; however, the 0.02-Hz peaks
were also present without this offset. Autocorrelations were calculated
for original and shuffled sigma power data of these long non-REM
bouts for each mouse (fig. S4, A and B).

The mean FFT obtained per mouse was normalized to its own
mean. Similarly, in EEG (ECoG)/LFP recordings, the FFTs over the
power data mentioned above were obtained for each non-REM sleep
bout using a Hamming window and means calculated as before
(Fig. 2). Leaving out the Hamming window did not affect the result.

Last, to determine peak and SDs of the FFTs, we performed a
Gaussian fit (one term). Peak location and SD values were obtained
from the fitted curve and used to calculate the average peak value in
the range (peak ± 0.5 × SD). These values were used to calculate av-
erage peak values in all other frequency bands (Fig. 1D). By choosing a
mean that is determined not only by the single data point of the peak
but also by the spread of values around 1 full SD, we take into account
that the exact peaks might not be identical for all frequency bands.

The peak ± SD frequencies of the FFT for sigma power were also
used to calculate a band-pass (FIR)–filtered trace of sigma power time
course before noise onset (Fig. 4D) and to reconstruct the oscillations
in Fig. 4F. The peak ± SD frequencies of the FFT for sigma power
were also used for the phase analysis in Fig. 4 (G and H). Here, the
sigma power time courses in the prestimulus period were fit to a sinus
function with a frequency constrained by these limits. The phase of
these sinusoids was read for the wake-up and sleep-through trials in
which both a peak and a trough lay within the fitted period. This was
the case for 4 of 9 wake-up and 8 of 10 sleep-through sigma power
time courses.

In noise exposure experiments, the time courses of sigma power
and SWA in the 40-s prestimulus period were averaged across animals
after sorting the trials on the basis of their outcome (wake-up or sleep-
through trials). For any successful trial, the values in both sigma and
SWA frequency bands were expressed in percentage with respect to
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017
the average non-REM sleep power spectrum in the 40-s prestimulus
period (Fig. 4, C and E). Because of this normalization, 0.02-Hz oscil-
lations had smaller amplitudes than those in Fig. 1. A total of n = 1 of
10 animals did not wake up in any of the noise exposures and did not
contribute to the power calculations (Fig. 4, D and E). Later analysis
showed that, in this mouse, only two noise exposures were successful,
and both of these fell onto the rising phase of the sigma power oscil-
lation. Analysis of phase was carried out with phase convention peak
of 0° and trough of 180°, as described above.

Ripple activity time course was quantified from the LFP recording
in the CA1 area. The signal was first filtered between 150 and 250 Hz
and then squared. The values were averaged in a 4-s bin, and a cross-
correlation was performed against the corresponding sigma power
from channel SI (resampled at 1 Hz) using the ripple activity trace
as “source wave.”

Analysis of 0.02-Hz oscillations in humans
The scheme in fig. S5 summarizes the analysis steps for human
non-REM sleep. An analysis similar to that in mice was performed
on consecutive 30-s intervals of non-REM sleep EEG (further referred
to as bouts) of the first 210 min of sleep and free of artifacts or move-
ment arousals for the core study data set (fig. S5A) and was extended
to the full-night sleep in the memory group data set (Figs. 3 and 5).
The analysis differed from that in mice to account for dissimilarities in
sleep patterns of humans (for example, longer bouts). For each EEG
signal of a bout, the power spectra were calculated every 0.1 s in the
0.5- to 24-Hz range in steps of 0.2 Hz with a continuous wavelet
transform using Morlet wavelets with length of four cycles. At every
time point, the average power in the bands was calculated in frequency
bands equivalent to mice: SWA (0.5 to 4 Hz), theta (4 to 8 Hz), sigma
(10 to 15 Hz), individual beta (16 to 20 Hz), and beta2 (20 to 24 Hz).
This resulted in a detailed power time course for each respective fre-
quency band (fig. S5B).

After visual confirmation that the power time course in the sigma
and SWA bands corresponded to real spindle and SWA activity, the
temporal resolution was reduced to highlight activity changes in the
infraslow periodicity. Therefore, a symmetric moving average was ap-
plied in a 4-s time window to match the resolution of the mouse data.
As in mice, the average absolute values of the non-REM sleep spectral
composition were used for normalization by setting them to 100%
(Fig. 1, E and F). The first 100 min of concatenated non-REM sleep
was used for this normalization to account for interindividual differ-
ences in the amount of non-REM sleep and to match the time interval
used for the analysis in mice [fig. S5, A (bottom) and C].

To establish the spectral profile of these power time courses, the
spectra of the power time courses for each frequency band were
obtained for all non-REM sleep bouts lasting ≥120 s (≥4 epochs)
(fig. S5A, bottom). For this, a Morlet wavelet analysis was per-
formed in each interval on the previously calculated power time
courses for respective frequency bands that aimed for a frequency
resolution of 0.001 Hz in the range 0.001 to 0.12 Hz with time steps
of 0.5 s. To obtain one power spectrum for each bout, we then aver-
aged the resulting signal across time steps along the duration of the
bout (fig. S5D).

Last, the spectral profile of the 0.02-Hz oscillation of all frequen-
cy bands for all non-REM sleep was calculated by averaging the
spectral values across all the non-REM sleep bouts of the subject,
weighted by their duration. As in mice, the spectral profile obtained
per subject was normalized to its own mean. To determine peak and
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SDs of each power spectrum, a Gaussian fit (three terms) was per-
formed on the normalized power from single subjects. The peak loca-
tion and SD values were obtained from the fitted curve and used
to calculate the average peak value in the range (peak ± 0.5 × SD)
(Fig. 1, G and H). Accounting for the larger variability in individ-
ual peak values between human subjects and frequency bands as
compared to mice, the respective range of each frequency band
was used to approximate the highest possible average peak values.
Using the range from the sigma band for averaging of peak values
in all frequency bands essentially yielded the same results re-
ported here.

To address specificity of the 0.02-Hz oscillation to spindles, we
repeated the analysis for a frequency band tailored to the individual
spindle band of each subject. Thus, for each subject, the frequency
band was centered to its FSP that was determined according to pre-
viously described standard methods (12, 54), and that is specified
here briefly. Power spectra containing the sigma band (8 to 18 Hz)
were calculated in the same way as reported above but using con-
secutive artifact-free 10-s intervals of non-REM sleep, which over-
lapped in time by 5 s with a frequency resolution of 0.1 Hz. The FSP
was visually identified for each subject from the individual power
spectra of non-REM sleep epochs as power maxima within the sigma
band (12). Although slow spindles contribute to the sigma band, they
were not considered because of their prevalence mainly during SWS
and tight temporal association with fast spindles (12).

Control analyses for humans in figs. S3 and S4 including using
minimal bout lengths of double (≥240 s; fig. S3, D to F) or triple the
length (≥360 s), changing Morlet wavelet cycle length to seven cycles
for better frequency resolution, skipping the normalization steps, or
comparing the power fluctuations in the full spectrum (in smaller
bands of 1 Hz from 1 to 24 Hz, instead of broader specific bands)
essentially yielded the same results reported here. Autocorrelations
were calculated as in mice for original and shuffled sigma power
profile data of non-REM sleep. To more closely match the respective
analyses in mice, the data were split in all possible continuous 240-s
segments and down-sampled to 1 Hz (this analysis is referred to as
240-s bouts; see fig. S4, C and D).

White noise exposure during polysomnographic recordings
in sleeping mice
A subset of 10 mice implanted for polysomnography was habituated
to the experimental noise stimulus during the period of tethering after
surgery through playing noises six to eight times per light phase. Dur-
ing the experimental trials, animals were exposed, four at a time, to
white noise pulses of 90-dB SPL lasting 20 s, generated through custom-
written LabVIEW procedure (National Instruments Corporation). The
duration of the noise was chosen such that it covered half a cycle of
the 0.02-Hz oscillation and because mice woke up or slept through
it at comparable rates. The arousal success rate was defined as the
fraction of wake-up trials within all accepted trials. In a preliminary
experimental series, a 20-s pulse at 80 dB was found to lead to an
insufficient number of wake-up trials, with the arousal success rate
<30%, whereas a 4-s pulse at 100 dB led to arousals in more than
90% of the cases. Noise was played randomly in the first 100 min at
ZT0, but the following conditions had to be fulfilled: At least one of
the four mice was in non-REM sleep for ≥40 s, as assessed through
online monitoring of EEG (ECoG)/EMG traces, and the previous
noise had been played ≥4 min before. The experimenter was blind
to the spectral composition of non-REM sleep during the noise expo-
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017
sure experiment, such that noises were played without knowledge of
the sigma power phase. Wake-ups were identified on the basis of
characteristic alterations of EEG/EMG signals, namely, the decrease
in amplitude and increase in frequency for the EEG trace, combined
with the detection of muscular activity from the EMG electrodes
(Fig. 4B). The animals were exposed several times to the noise in
each recording session. The 20-s pulse was played 14.0 ± 0.3 (min-
imally 9) times per mouse, of which 8.6 ± 0.4 (minimally two per
mouse) trials were successful, meaning that the mouse did not wake
up in the prestimulus period or in the first 4 s of noise exposure.
EEG (ECoG)/EMG traces were scored blind with respect to noise
exposure times.

Study procedures and memory assessment in humans
In the core study, subjects arrived at the laboratory at 9:00 p.m. for
experimental preparation, and sleep was allowed between 11:00 p.m.
(lights off) and 7:00 a.m. Subjects underwent blood sampling via an
intravenous forearm catheter, which was connected to a long thin tube
and enabled blood collection from an adjacent room without disturb-
ing the subject’s sleep and unnoticed by all subjects (14).

The memory study demonstrated a twofold better recall of ep-
isodic memory when task performance was followed by nocturnal
sleep compared to postlearning daytime wakefulness (14). Here, we
only used the subjects of the sleep group, for which the procedures
were as follows: Encoding of the memory task took place in the
evening (between ~8:00 p.m. and 11:00 p.m.). One hour after en-
coding, and in accordance with their usual sleep habits, participants
went to bed (lights off) for an 8-hour sleep period in the laboratory
with polysomnographic recordings. The retrieval phase started
1 hour after awakening. The episodic memory task described in detail
by Weber et al. (14) required the encoding of faces (events) embedded
in a spatial context (that is, different locations on a screen) and a tem-
poral context (that is, different faces at the different locations were
presented in two experimental episodes separated by a 1-hour inter-
val). During encoding, participants remained unaware that the task
was aimed at memory testing but were instructed to keep focused
on the experimental episodes presented on the screen.

For recall testing during the retrieval phase after sleep, old and novel
faces were presented, and the subjects had to indicate (by mouse clicks)
whether a face was new or presented during one of the task episodes,
and for the latter, whether it occurred in the first or second episode and
at which location it occurred. Episodic memory, that is, “what-where-
when”memory,was determined by the percentage of the faces thatwere
correctly identified as occurring in one of the episodes (that is, “what”),
and for which the participant also correctly indicated the episode (that
is, “what-when”) and the location (that is, “what-where”) it occurred,
minus the locations for which the participant had forgotten that they
were occupiedwith any face in a final separate recall test (false “where-
when” memory).

Analysis of heart rate in mice and humans
The instantaneous heart rate was extracted from the nuchal EMG
recording in freely moving or head-fixed mice and calculated from
the ECG recordings in humans. In n = 12 mice (eight freely moving
and four head-fixed), the heart rate was quantified through detec-
tion of R waves in the EMG trace filtered between 20 and 300 Hz.
Reliability of this signal was confirmed through standard ECG re-
cording in one mouse (fig. S12) (55). Peak or threshold detections
were used, with equal results. In the latter case, threshold was set as
12 of 14
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the mean + 3.5 × SD of the EMG signal. We then calculated the in-
terval between two successive peaks (R-R interval) for all consolidated
non-REM sleep bouts ≥45 s. Occasionally, R waves were classified as
aberrant because they were either below threshold or artifactual be-
cause of muscle twitches, which corresponded to 1.41% of all intervals.
In freely moving animals, all non-REM sleep bouts ≥96 s were used.
The number of non-REM sleep bouts per head-fixed animal included
in the analysis ranged from 10 to 42 bouts (mean number of bouts,
22.3 ± 7.2). The R-R intervals were then binned (1 s) and converted
into beats per minute. In humans, the heart rate was determined
across artifact-free consecutive non-REM sleep intervals on the basis
of R-R intervals. R waves were detected by first filtering the ECG sig-
nal with a high-pass filter of 20 Hz [infinite impulse response (IIR);
designed for a stopband of 15 Hz with −100-dB attenuation, with two
filter passings and no time shift] and then applying a low-pass filter at
45 Hz (IIR; filter order of 4, with two filter passings and no time shift).
To obtain a clear signal amplitude envelope describing the R wave, we
calculated the absolute values of the Hilbert transform of the signal.
Then, the signal was down-sampled to 100 Hz to facilitate compu-
tation. R-wave peaks were automatically identified as maxima in the
envelope signal if they were at least 0.2 s apart (minimal heart refrac-
tory period) and reached above a threshold of 2 SDs from overall
envelope signal values. This method was visually confirmed in each
subject to validate correct R-wave peak detection in all epochs. In-
stantaneous heart rate at every R-wave peak was then determined
by duration between consecutive R-R intervals.

For cross-correlating time courses of heart rate (in beats per mi-
nute) and sigma power in mice, the sigma power trace was interpo-
lated to match the 1-Hz sampling rate of the heart rate trace. In
humans, it was smoothed in a 4-s moving symmetric time window,
and both sigma power and heart rate traces were resampled at 100 Hz
by interpolation. The 120-s intervals were z-transformed (by subtract-
ing the mean and dividing by the SD). In both mice and humans, the
cross-correlation was performed using the heart rate signal as source
wave. In both species, the cross-correlograms were first averaged with-
in and then across subjects. In humans, all of the above procedures
were repeated separately for S2 and SWS epochs instead of non-
REM sleep epochs but reported solely for the oscillation peak analysis.

Experimental design and statistics
Group size in mice matched the minimum required to obtain a sta-
tistical power of 0.8. Power analyses were carried out on the basis of
effect sizes obtained from preliminary data sets. Group size in humans
was chosen to obtain a statistical power of 0.95 for similar effect sizes,
as observed in mice. Statistical power was calculated using G*Power
version 3.1.9.2. Data normality was tested using the Shapiro-Wilk W
test, and parametric or nonparametric statistical tests were chosen ac-
cordingly. The Wilcoxon signed-rank test was used for nonparametric
matched pair comparisons, whereas paired two-tailed Student’s t tests
(referred to as t test in text and legends) were used as parametric
statistical tests. RM ANOVA was used as parametric statistical test
to study the within-subjects effect of behavioral outcome and/or the
between-subjects effect. To assess equality of variances for the RM
ANOVA, we calculated the Mauchly’s test of sphericity. Whenever
equality of variances was rejected, the univariate adjusted Greenhouse-
Geisser correction was applied. Friedman rank sum test was used as a
nonparametric test to study within-subjects effect in case parametric
model parameters of an ANOVA violated assumptions of normality.
Statistical tests were calculated using JMP version 10.0.0 (SAS Institute
Lecci et al. Sci. Adv. 2017;3 : e1602026 8 February 2017
Inc.), Igor Pro, and the R programming language (2.15.0, R Core
Team) [The R Development Core Team, The R Foundation for Sta-
tistical Computing (www.r-project.org/foundation), 2007]. P < 0.05
was considered statistically significant. If not mentioned otherwise,
P values were reported uncorrected for multiple comparisons, as taking
these into account did not alter the main results. For the purpose of com-
parison between mice and humans, all data in bar graphs are presented
as means ± SEM, even if not normally distributed (Fig. 1, D, H, and J).
All indications of n refer to either mice or humans. Time course graphs,
as well as data in the main text, are presented as means ± SEM.
SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/3/2/e1602026/DC1
fig. S1. The 0.02-Hz oscillation is prominent for sigma power throughout both short and long
non-REM sleep bouts in mice.
fig. S2. Scheme of analysis for 0.02-Hz oscillations in mice.
fig. S3. The 0.02-Hz oscillation is robust against the choice of non-REM sleep bout length for
analysis and does not result from an 1/f power dependence.
fig. S4. The sigma power dynamics in both mice and humans show a periodicity on a 0.02-Hz
time scale, as assessed through autocorrelations.
fig. S5. Scheme of analysis for 0.02-Hz oscillations in humans.
fig. S6. Sleep parameters for the participants of the studies in humans and predominance of
0.02-Hz oscillations in S2 sleep.
fig. S7. The 0.02-Hz oscillation is prominent for sigma power throughout early non-REM sleep
in humans.
fig. S8. Sleep in head-fixed animals reproduces the three major vigilance states and their
spectral characteristics found in freely moving animals.
fig. S9. Acoustic stimuli causing early or late wake-ups fall onto late or early portions of the
declining sigma power phase, respectively.
fig. S10. Wake-up and sleep-through trials do not depend on previous sleep duration.
fig. S11. Ripple power increases precede sigma power elevations.
fig. S12. Nuchal EMG recordings faithfully detect the R-waves of the heartbeat in mice.
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Abstract 26 

Chronic pain patients frequently suffer from sleep disturbances. Improvement of sleep quality alleviates 27 

pain, but neurophysiological mechanisms underlying sleep disturbances require clarification to advance 28 

therapeutic strategies. Chronic pain causes high‐frequency electrical activity in pain‐processing cortical 29 

areas that could disrupt the normal process of low‐frequency sleep rhythm generation. We found that 30 

the spared‐nerve‐injury (SNI) mouse model, mimicking human neuropathic pain, had preserved sleep‐31 

wake behavior. However, when we probed spontaneous arousability based on  infraslow continuity‐32 

fragility dynamics of non‐rapid‐eye‐movement sleep (NREMS), we found more numerous local cortical 33 

arousals accompanied by heart rate increases in hindlimb primary somatosensory, but not in prelimbic, 34 

cortices of SNI mice. Closed‐loop mechanovibrational stimulation revealed higher sensory arousability 35 

in SNI. Sleep  in chronic pain  thus  looked preserved  in conventional measures but  showed elevated 36 

spontaneous and evoked arousability. Our  findings develop a novel moment‐to‐moment probing of 37 

NREMS  fragility  and  propose  that  chronic  pain‐induced  sleep  complaints  arise  from  perturbed 38 

arousability.   39 
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Introduction  40 

Pain causes functional impairment, displeasure and stress and can impede even the simplest daily 41 

life routines,  including sleep.  If not treated, pain has the ability to outlast  its original cause, producing 42 

chronic pain that is generally difficult to treat (Finnerup et al., 2015; Treede et al., 2019). Current estimates 43 

are that more than two out of three individuals suffering from chronic pain also show diverse symptoms 44 

characteristic for insomnia disorders, such as lower sleep efficiency, more time awake after sleep onset 45 

and  frequent brief  awakenings during  the night  (Bjurstrom &  Irwin, 2016; Mathias  et al., 2018). The 46 

relation between chronic pain and sleep disruptions is complex and bidirectional, but accurate assessment 47 

of sleep problems is considered critical to antagonize the perpetuation of pain (Bjurstrom & Irwin, 2016). 48 

Therefore, key mechanisms associating pain with sleep disturbance need to be clarified. 49 

Animal models of chronic pain that mimic clinical symptoms of human patients have been critical 50 

to understand  the pathophysiological mechanisms producing chronic pain states  (Burma et al., 2017). 51 

Neuropathic pain is caused by damage to the somatosensory nervous system (Finnerup et al., 2021) and 52 

induced in rodents by surgically lesioning peripheral nerves, such as the sciatic nerve (Decosterd & Woolf, 53 

2000; Bourquin et al., 2006). Neuropathic pain causes maladaptive structural and functional remodeling 54 

of the central and peripheral nervous systems, shifting brain circuits towards pain hypersensitivity and 55 

aversive behavioral states (Kuner & Kuner, 2020). Hyperexcitability and an abnormal activity in a broad 56 

range of gamma  frequencies  (30—100 Hz)  in pain‐processing cortical areas were  found  to be primary 57 

culprits for the elevated sensitivity to painful stimuli and for aversive behaviors (Tan et al., 2019), a finding 58 

that is in line with observations in human (Ploner et al., 2017). In contrast to these advances, sleep studies 59 

on chronic pain models are scarce, used relatively simple sleep measures, and produced variable results 60 

(Andersen & Tufik, 2003; Kontinen et al., 2003; Tokunaga et al., 2007; Cardoso‐Cruz et al., 2011; Leys et 61 

al., 2013). Therefore, it is currently open whether these animal models are also suited to address the sleep 62 

complaints of human patients. 63 

One possibility is that current approaches have so far failed to uncover the full profile of the sleep 64 

disruptions  caused  by  chronic  pain.  Studies  in  insomnia  disorders  indeed  suggest  that  changes  in 65 

traditional sleep parameters often seem not in line with the severity of the sleep complaints (Feige et al., 66 

2013; van Someren, 2020). Standard polysomnography describes sleep as a sequence of discrete states 67 

and  distinguishes  between  non‐rapid‐eye‐movement  sleep  (NREMS)  and  rapid‐eye‐movement  sleep 68 

(REMS), with the former further subdivided into transitional (N1), light (N2) and deep (N3) stages (Iber et 69 

al., 2007). Many reports on human patients find little change  in the absolute or relative times spent in 70 
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these stages and/or their principal spectral characteristics (Salin‐Pascual et al., 1992; Perlis et al., 2001b; 71 

Buysse et al., 2008; Wei et al., 2017; Feige et al., 2018; Christensen et al., 2019; Lecci et al., 2020). Instead, 72 

cortical activity patterns are abnormally enriched in the alpha (8—12 Hz) (Krystal et al., 2002; Riedner et 73 

al., 2016), beta (18—30 Hz) (Krystal et al., 2002; Spiegelhalder et al., 2012; Maes et al., 2014; Riedner et 74 

al., 2016; Lecci et al., 2020) and/or low‐gamma bands (30—45 Hz) (Perlis et al., 2001b; Lecci et al., 2020), 75 

in one or more NREMS stages and/or in REMS (Spiegelhalder et al., 2012; Christensen et al., 2019; Lecci 76 

et al., 2020) and/or in restricted brain areas (St‐Jean et al., 2012; Riedner et al., 2016; Lecci et al., 2020). 77 

Such  high‐frequency  electrical  rhythms  during  sleep  are  part  of  a  physiological  state  referred  to  as 78 

“hyperarousal” (Feige et al., 2013; van Someren, 2020; Vargas et al., 2020) that has been related to less 79 

restorative sleep (Moldofsky et al., 1975; Krystal & Edinger, 2008), to misperceiving sleep as wakefulness 80 

(Perlis et al., 2001b; Lecci et al., 2020), and to higher heart rates (Maes et al., 2014), all of which are key 81 

features of  insomnia disorders  in humans. Other  studies applied  various metrics and proposed more 82 

spontaneous arousals and/or easier wake‐ups  in response to sensory stimulation (Parrino et al., 2009; 83 

Forget et al., 2011; Wei et al., 2017; Feige et al., 2018). Taken together, the presence of high‐frequency 84 

electrical  activity,  combined with  diverse measures  of  arousability,  has  been  useful  in  clarifying  the 85 

pathophysiological mechanisms underlying  insomnia disorders. To date, however, such measures have 86 

not  been  applied  to  study  sleep  in  chronic  pain  in  humans  and mice,  and  there  is  still  a  paucity  of 87 

comparative studies between sleep in chronic pain patients and in primary insomniacs (Bjurstrom & Irwin, 88 

2016). Therefore, it is currently unclear whether chronic pain is accompanied by high‐frequency cortical 89 

activity during NREMS and whether this affects spontaneous and evoked arousability (Mathias et al., 2018; 90 

Kuner & Kuner, 2020).  91 

This  study  pursues  this  question  through  implementing  a  real‐time  tracking  method  for 92 

spontaneous and evoked arousability in the mouse spared‐nerve‐injury (SNI) model of neuropathic pain 93 

(Bourquin et al., 2006). We start from previously described fragility‐continuity dynamics of NREMS in mice 94 

and humans that indicate variable arousability on the ~50‐sec time scale (Lecci et al., 2017). The fragility‐95 

continuity dynamics are present while NREMS remains polysomnographically continuous and manifest in 96 

fluctuating activity of several brain and peripheral parameters, notably  in  the power of sleep spindles 97 

(10—15 Hz) in the global EEG and the local field potential (LFP) signals. On this close‐to‐minute timescale, 98 

we show here that we are capable of tracking spontaneous and evoked arousability across NREMS in the 99 

resting (light) phase. We find that the sleep disruptions in SNI animals concern both, altered spontaneous 100 

and  evoked  arousability.  In particular, we  identify  a novel, previously undescribed  cortico‐autonomic 101 
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arousal that pairs EEG desynchronization with increased heart rate and that occurs more frequently in SNI 102 

animals. 103 

 104 

Results  105 

SNI mice show normal sleep‐wake behavior 106 

SNI mice and Sham controls (n = 18 each) were first analyzed for their sleep‐wake behavior using 107 

standard polysomnography. EEG/EMG measurements were carried out prior to SNI and Sham surgery and 108 

at post‐surgical days 22‐23 (D20+), a time point at which chronic pain is established (Decosterd & Woolf, 109 

2000; Bourquin et al., 2006). At both time points, recordings lasted for 48 h under undisturbed conditions. 110 

Based on these data, SNI and Sham controls spent similar amounts of time asleep in the 12 h‐light and 111 

dark  phases,  during  both  baseline  and  at  D20+  (Figure  1A).  Both  treatment  groups  showed minor 112 

increases (2.4‐3 %) in NREMS time at the expense of wakefulness at D20+ compared to baseline in both 113 

dark and light phases (mixed‐model ANOVAs with factors ‘treatment’ and ‘day’, p = 0.0013 in light phase, 114 

p = 8.5x10‐6 in dark phase for ‘day’, p > 0.8 for ‘treatment’ for either light or dark phase, no interaction). 115 

Moreover, cumulative distributions of NREMS and REMS bout lengths at D20+ were similar for Sham and 116 

SNI, with only a minor shift toward smaller values in SNI for both NREMS (Figure 1B, ‐2.3 s; Kolmogorov‐117 

Smirnov (KS) test, p = 0.015) and REMS (‐3 s; KS test, p = 0.026). When subdivided into short, intermediate 118 

and long bouts for the light phase, there were no significant differences between Sham and SNI for both 119 

NREMS and REMS (Figure 1B, mixed‐model ANOVAs for ‘treatment’ x ‘bout length’, p = 0.79 for NREMS, 120 

p = 0.23 for REMS).  121 

Furthermore,  sleep  onset  latency  (Figure  1C)  and  NREMS  fragmentation  by  brief movement‐122 

associated microarousals  (MAs, defined  in mouse as <= 16  s awakenings accompanied by movement 123 

activity seen  in the EMG, measured over 48 h) (Figure 1D) (Franken et al., 1999), were not altered by 124 

treatment or time post‐surgery (mixed‐model ANOVA with factors ‘treatment’ and ‘day’, for sleep onset 125 

latency, p = 0.42 and p = 0.94, no interactions; for number of MAs, p = 0.79 and p = 0.43, no interactions). 126 

We next  investigated  the mean spectral properties of each vigilance state  through constructing 127 

normalized power spectral densities  (Vassalli & Franken, 2017)  for  the  full 48 h‐long  recordings. Both 128 

NREMS and REMS showed  the respective characteristic spectral peaks at delta  (1—4 Hz) and at  theta 129 

frequencies (5—10 Hz), respectively. These were  indistinguishable between the two groups of animals 130 

and from baseline to D20+ (Figure 1E). 131 
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We specifically evaluated power in the high‐gamma frequency (60—80 Hz) range, a frequency band 132 

linked to pain sensations when optogenetically induced in mouse (Tan et al., 2019). We found that relative 133 

gamma power was increased in SNI at D20+ compared to baseline both in wake and in NREMS (Figure 1F, 134 

1‐sample t‐test for wake and NREMS in SNI, p = 0.011 and p = 0.0092, respectively). The heart rate was 135 

also higher in NREMS of SNI animals at D20+ compared to baseline (Figure 1G, mixed‐model ANOVA with 136 

factors ‘treatment’ x ‘state’ x ‘day’ with interaction, p = 0.02, post‐hoc paired t‐test for SNI in NREMS, p = 137 

0.002, with Bonferroni‐corrected  = 0.0125). A tendency was also evident in REMS, during which heart 138 

rate was already elevated  (Figure 1G, effect of  ‘state’  in the ANOVA, p = 0.003, paired t‐test  in SNI  in 139 

REMS, p = 0.027). There were no correlations between relative changes in gamma power and alterations 140 

in sleep architecture in individual mice (change in the number of MAs per h of NREMS x change in gamma 141 

power; pairwise  linear correlation R2 = 0.09, p = 0.08; change  in total NREMS time x change  in gamma 142 

power; R2 = 0.02, p = 0.36). 143 

These data indicate that SNI animals do not suffer from major alterations in sleep‐wake behaviors. 144 

Still, pain‐related pathological changes  in brain and periphery continued to be present  in sleep. This  is 145 

consistent  with  a  state  of  “hyperarousal”  whereby  high‐frequency  power  components  are 146 

disproportionately  elevated  during  sleep  that  is  normally  dominated  by  low‐frequency  rhythms  (van 147 

Someren, 2020; Vargas et al., 2020), and where heart rate also remains elevated. As such alterations could 148 

affect arousability, we asked when and where in the brain this abnormal activity appeared. Furthermore, 149 

we developed an approach to systematically quantify alterations in both, spontaneous and evoked, types 150 

of arousability from NREMS during the resting phase.  151 
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 152 

Figure 1 – Preserved sleep‐wake behavior and spectral properties in SNI animals.  (A) Mean percentage 153 

of total time spent in the three main vigilance states for Sham (n = 18) and SNI (n = 18) animals in light 154 

(left) and dark phase (right) in baseline (B) and at day 20+ (D20+) after surgery. Black lines connect data 155 

from  single animals. The  significant main effects and  interactions  from  the ANOVAs are  shown using 156 
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pictograms  for  factors  and  interaction.  Post‐hoc  tests were  done  once  interactions were  significant. 157 

Mixed‐model ANOVA for non‐rapid‐eye‐movement sleep (NREMS) in light phase: F(1,34) = 0.048, p = 0.82 158 

for  ‘treatment’;   F(1,34) = 12.24, p = 0.0013  for  ‘day’; F(1,34) = 2.5, p = 0.12  for  interaction. Mixed‐model 159 

ANOVA for NREMS in dark phase: F(1,34) = 0.009, p = 0.92 for ‘treatment’; F(1,34) = 27.409, p = 8.5x10‐6 for 160 

‘day’; F(1,34) = 0.379, p = 0.54  for  interaction. There were no significant effects  in rapid‐eye‐movement 161 

sleep (REMS). (B) Bout size cumulative distribution, (with Kolmogorov Smirnov (KS) test results) and time 162 

spent in short, intermediate and long bouts for NREMS (left) and REMS (right) between Sham and SNI at 163 

D20+. Mixed‐model ANOVA for time  in bouts (log transform for normality criteria) for NREMS: F(2,68) = 164 

0.23, p = 0.79 for  interaction, for REMS: F(2,68) = 1.5, p = 0.23 for  interaction. (C) Mean  latency to sleep 165 

onset (first consolidated NREMS). Mixed‐model ANOVA F(1,34) = 0.7, p = 0.4 for ‘treatment’; F(1,34) = 0.006, 166 

p = 0.94 for  ‘day’; F(1,34) = 0.021, p = 0.88 for  interaction. (D) Number of microarousals (MAs) per h of 167 

NREMS in light phase; Mixed‐model ANOVA F(1,34) = 0.067, p = 0.8 for ‘treatment’; F(1,34) = 0.63, p = 0.43 168 

for ‘day’; F(1,34) = 0.61, p = 0.44 for interaction. (E) Normalized power spectrum for Sham and SNI for wake, 169 

NREMS and REMS at baseline (left) and D20+ (right). Shaded errors are 95 % confidence intervals (CIs) of 170 

the means. (F) High‐gamma power (60—80 Hz) for D20+ relative to baseline (from the spectra shown in 171 

E). One‐sample t‐test for wake in Sham: t(16) = 0.86, p = 0.4; for wake in SNI: t(16) = 2.8, p = 0.011. One‐172 

sample t‐test for NREMS  in Sham: t(16) = 0.97, p = 0.34; for NREMS  in SNI: t(16) = 2.96, p = 0.0092. One‐173 

sample t‐test for REMS in Sham: t(16) = 0.46, p = 0.64; for REMS in SNI: t(16) = 2.62, p = 0.0184.  = 0.0167. 174 

(G) Heart rate in NREMS (top) and REMS (bottom) from animals with suitable EMG signal, Sham (n = 17) 175 

and SNI (n = 14). Mixed‐model three‐way ANOVA: F(1,29) =  0.5, p = 0.47 for ‘treatment’; F(1,29) =  70.4, p = 176 

3x10‐9 for ‘state’, F(1,29) = 9.79, p = 0.003 for ‘day’; F(1,1,29) =  5.37, p = 0.02 for interaction between the three 177 

factors; post‐hoc paired t‐test in NREMS for baseline vs D20+ in Sham: t(16) = ‐0.4, p = 0.69; SNI: t(13) = ‐178 

3.75, p = 0.002; paired t‐test in REMS for baseline vs D20+ in Sham: t(16) = ‐1.9, p = 0.07; SNI: t(13) = ‐2.4, p 179 

= 0.027;  = 0.0125. 180 

 181 

The 0.02 Hz‐fluctuation allows to probe variations in spontaneous arousability during NREMS 182 

Arousability  in sleeping  rodent, measured via external stimuli or  through spontaneous arousals, 183 

changes across the night (Neckelmann & Ursin, 1993; Wimmer et al., 2012), and with variations in sleep 184 

pressure (Franken et al., 1999). For NREMS in early phases of the resting phase, we described a 0.02 Hz‐185 

fluctuation during NREMS that provides a minute‐by‐minute time raster to measure arousability driven 186 

by sensory stimuli. This  fluctuation subdivides NREMS bouts  into ~25 s‐long periods of continuity and 187 

fragility that show low and high sensory‐evoked arousability, respectively (Lecci et al., 2017; Yüzgeç et al., 188 

2018). To evaluate the utility of this fluctuation for measures of spontaneous arousability across the entire 189 

light phase, we first tested whether MAs associated with muscular activity (Figure 2A), well‐established 190 

correlates for spontaneous arousability, were phase‐locked to the 0.02 Hz‐fluctuation in healthy mice (n 191 

= 30 mice with 9,476 MAs). The onset of MAs coincided with declining or  low sigma power  levels that 192 

followed a pronounced sigma power peak (Figure 2B,C), which is characteristic for a fragility period (Lecci 193 

et al., 2017; Fernandez & Lüthi, 2020). A spectral band typical for NREMS, such as delta (1—4 Hz) power, 194 
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showed a rapid decline preceding the MAs, indicating the momentary interruption of NREMS. The phase 195 

values of  the 0.02 Hz‐fluctuation, calculated via a Hilbert  transform  (Figure 2 –  figure supplement 1), 196 

showed  that MA  onset  times  clustered  around  a mean  preferred  phase  of  151.6°  ±  1.1°, with  180° 197 

representing the sigma power trough (Rayleigh test, p < 1x10‐16). The majority of MAs (89 %) was clustered 198 

between 90—270°, which narrows the fragility period to the low values of sigma power around the trough 199 

(Lecci et al., 2017). The phase‐locking was also observed when time points at 4, 8 and 12 s before the 200 

onset of a MA were quantified (Figure 2D). This shows that the onset of the fragility period preceded the 201 

MA. Fragility periods thus constitute moments during which MAs preferentially occur.  202 

These phase relations persisted for all 1‐h  intervals across time‐of‐day (Figure 2E), although the 203 

density of MAs showed a characteristic increase towards the end of the light phase and was higher during 204 

the  dark  phase  (Figure  2F).  The  peak  frequency  of  the  0.02  Hz‐fluctuation  also  remained  relatively 205 

constant, with a minor decrease  in power during  the dark phase  (Figure 2G). Across  the 24‐h cycle, a 206 

median of 33.6 % of all fragility periods were accompanied by a MA (Figure 2H). In sum, fragility periods 207 

are permissive windows for MAs. This means that MAs appeared predominantly during fragility periods, 208 

while a majority of fragility periods occurred with NREMS remaining consolidated.  209 
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 210 

Figure  2  – MAs,  indicating  spontaneous  arousability,  are  time‐locked  to  the  trough  of  the  0.02  Hz‐211 

fluctuation, corresponding to the NREMS fragility period. (A) Example of a MA (underlain in grey) defined 212 

by both a desynchronization in the EEG (top) and a burst of EMG activity (bottom) of length <16 s. The 213 

MAs were scored visually, and the onset was set at the beginning of phasic EMG activity (black vertical 214 

line). (B) Continuous sigma (red; 10—15 Hz) and delta (blue; 1—4 Hz) power in a NREMS period with MAs 215 

(grey‐shading as in panel A). Note their occurrence during descending / low values of sigma power. (C) 216 

Mean sigma and delta power dynamics preceding the onset of a MA. (D) Histograms of the phase angle 217 

values  of  the  0.02 Hz‐fluctuation  at  specific  time  points  relative  to  the  onset  of  a MA.  The  red  line 218 

represents the corresponding phase of the fluctuation at each bin. A total of n = 9,476 MAs from 30 un‐219 

operated  C57Bl/6J  animals were  included  across  the  light‐dark  cycles  for  all  analyses  in  this  figure. 220 

Rayleigh tests and preferred phases ± 95% CI for MA onset: z = 4214.7, p < 1x10‐16, m = 151.5 ± 1.1°; for 4 221 

s before MA onset: z = 3489, p < 1x10‐16, m = 119.1 ± 1.2°; for 8 s before MA onset: z = 1416, p < 1x10‐16, 222 

m = 85.3 ± 2.0°; for 12 s before MA onset: z = 548.163, p < 1x10‐16, m = 50.1 ± 3.3°. (E) Preferred phase of 223 

the 0.02 Hz‐fluctuation at MA onset across time‐of‐day in hourly bins (dark phase, shaded, ZT, Zeitgeber 224 

time). (F) Density of MAs  (per h of NREMS) across the  light‐dark cycle. (G) Parameters of the 0.02 Hz‐225 

fluctuation  (frequency  at  peak  and  power,  see  inset  for  illustration)  across  the  light‐dark  cycle.  (H) 226 

Proportion of fragility periods (corresponding to values from 90 to 270°, see panel D) containing a MA. 227 
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NREMS in SNI conditions shows normal phase‐coupling of MAs to the 0.02 Hz‐fluctuation 228 

We next evaluated SNI and Sham animals regarding the MAs and their coupling to  the 0.02 Hz‐229 

fluctuation. The 0.02 Hz‐fluctuation was not different between Sham and SNI (n = 18 for both groups) 230 

across  the  light phase.  Thus, neither  its  amplitude nor  frequency  (Figure 3A‐C), or,  equivalently,  the 231 

number of its cycles per h of NREMS, were different between the groups (Figure 3D). The phase‐coupling 232 

to MAs was also unaltered (Figure 3E, mean angle ± 95% CI: 152.3 ± 1.4 for Sham and 150.4 ± 1.3 for SNI) 233 

and the distribution of fragility periods containing transitions to MAs, to REMS, or with continuation into 234 

NREMS was indistinguishable (Figure 3F).  235 

It has been shown that sleep  loss exacerbates pain (Alexandre et al., 2017). Sleep could thus be 236 

relatively more disrupted in SNI animals after a period of sleep loss. We therefore carried out a 6 h‐sleep 237 

deprivation (SD) at the beginning of the light phase as done previously in the lab (n = 12 for Sham and SNI 238 

each)  (Kopp et al., 2006). We confirmed a characteristic  rebound of delta power  (Figure 3G,H) and a 239 

decrease in the frequency of MAs (Figure 3I,J, mixed‐model ANOVA with factors ‘treatment’ and ‘SD’, p = 240 

0.35  and  p  =  1.23x10‐7 with  no  interaction).  The  phase‐coupling  of MAs  to  the  0.02  Hz‐fluctuation 241 

remained unaltered in both groups even with high sleep pressure (Figure 3K,L). Conditions of SNI thus left 242 

spontaneous  MAs,  their  coupling  to  the  0.02  Hz‐fluctuation,  as  well  as  homeostatic  regulation  of 243 

spontaneous arousability unaltered. 244 
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 245 

Figure 3 – The 0.02 Hz‐fluctuation and its relationship to MAs were preserved in SNI animals, even when 246 

sleep pressure was high. (A‐B) Representative traces of sigma power dynamics in a Sham (A) and a SNI (B) 247 

animal. Hypnograms shown below  for W, wakefulness; N, NREMS; R, REMS. The circles  represent  the 248 

individual cycle detection used in D and F (see methods). (C) Power in the infraslow range for Sham and 249 

SNI  (n = 18  each);  shaded  areas  represent 95% CIs.  (D) Another measure of  the 0.02 Hz‐fluctuation, 250 

calculated as number of cycles per h of NREMS. Data are shown for D20+ only, but baseline data points 251 
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were considered for statistical analysis. Mixed‐model ANOVA: F(1,34) = 0.012, p = 0.91 for ‘treatment’; F(1,34) 252 

= 0.003, p = 0.95 for ‘day’; F(1,34) = 2.17, p = 0.14 for the interaction. (E) Histograms of the phase values of 253 

the 0.02 Hz‐fluctuation at MA onset for Sham and SNI, same as Figure 2D. Vertical  lines denote mean 254 

direction ± 95% CI for Sham: 152.3 ± 1.4; SNI: 150.4 ± 1.3. (F) Proportion of fragility periods (defined by 255 

0.02 Hz‐fluctuation phase values of 90—270°) containing a MA, continuing  into NREMS or containing a 256 

transition to REMS. Mixed‐model ANOVA: F(1,34) = 0.17, p = 0.67 for ‘treatment’; F(2,68) = 550.8, p = 2x10‐16 257 

for ‘state’ ; F(2,68) = 0.59, p = 0.55 for interaction. (G) Delta power dynamics across two light and dark phases 258 

and after a 6 h‐sleep deprivation. SD, Sleep deprivation, Rec, Recovery period, Ctrl control periods with 259 

corresponding ZT values. Delta power values are normalized to the mean of those at ZT9‐12. Shaded areas 260 

represent SEM. SD was carried on a subset of 12 Sham and 12 SNI from the 18 shown in A—F, directly 261 

following the D20+ recording.  (H) Boxplot for delta power values during Rec. One‐sample t‐test for Sham: 262 

t(11) = 17.2, p = 2.6x10‐9; SNI: t(11) = 16.48, p = 4.2x10‐9; between Sham and SNI two‐sample t‐test: t(22) = ‐263 

0.6, p = 0.52;  = 0.0125. (I, J) As panels G, H for the number of MAs per h of NREMS. (J) Mixed‐model 264 

ANOVA: F(1,22) = 0.9, p = 0.35 for ‘treatment’; F(1,22) = 58.52, p = 1.2x10‐7 for ‘SD’; F(1,22) = 0.12, p = 0.72 for 265 

interaction. (K, L) As panels G, H, for the preferred phase of the 0.02 Hz‐fluctuation at MA onset. (L) Mixed‐266 

model ANOVA: F(1,22) = 3.08, p = 0.09 for ‘treatment’; F(1,22) = 1.45, p = 0.24 for ‘SD’; F(1,22) = 5.72, p = 0.025 267 

for interaction. No significance in paired post‐hoc t‐tests. 268 

 269 

NREMS in SNI conditions shows a novel type of cortical local arousal 270 

In  human  NREMS,  spontaneous  arousals  are  an  important measure  for  the  severity  of  sleep 271 

disorders and are primarily described by EEG desynchronization (Bonnet et al., 1992; Azarbarzin et al., 272 

2014).  In contrast,  the  scoring of a MA  in mice  requires concomitant muscular activity by convention 273 

(Franken et al., 1999).  We hence tested whether the 0.02 Hz‐fluctuation could serve to identify previously 274 

undescribed  arousal  types  in mice with  characteristics  distinct  from  conventional MAs.  For  this, we 275 

generated spectral profiles of all cycles of the 0.02 Hz‐fluctuation that were devoid of MAs. To take into 276 

account the possibility that there were local events delimited to certain cortical regions (Nobili et al., 2011; 277 

St‐Jean  et  al.,  2012;  Riedner  et  al.,  2016;  Lecci  et  al.,  2017),  we  combined  polysomnography  with 278 

stereotaxically guided  local field potential (LFP) recordings, as done previously  in the  lab (Figure 4A,B) 279 

(Fernandez et al., 2018). We chose the S1 hindlimb (S1HL, 5 Sham and 9 SNI) cortex (Figure 4C,D) that is 280 

the site of sensory discrimination of pain and the prelimbic (PrL, 6 Sham and 8 SNI) cortex (Figure 4I,J) 281 

that is concerned with aversive pain feelings in rodents (Kuner & Kuner, 2020) and in its homologue in 282 

humans (Moisset & Bouhassira, 2007).  283 

Local  field potential  recordings  reliably  reported on  the 0.02 Hz‐fluctuation  in  these  two areas. 284 

Consistent with its predominant expression in sensory cortices (Lecci et al., 2017), the 0.02 Hz‐fluctuation 285 

showed a higher peak in S1HL than in PrL (Figure 4A,B). The cycles of successive continuity and fragility 286 

periods were extracted (Figure 2, figure supplement 1) and their spectral dynamics plotted separately for 287 
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the relative contribution of power in the low‐frequency delta (1—4 Hz) and the beta (16—25 Hz), low‐ 288 

(26—40 Hz) and high‐  (60—80 Hz) gamma bands (Figure 4E‐H for S1HL, Figure 4K‐N for PrL). Average 289 

values for the infraslow phase angles between 90—270°, corresponding to the fragility period enriched in 290 

MAs (see Figure 2), and for the continuity period (from 270—90°), were calculated. Such analysis revealed 291 

SNI‐ and region‐specific alterations in the contributions of these bands to total power that were clearly 292 

present in S1HL, but not detectable in PrL. In S1HL, delta power levels were decreased compared to Sham 293 

(Figure 4E) whereas high‐frequency components  in the beta and the  low‐gamma range were elevated 294 

(Figure 4F‐G). Remarkably, delta power differences between Sham and SNI varied between fragility and 295 

continuity periods (Figure 4E, mixed‐model ANOVA with factors ‘treatment’ and ’period’, p = 0.001 for 296 

the interaction). In Sham, there was a distinct rapid upstroke of power in this frequency band that reached 297 

a peak during  the  fragility periods  (Figure 4E, post‐hoc  t‐test  for delta power  in  fragility vs continuity 298 

period  in Sham, p = 0.001). Fragility periods continuing  into NREMS were thus clearly distinct from the 299 

ones associated with MAs during which there is muscular activity and a decrease in EEG delta power (see 300 

Figure 2C). In SNI animals, in contrast to Sham, there was no detectable elevation in delta power during 301 

fragility periods continuing into NREMS (Figure 4E, post‐hoc t‐test in SNI, p = 0.44). The high‐frequency 302 

bands  in  the  beta  and  low‐gamma  range  instead  showed  a  tonic  increase  in  SNI  that was  present 303 

throughout continuity and fragility periods (Figure 4F‐G, mixed‐model ANOVA with factors  ‘treatment’ 304 

and ‘period’, for beta, p = 0.01, p = 1.3x10‐9 and for low gamma, p = 0.0053, p = 1.4x10‐10) and that was 305 

also present, although to a milder extent, in the high‐gamma range (Figure 4H).  306 
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 307 

Figure 4 – SNI animals present locally disrupted spectral power dynamics during NREMS. (A‐B) Sigma (10—308 

15 Hz) and delta (1—4 Hz) dynamics during the same NREMS period in S1 hindlimb (HL) (A) and PrL (B) 309 

during  a baseline  recording. Hypnograms  shown below. Circles  represent peaks  and  troughs used  to 310 
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detect the 0.02 Hz‐fluctuation cycles (see Methods). Shaded areas indicate 0.02 Hz‐fluctuation cycles that 311 

are continuing uninterrupted  in NREMS. Insets: Power spectrograms  in the  infraslow range, with Sham 312 

and  SNI overlapping.  (C) Representative histological  section  confirming  the  location of  recording  site 313 

through post‐mortem electrocoagulation (arrowhead). (D) Anatomical sections summarizing histological 314 

verification, with small circles showing recording sites for all animals included. Anteroposterior stereotaxic 315 

coordinates  are  given  relative  to  Bregma.  (E‐H)  Trajectories  of  power  in  specific  frequency  bands 316 

(indicated on top of graphs) across uninterrupted cycles of the 0.02 Hz‐fluctuation, quantified in 20° bins. 317 

Red  line  shows  the corresponding 0.02 Hz‐fluctuation phase. Boxplots quantify  spectral power within 318 

continuity (270—90°, red inverted U‐shaped line) and fragility periods (90—270°, red U‐shaped line). For 319 

all bands, mixed‐model ANOVA with factors ‘treatment’ and ‘period’ were done, followed by post‐hoc t‐320 

tests  if applicable.  Significance  for main effects and/or  interaction are  shown by  the presence of  the 321 

corresponding  pictograms  at  the  bottom  left.  These  yielded  (E)  for  delta  F(1,12)  =  7.16,  p  =  0.02  for 322 

‘treatment’; F(1,12) = 18.5, p = 0.001 for ‘period’; F(1,12) = 18.31, p = 0.001 for interaction. Post‐hoc for Sham 323 

vs SNI in continuity: t(12) = 2.11, p = 0.055; fragility: t(12) = 3.13, p = 0.0085; and across periods for Sham: t(4) 324 

= ‐7.9, p = 0.001; SNI: t(8) = ‐0.8, p = 0.44;  = 0.0125; (F) for beta F(1,12) = 9.3, p = 0.01 for ‘treatment’; F(1,12) 325 

= 270.01, p = 1.3x10‐9  for  ‘period’; F(1,12) = 1.01, p = 0.33  for  interaction. Post‐hoc  for Sham vs SNI  in 326 

continuity: t(12) = ‐2.5, p = 0.025; fragility: t(12) = ‐3.43, p = 0.004; and across periods for Sham: t(4) = 14.7, p 327 

= 0.0001;  SNI:  t(8) = 12.02, p = 2.1x10‐6;  = 0.0125;  (G)  for  low‐gamma  F(1,12) = 11.49, p = 0.0053  for 328 

‘treatment’; F(1,12) = 398.35, p = 1.4x10‐10 for  ‘period’; F(1,12) = 0.75, p = 0.4 for  interaction. Post‐hoc for 329 

Sham vs SNI  in continuity: t(12) = ‐3.1, p = 0.008; fragility: t(12) =  ‐3.4, p = 0.0049; and across periods for 330 

Sham: t(4) = 18.6, p = 4.9x10‐5; SNI: t(8) = 14.39, p = 5.3x10‐7;  = 0.0125; (H) for high‐gamma F(1,12) = 3.31, p 331 

= 0.09 for ‘treatment’; F(1,12) = 94.38, p = 4.8x10‐7 for ‘period’; F(1,12) = 5.83, p = 0.03 for interaction. Post‐332 

hoc for Sham vs SNI in continuity: t(12) = ‐1.5, p = 0.14; fragility: t(12) = ‐2.08, p = 0.059; and across periods 333 

for Sham: t(4) = 14.17, p = 1.4x10‐4; SNI: t(8) = 5.45, p = 6x10‐4;  = 0.0125. (I‐N) Analogous presentation for 334 

PrL.  Statistical analysis yielded: (K) For delta F(1,12) = 0.4, p = 0.5 for ‘treatment’; F(1,12) = 11.99, p = 0.004 335 

for ‘period’; F(1,12) = 0.009, p = 0.92 for interaction; (L) for beta F(1,12) = 0.56, p = 0.46 for ‘treatment’; F(1,12) 336 

= 127.5, p = 9.5x10‐8 for ‘period’; F(1,12) = 0.65, p = 0.43 for interaction; (M) for low‐gamma F(1,12) = 0.63, p 337 

= 0.44 for ‘treatment’; F(1,12) = 75.84, p = 1.5x10‐6 for ‘period’; F(1,12) = 0.93, p = 0.35 for interaction; (N) for 338 

high‐gamma F(1,12) = 0.004, p = 0.94 for ‘treatment’; F(1,12) = 9.49, p = 0.009 for ‘period’; F(1,12) = 2.6, p = 0.12 339 

for interaction. 340 

 341 

We calculated an “activation index” (AI), defined by the ratio between the summed spectral power 342 

in the beta and low‐gamma bands and the delta band power, to quantify alterations in spectral balance 343 

between high‐ and  low‐frequency power  components,  similarly  to what has been done previously  in 344 

studies  on  insomnia  disorders  (Lecci  et  al.,  2020).  The  AI  is  a  measure  for  the  degree  of  EEG 345 

desynchronization  and  increases when  NREMS moves  closer  to wakefulness.  In  the  fragility  periods 346 

continuing into NREMS and devoid of EMG activity, the AI decreased, consistent with NREMS remaining 347 

consolidated (Figure 5A‐C). In SNI animals, however, the AI was higher compared to Sham specifically in 348 

the fragility periods (Figure 5B, mixed‐model ANOVA with factors ‘treatment’ and ‘period’, p = 0.039 for 349 

interaction, post‐hoc t‐tests Sham vs SNI in fragility period, p = 0.005, in continuity period, p = 0.027, not 350 

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 7, 2021. ; https://doi.org/10.1101/2021.01.04.425347doi: bioRxiv preprint 

https://doi.org/10.1101/2021.01.04.425347
http://creativecommons.org/licenses/by/4.0/


17 
 

significant with  = 0.0125). Fragility periods during uninterrupted NREMS are  thus  specific moments 351 

during which the AI in SNI conditions was significantly higher compared to continuity periods. 352 

Can such mean differences  in cortical activation profiles during NREMS qualify as differences  in 353 

cortical arousals? To address this, we compared the AI in fragility periods with a MA (associated with EMG 354 

increase). As expected, the AI showed an intermittent phasic peak (Figure 5D‐F) in most cases (75.2 ± 4.1 355 

%), which is explained by the strong decline in delta power (see Figure 2C) and the appearance of higher 356 

frequencies  associated with MAs.  Therefore, we  inspected  individual  fragility periods  continuing  into 357 

NREMS (without a MA) for the presence of similar phasic increases in AI. Indeed, we noticed that a subset 358 

of these did indeed contain an intermittent peak resembling the one found during MAs (Figure 5G) and 359 

not evident in the mean AI in Figure 5B. The amplitudes of these peaks were higher in SNI, in accordance 360 

with the tonically higher AI in these animals, but in size comparable to the ones of MAs (Figure 5H, mixed‐361 

model ANOVA with  factors  ‘treatment’ and  ‘MA’, p = 0.002  for  ‘treatment’, p = 2.1x10‐7  for  ‘MA’, no 362 

interaction). Moreover, the half‐widths of these peaks were only moderately smaller than the ones of 363 

MAs  (Figure 5I, mixed‐model ANOVA with  factors  ‘treatment’ and  ‘MA’, p = 0.62  for  ‘treatment’, p = 364 

3.28x10‐7 for  ‘MA’, no  interaction). These events could thus qualify as a  local cortical arousal based on 365 

phasic spectral properties reminiscent of a MA. To further support our assumption that these AI peaks 366 

constituted arousals, we looked at heart rate increases known to accompany cortical arousals in human 367 

(Sforza et al., 2000; Azarbarzin et al., 2014). The heart rate was distinctly higher during the fragility period 368 

for cycles containing an AI peak as opposed to the ones without such peak (Figure 5J, mixed‐model ANOVA 369 

with factors ‘treatment’, ‘period’ and ‘peak’, p = 0.007 for the ‘peak’ x ‘period’ interaction). These events 370 

were more frequent in SNI animals and followed a similar time‐of‐day dependence as the classical MAs 371 

(Figure 5K,L, t‐test Sham vs SNI, p = 0.02). Moreover, their  increased occurrence was specific for S1HL 372 

while absent  in PrL and  in  the contralateral EEG  (Figure 5 –  figure  supplement 2). The presence of a 373 

subgroup of  fragility periods continuing  into NREMS, yet showing a cortical arousal,  is noteworthy  for 374 

several reasons. First, it demonstrates that rodent NREMS shows local cortical intrusion of wake‐related 375 

activity  in  the  absence  of  muscular  activity.  Second,  these  local  cortical  arousals  in  SNI  showed 376 

intermittent  peaks  in  AI  that  were  close  the  ones  of  MAs,  indicating  comparable  cortical 377 

desynchronization  at  the  local  level.  Third,  they were  accompanied  by  heart  rate  increases  that  are 378 

sensitive hallmarks of arousal in human (Azarbarzin et al., 2014). Fourth, neuropathic pain goes along with 379 

a specific increase in the relative occurrence of fragility periods with such AI peaks specifically in the S1HL 380 

area.  The  systematic  classification  of  fragility  periods  helped  unravel  these  novel  cortico‐autonomic 381 

arousals and their similarity to MAs. Still, other arousal‐like events outside fragility periods could exist. 382 
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 383 

Figure 5 – Mice generate  local cortical arousals during NREMS that appear more frequently  in SNI. (A) 384 

Normalized dynamics of sigma (10—15 Hz) and activation indices (calculated as ln((beta + low‐gamma) 385 
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/delta))). Hypnogram is shown below. Shaded areas show cycles of the 0.02 Hz‐fluctuation continuing into 386 

NREMS. (B) Activation indices for cycles continuing into NREMS, with mean values shown in boxplots for 387 

continuity  (270—90°) and  fragility periods  (90—270°). Mixed‐model ANOVA F(1,12) = 8.9, p = 0.011  for 388 

‘treatment’; F(1,12) = 470.6, p = 5.4x10‐11 for ‘period’; F(1,12) = 5.33, p = 0.039 for interaction. Post‐hoc t‐test 389 

for Sham vs SNI in continuity: t(12) = ‐2.51, p = 0.027; fragility: t(12) = ‐3.44, p = 0.005; and across periods for 390 

Sham: t(4) = 17.98, p = 5.6x10‐5; SNI: t(8) = 14.86, p = 4.1x10‐7;  = 0.0125. (C) Corresponding EMG values 391 

(normalized to the mean value in NREMS). Mixed‐model ANOVA F(1,12) = 0.2, p = 0.65 for ‘treatment’; F(1,12) 392 

= 3.83, p = 0.07 for ‘period’; F(1,12) = 1.31, p = 0.27 for interaction. (D‐F) Same presentation as in panels A‐393 

C, for cycles of the 0.02 Hz‐fluctuation associated with MAs. Shaded areas in panel D show cycles of the 394 

0.02 Hz‐fluctuation interrupted by a MA. Arrowhead in E denotes the peak of the intermittent increase in 395 

AI due to MA occurrence. Statistics for E: Mixed‐model ANOVA F(1,12) = 11.26, p = 0.0057 for ‘treatment’; 396 

F(1,12) = 25.34, p = 2.9x10‐4 for ‘period’; F(1,12) = 2.61, p = 0.13 for interaction. Statistics for F: Mixed‐model 397 

ANOVA F(1,12) = 0.045, p = 0.83 for ‘treatment’; F(1,12) = 44.5, p = 2.3x10‐5 for ‘period’; F(1,12) = 0.91, p = 0.35 398 

for interaction. (G) Six individual cases in one sham animal illustrating sigma (red) and AI (blue) dynamics 399 

in uninterrupted cycles of the 0.02 Hz‐fluctuation. Thick portions of the blue traces represent the AI during 400 

the fragility period. Top three examples show an AI without an intermittent peak, bottom three examples 401 

show an AI with a peak (Peak is denoted by green arrowheads and duration at half‐maximum by the green 402 

line). The horizontal line (mean AI per cycle) represents the threshold for peak detection. (H) Values of AI 403 

at the intermittent peak for cycles with (left, MA) and without (right, NREMS) an interruption by a MA. 404 

Mixed‐model ANOVA F(1,12) = 14.94, p = 0.0022 for ‘treatment’; F(1,12) = 110.29, p = 2.1x10‐7 for ‘MA’; F(1,12) 405 

= 0.76, p = 0.39 for interaction. (I) Duration of the intermittent peak at half‐maximum, for cycles with (left, 406 

MA) and without (right, NREMS) an interruption by a MA. Mixed‐model ANOVA F(1,12) = 0.24, p = 0.62 for 407 

‘treatment’; F(1,12) = 101.64, p = 3.28x10‐7 for ‘MA’; F(1,12) = 1.39, p = 0.26 for interaction. (J) Left: Heart rate 408 

dynamics  (compared  to  the mean heart  rate  in NREMS),  for cycles continuing  into NREMS. Cycles are 409 

divided  in whether  a  peak  in  activation  index  (AI) was present  (top) or not  (bottom). Right:  boxplot 410 

quantification of the heart rate values shown on the  left for continuity (270—90°) and fragility periods 411 

(90—270°), for Sham and SNI in NREMS fragility periods without (left of the dotted line) or with (right of 412 

the dotted line) an AI peak. Mixed‐model three‐way ANOVA F(1,12) = 1.75, p = 0.21 for ‘treatment’; F(1,12) = 413 

26.71, p = 2.3x10‐4 for ‘peak’; F(1,12) = 11.18, p = 0.005 for ‘period’; only significant interaction in ‘peak’ x 414 

‘period’  F(1,12)  =  10.7;  p  =  0.007.  Post‐hoc  cycles with AI  peak  vs  cycles without AI  peak  for  sham  in 415 

continuity: t(4) = ‐4.01, p = 0.015; Sham in fragility: t(4) = ‐4.61, p = 0.009; SNI in continuity: t(8) = ‐2.82, p = 416 

0.022; SNI in fragility: t(8) = ‐3.51, p = 0.008;  = 0.0125. (K) Occurrence of fragility periods with intermittent 417 

peak in AI across the light phase, quantified in boxplots on the right (unpaired t‐test for Sham vs SNI t(12) 418 

=  ‐2.66, p = 0.02). (L) Two  level‐pie plots for Sham (left) and SNI (right) representing the proportion of 419 

cycles containing a MA or continuing in NREMS. These latter fragility periods are further subdivided into 420 

the ones with intermittent peak (‘Peak’) and without intermittent peak (‘No peak’). The arrows show the 421 

proportions for Sham (green) and SNI (yellow). 422 

 423 

The 0.02 Hz‐fluctuation allows to anticipate elevated spontaneous arousability during NREMS 424 

We  finally  examined  sensory  arousability  in  SNI  conditions,  focusing  on  the  somatosensory 425 

modality. To anticipate fragility and continuity periods in real‐time in the sleeping animal, we trained a 426 

machine  learning  software  to  predict  online  periods  of  continuity  and  fragility  based  on  EEG/EMG 427 
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recordings (Figure 6A‐E). For the training, we used online‐calculated 0.02 Hz‐fluctuation estimates onto 428 

which  fragility and  continuity periods were  labelled using peak‐and‐trough detection of  sigma power 429 

dynamics (Figure 6 – figure supplement 3). To control for the accuracy of the online prediction, we visually 430 

scored MAs  in 12 C57Bl/6J animals  implanted only  for polysomnography and verified  their position  in 431 

either online detected peak‐to‐trough  (‘online  fragility’) or  trough‐to‐peak phases  (‘online continuity’) 432 

(Figure 6F). We compared the online prediction to that generated by chance through randomly shuffling 433 

both online fragility and continuity point positions in the recordings. This showed that the MA proportions 434 

obtained with the real detection exceeded those obtained by chance prediction (Figure 6G, for online 435 

fragility periods, p = 0.0004, for online continuity periods, p = 0.0028). Online detection of peak‐to‐trough 436 

and trough‐to‐peak periods of the 0.02 Hz‐fluctuation  is thus a versatile method to probe variations of 437 

evoked arousability from NREMS.   438 
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 439 

Figure 6 – On‐line detection of fragility periods during mouse NREMS. (A‐E) Input and output parameters 440 

for machine‐learning  of  NREMS  fragility  and  continuity  periods.  From  the  EEG  and  EMG  up  to  the 441 

momentary time. (A) 4 last second of EEG and EMG at momentary time. (B) Ratio delta (1—4 Hz) over 442 

theta (5—10 Hz) from the FFT every s (C) normalized EMG levels. Together (B,C), are the variables for state 443 

decision  using  appropriate  thresholds  (dashed  lines,  see Methods).  (D)  The  0.02  Hz‐fluctuation was 444 

estimated (black line) from sigma values (red) every s. The black line was constructed using the last point 445 

of a 9th order polynomial fit over the last 200 s of sigma power values. (E) The network was trained to use 446 

the last 200 s of online 0.02 Hz‐fluctuation and the present window of EEG and EMG to determine whether 447 

the animal was in continuity or in fragility. The detection was carried out only when the animal was likely 448 

in NREMS. (F) Representative trace resulting from an online detection of fragility and continuity periods 449 

over a period of NREMS. Every s of detection is marked by a dark or light grey circle for online continuity 450 

and fragility periods, respectively. The hypnogram below represents the visual scoring done offline, blind 451 

to the online detection. The offline‐detected MAs are indicated by open circles over the corresponding 452 

point  of  online  detection.  (G)  Left,  Proportion  of MAs  scored  during  online  detected  fragility.  Right, 453 

proportion  of  MAs  scored  over  online  detected  continuity,  for  13  animals  (blue  dots).  Horizontal 454 
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histograms represent the distribution of possible values of these proportions for randomly shuffled points 455 

of fragility or continuity. The mean proportions for the 13 animals fell at percentile 99.96 % for fragility 456 

and 0.28 % for continuity. 457 

 458 

SNI conditions produce elevated somatosensory‐evoked arousability from NREMS 459 

Evoked arousability was probed through applying sensory stimuli either during online detected 460 

fragility or continuity periods. To deliver somatosensory stimuli remotely while the animals were asleep, 461 

we attached vibrational motors to their head implant that could be triggered to briefly vibrate (for 3 s) to 462 

test  the chance  for wake‐up  (Figure 7A). These motors were calibrated  to vibrate with  the  same  low 463 

intensity (~ 30% of full power) across animals (Figure 7 – figure supplement 4). Vibrations were applied 464 

randomly with 25% probability during either online detected fragility or continuity periods, for at  least 465 

two complete light phases per condition (Figure 7B). Intensity was chosen such that Sham animals showed 466 

approximately  equal  chances  for wake‐up  or  sleep‐through  in  online  continuity  periods  (Figure  7C). 467 

Moreover, these vibrations produced wake‐ups that were short, indicating that the sleeping animal felt 468 

only mildly perturbed. Consistent with prior findings, similar stimuli applied during online fragility periods 469 

showed  consistently higher  chances  for wake‐up  (Lecci et al., 2017).  In  SNI,  sensory arousability was 470 

elevated  for both  continuity and  fragility periods,  leading  to highest values during  the online  fragility 471 

periods  (Figure 7D, mixed‐model ANOVA with  factors  ‘treatment’ and  ‘online period’, p = 0.0049  for 472 

‘treatment’,  p  =  1.31x10‐8  for  ‘online  period’, no  interaction).  Interestingly,  consistent with  the  tonic 473 

increase in AI, this increase in sensory arousability in SNI was present across the whole light phase with a 474 

conserved time of day dependence (Figure 7E).  475 
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476 
Figure 7 – Closed‐loop probing of sensory‐evoked arousability reveals a more fragile sleep in SNI. (A) Setup 477 

for delivering vibrating stimuli to the sleeping animal. A small vibrating motor was fixed at the end of the 478 

recording cable that was connected to the animal’s headstage. When the algorithm presented in Figure 6 479 

detected a change to an online fragility or continuity for > 4 s, a 3‐s mild vibration (see Methods) was 480 

delivered with a chance of 25%. (B) Example of NREMS periods with vibrations over online continuity (top) 481 

or fragility (bottom) periods. Dark and light circles represent the online detection (see Figure 6F). Vertical 482 

lines  represent  the moments when  the  vibrations were delivered. Color‐codes  for wake‐up or  sleep‐483 

throughs.  (C) Representative  EEG/EMG  recordings  representing  a wake‐up  (top)  and  a  sleep‐through 484 

(bottom). Time of stimulus delivery is shaded. The artifacts caused by the vibrations were not considered 485 

during  automated  wake‐up  or  sleep‐through  detection  (see  Methods).  (D)  Chances  to  wake‐up  in 486 

response to a vibration in online continuity (C) or online fragility (F) periods. Mixed‐model ANOVA F(1,14) = 487 

11.07, p = 0.0049  for  ‘treatment’; F(1,14) = 136.58, p = 1.31x10‐8  for  ‘period’; F(1,14) = 0.3, p = 0.58  for 488 

interaction. (E) Probability of wake‐up (pooled continuity and fragility) for Sham and SNI over the  light 489 

phase (ZT0‐12). Shaded areas are SEMs.   490 
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Discussion 491 

Chronic pain  is a widespread and complex condition compromising sleep. As poor sleep  further 492 

aggravates pain,  therapeutic approaches  to  improve sleep quality have potential  to attenuate disease 493 

progression. Here, in efforts to tease apart pain‐sleep associations, we decided to focus on mechanisms 494 

of sleep disruptions at early stages of chronic pain. This study progresses on the sleep‐pain association in 495 

four essential ways. First, we show  that brain and autonomic signatures of pain states during  the day 496 

intrude  in  a  persistent  manner  into  sleep  in  early  phases  of  the  disease.  Second,  sleep  appeared 497 

nevertheless preserved in architecture, in dominant spectral band power, and in homeostatic regulation. 498 

Third, a previously undescribed spontaneous arousal during NREMS, showing local cortical activation with 499 

concomitant  heart  rate  increases,  appeared  more  frequently  in  SNI  conditions.  Fourth,  we  also 500 

demonstrate that fine mechanovibrational stimuli triggered brief wake‐ups from NREMS more easily in 501 

SNI animals. In summary, chronic pain impacts on NREMS in terms of arousability, more specifically in the 502 

probability  that NREMS  transits  towards diverse  levels of wakefulness, either  spontaneously, or with 503 

external stimuli. Chronic pain additionally instates a tonic regional elevation of high‐frequency electrical 504 

activity. Both these consequences are not detectable in conventional measures of sleep. However, they 505 

bear resemblance to pathophysiological markers of  insomnia disorders and, as we show here, produce 506 

elevated responsiveness to fine vibrational stimuli. The study further suggests that, amongst the many 507 

peripheral  and  central  circuit  alterations  caused  by  chronic  pain,  the  ones  affecting  the  primary 508 

nociceptive sensory areas could serve as a site of entry to treat pain‐related sleep disturbances directly at 509 

early states of the disease. For example, targeted interference by transcranial stimulation techniques has 510 

been  proposed  to modulate  pain‐related  oscillations  and  could  thus  be  probed  to modify  abnormal 511 

arousals (Shirvalkar et al., 2018; Hohn et al., 2019). 512 

The quantification and classification of arousals from NREMS, both in terms of their physiological 513 

correlates and in their intensity, is central to estimate the severity of a sleep disorder. The fragmentation 514 

of sleep by arousals is the primary cause for daytime fatigue and for cognitive deficits and, in more severe 515 

cases, may constitute long‐term risks for cardiovascular health (Bonnet et al., 1992; Silvani, 2019). Criteria 516 

for arousal scoring  in humans are comparatively well established and there are strong  indications that 517 

arousal intensity is graded, with EEG desynchronization and concomitant heart rate acceleration occurring 518 

independently of muscular activity (e.g. leg movements) (Sforza et al., 2000; Azarbarzin et al., 2014). In 519 

chronic pain patients, few systematic analyses on spontaneous arousals are currently available and a need 520 

for more  polysomnographic  assessments  in well‐controlled  patient  populations  has  been  highlighted 521 
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(Bjurstrom & Irwin, 2016). In rodents, only few studies have described cortical desynchronization events 522 

without EMG activity, and these were not characterized with respect to autonomic correlates (Bergmann 523 

et al., 1987; Franken, 2002; Léna et al., 2004; Fulda, 2011). This relative lack of arousal characterization in 524 

mouse NREMS could have hampered the identification of models to replicate sleep disorders, as we found 525 

here to be the case for chronic pain models. To the best of our knowledge, our analysis of the SNI mouse 526 

is the first that qualifies as a rodent model replicating physiological correlates of insomnia disorders that 527 

are hidden behind a comparatively normal sleep and that could raise awareness for refined analysis of the 528 

diverse forms of sleep disruptions in chronic pain patients (Bjurstrom & Irwin, 2016). Our work also adds 529 

a novel variant to proposed insomnia models that provoked severe macroscopic sleep disruptions either 530 

through acute stress (Cano et al., 2008; Li et al., 2020) or by optogenetically enforced full awakenings to 531 

fragment NREMS (Rolls et al., 2011).  532 

This  study  proposes  a  novel  type  of  arousal  from  NREMS  in  mouse  that  pairs  cortical 533 

desynchronization with heart rate increases. Inclusion of this type of arousal is crucial to identify the exact 534 

sleep disruptions  for  the  case of neuropathic pain. We departed here  from previous observations on 535 

infraslow variations  in  sensory arousability during NREMS  that  take place over  the minute  time‐scale 536 

(Lecci et al., 2017). We first demonstrated that spontaneous MAs, the only spontaneous arousal in rodent 537 

for which scoring criteria are widely established, occur remarkably clustered at phases for which sensory 538 

evoked arousals were most  likely  (Lecci et al., 2017). The high number of MAs and  their  remarkable 539 

clustering at phases > 90° and < 270°, allowed us to allocate the fragility periods to the phases with low 540 

sigma power. We consider this basic finding on MA timing in rodent NREMS significant for several reasons. 541 

First, it suggests that the infraslow 0.02 Hz‐fluctuation is part of an overarching process that periodically 542 

sets a fragility of NREMS towards wake‐promoting inputs, whether they arise from internal processes or 543 

external  stimuli. Mechanistically,  this points  to an  involvement of widely projecting neuromodulatory 544 

brain areas such as the locus coeruleus that remains active during NREMS (Aston‐Jones & Bloom, 1981; 545 

Kjaerby et al., 2020) and regulates sensory arousability (Hayat et al., 2020). Second, the finding contributes 546 

to a long‐standing uncertainty about the origin and the stochastic time‐scales on which MAs are thought 547 

to occur (Lo et al., 2004; Dvir et al., 2018). We now calculate that MAs in consolidated NREMS occur with 548 

a mean ~35% probability on ~50‐sec  intervals, thus providing a temporal raster on which these can be 549 

anticipated with a measurable degree of certainty. MAs depend on activity in wake‐promoting brain areas 550 

(Dvir et al., 2018), specifically on  the histaminergic hypothalamus  in mice  (Huang et al., 2006) and on 551 

cholinergic nicotinic receptors (Léna et al., 2004). This mechanistic origin of MAs  is consistent with our 552 

observation that they occur at moments of NREMS during which sensory wake‐ups occur preferentially. 553 
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We therefore consider the  identification of fragility periods as time raster for MAs as key to reinforce 554 

mechanistic  investigations  into  the origins of  spontaneous arousals. This not only  concerns MAs, but 555 

opens the opportunity to search for other arousal‐like events that could be relevant to model pathological 556 

conditions of human patients. 557 

The majority of this study was dedicated to providing a proof‐of‐concept for the usefulness of the 558 

infraslow  fragility  periods  to  scrutinize  arousability.  The  chosen  SNI  model  appeared  particularly 559 

appropriate for this purpose because it produced a sensory deficit that could be exploited to specifically 560 

test somatosensory arousability. The separation of NREMS into fragility and continuity periods throughout 561 

the resting phase allowed us to sample and scrutinize the many fragility periods continuing apparently 562 

uninterrupted  into NREMS. The fragility periods were also critical to determine when AI became most 563 

disparate between  SNI  and  Sham  and  to  identify previously undescribed  cortico‐autonomic  arousals. 564 

During these, the activation index increased because of a phasic decrease in low‐frequency delta power 565 

and an increase in high‐frequency power. These events were more pronounced and more frequent in SNI 566 

because  both  these  phasic  power  alterations were  disrupted, with  the  deficits  in  delta  power most 567 

pronounced. Without  the  raster  provided  by  the  fragility  periods,  the  phasic  differences  amidst  the 568 

tonically elevated high‐frequency power would easily have gone undetected. To further ascertain that 569 

these detected events nevertheless constituted true arousals rather than accidental spectral fluctuations, 570 

we sought for independent physiological correlates. Inspired by the human literature (Sforza et al., 2000; 571 

Azarbarzin et al., 2014), we found that heart rate increases were consistently higher when calculated for 572 

cortical arousals with AI peak than for the ones without AI peak. Moreover, their distribution across the 573 

resting phase was similar to the one found for MAs and they were present  in both S1HL and PrL. This 574 

result supports our interpretation that we have identified here a novel cortical‐autonomic arousal subject 575 

to similar time‐of‐day‐dependent regulatory mechanisms. Still, we cannot exclude that arousal subtypes 576 

outside the fragility periods went undetected that would require further characterization. We also remark 577 

here  clearly  that, aside  from more  frequent  cortico‐autonomic  arousals,  SNI animals  suffered  from a 578 

tonically  elevated  high‐frequency  power  in  S1HL  that  likely  underlay  the  more  elevated  sensory 579 

arousability throughout continuity and fragility periods. 580 

The lack of major sleep disruptions in the SNI mouse model was initially unexpected but seemed in 581 

line with other  studies. We  analyzed  these  animals  at  a  time  point when  pain  from  the wound  and 582 

associated inflammations are largely over (Guida et al., 2020), both of which can strongly disrupt sleep 583 

(Landis et al., 1989; Andersen & Tufik, 2003; Silva et al., 2008). Moreover, the animals showed a preserved 584 

time spent in REMS, suggesting that they did not suffer from chronic mild stress‐inflicted sleep disruptions 585 
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(Nollet et al., 2019). Other studies on chronic pain also report diverse moderate effects on sleep (Kontinen 586 

et al., 2003; Leys et al., 2013). One study on rats at 2 and 10 days after SNI surgery suggested that brain 587 

states intermediate between NREMS and wakefulness during the resting phase exist (Cardoso‐Cruz et al., 588 

2011), which could in part reflect our observations. We also found no alterations in theta power or for 589 

shifts in theta peaks in wakefulness, as reported for other animal models of chronic pain (LeBlanc et al., 590 

2014) or for humans with severe neurogenic pain or arthritis (Sarnthein et al., 2006). Analysis of sleep 591 

disruptions at later stages in the disease will help decide whether distinct phases of sleep disruptions mark 592 

distinct phases of pain chronicity when anxiety‐ and depression‐related behaviors appear more strongly 593 

(Guida et al., 2020). 594 

The  spectral  dynamics  in  two  cortical  regions  we  present  here  delineate  possible  areas  of 595 

pathological  neuronal  activity  that  underlie  the  cortical  arousals.  The  continued  presence  of  high‐596 

frequency  activity  in  S1HL  is  reminiscent of  the  cortical oscillatory  activity evoked with  acute painful 597 

stimuli,  suggesting  that  nociceptive  input  continues  to  arrive  in  cortex  during  NREMS  to  generate 598 

excessive excitation. Indeed, it has been suggested that the SNI model does show spontaneous ectopic 599 

electrical activity  in peripheral sensory neurons as a result of nerve  injury (Wall & Devor, 1983; Devor, 600 

2009). NREMS  is  thought  to  protect  relatively weakly  from  nociceptive  inputs  (Claude  et  al.,  2015), 601 

therefore possibly allowing continued processing of spontaneous nociceptive activity that could explain 602 

the cortical spectral changes we detected.  It has also been shown that optogenetic stimulation of the 603 

thalamic reticular nucleus, known to be implied in the balanced occurrence of delta and spindle waves 604 

during NREMS (Fernandez et al., 2018), can alleviate pain in SNI (LeBlanc et al., 2014). Suppressed TRN 605 

activity during NREMS could be implied in the attenuated delta dynamics observed in NREMS of SNI mice. 606 

In contrast, we  found unperturbed  local spectral dynamics  in PrL during NREMS, although  this area  is 607 

concerned with signaling emotional discomfort in several forms of chronic pain in humans (Schulz et al., 608 

2015; Nickel et al., 2017; May et al., 2019) and is known to undergo strengthened synaptic inhibition in 609 

SNI (Zhang et al., 2015; Radzicki et al., 2017). Further cellular studies will be necessary to understand why 610 

these alterations seem not to perturb oscillatory activity in this area during NREMS. 611 

Do SNI animals suffer  from  insomnia? Our objective measures of NREMS’s spectral composition 612 

point  to  regionally  restricted  but  tonic  imbalances  in  the  contribution of  low‐  vs higher  frequencies. 613 

Patients with insomnia show such imbalances over widespread brain regions that include sensorimotor 614 

areas  (Lecci et al., 2020). Furthermore, higher power  in  the beta  frequencies has been  related  to  the 615 

patients remaining hypervigilant or excessively ruminating at sleep onset (Perlis et al., 2001a), preventing 616 

the deactivation of cortical processes required for the loss of consciousness. Although insomnia also needs 617 
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subjective assessments that are not possible in animals, this phenomenological comparison suggests that 618 

SNI might suffer from similar experiences due to the tonically enhanced high‐frequency oscillations. This 619 

interpretation  is  supported  by  the  elevated  wake‐up  rates  in  response  to  mild  vibrational  stimuli 620 

throughout the infraslow cycles, suggesting hyperalertness to environmental disturbance. On top of these 621 

tonic changes,  there were more  frequent cortico‐autonomic arousals. Although  these do not seem  to 622 

elevate daytime sleepiness based on  the mostly unchanged delta power dynamics across  time‐of‐day, 623 

frequent  increases  in heart  rate during  the night  could  augment  cardiovascular  risk  in  the  long‐term 624 

(Silvani, 2019). To further analyze the animal’s conditions during daytime, tests on their cognitive abilities 625 

in memory‐dependent  tasks while  locally manipulating  sleep  in  the  affected  hindlimb  area  could  be 626 

considered. Deficits in working and declarative memories in rodents with SNI have been documented from 627 

early periods of chronic pain (Guida et al., 2020). Chemogenetic manipulation of neuronal populations 628 

proposed to be responsible for the gamma activity in chronic pain, restricted to sleep periods (Tan et al., 629 

2019), seems a feasible approach to specifically suppress abnormal pain‐related activity during sleep while 630 

testing performance in such tasks during wakefulness. 631 

We  provide  here  novel  approaches  to  classify  arousals  in mouse NREMS  that will  help  in  the 632 

examination  and  validation  of  future  candidates  for  rodent models  of  sleep  disorders. We  noted  a 633 

remarkable stability of the 0.02 Hz‐fluctuation across the resting phase that provided us with a temporal 634 

raster to screen the characteristics of fragility periods. These led us to identify a previously undescribed 635 

cortico‐autonomic arousal in mouse NREMS that we also found more frequently in a chronic pain model. 636 

Together,  this  study  presents  NREMS  as  a  state  that  is  interwoven  with  arousals  showing  diverse 637 

combinations of physiological parameters with different graduations in intensity that can be the target of 638 

pathophysiological changes. Recognizing NREMS as a fluctuating state between fragility and continuity 639 

will thus further heighten awareness to arousability as a core component of sleep quality. In this study, 640 

we unraveled a so far undescribed sleep disruption  in chronic pain that we hope will facilitate further 641 

research into the treatment of this devastating condition. 642 

 643 

Materials and methods 644 

Animal housing and experimental groups 645 

Mice from the C57BL/6J line were singly housed in a temperature‐ and humidity‐controlled environment 646 

with a 12‐h/12 h  light‐dark cycle (lights on at 9:00 am, corresponding to ZT0), with access to food and 647 

water ad libitum. We first used 36 mice, 10‐14 weeks‐old and bred in our colonies in a conventional‐clean 648 
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animal house, for polysomnography (combined EEG (ECoG)/EMG electrodes), followed by SNI or Sham 649 

surgery  (18  animals per  Sham or  SNI  group). Mice were  transferred  from  the  animal house  into  the 650 

recording room 2‐3 d before surgery for polysomnography recording. We recorded a 48 h‐long baseline 651 

before SNI or Sham surgeries, followed by recording at 22‐23 d after surgery (D20+). These data were used 652 

for Figures 1 and 3. Total sleep deprivation in Figure 3 was done on 24 of these 36 animals (12 SNI, 12 653 

Sham) within one day following the recording at D20+. The baseline data for Figure 2 were obtained from 654 

the baseline recordings of 23 randomly selected animals from the previous 36, completed with 7 more 655 

animals from previous baseline recording  in the  lab. For EEG (ECoG)/EMG/LFP recordings, 33 C57BL/6J 656 

male mice of the same age were first operated for SNI or Sham (17 and 14, respectively) and 5 d later, 657 

implanted for recordings from S1HL (4 Sham, 6 SNI) or PrL (3 Sham, 4 SNI) or both (3 Sham, 4 SNI). The 658 

misplaced or non‐functional electrodes were excluded. Recordings were carried on  from day 20  to 35 659 

after SNI or Sham surgery. These data were used for Figures 4 and 5. The data of 13 animals previously 660 

recorded in the lab and otherwise not included in any dataset in this study were used to train the neural 661 

network  (EEG/EMG  implantation,  in Figure 6). The experiments on sensory evoked arousals  (Figure 7) 662 

were done on 16 animals (8 Sham, 8 SNI) out of which some (4 sham, 6 SNI) were used for Figures 4‐5. All 663 

experimental  procedures  complied  with  the  Swiss  National  Institutional  Guidelines  on  Animal 664 

Experimentation  and were  approved  by  the  Swiss  Cantonal  Veterinary Office  Committee  for  Animal 665 

Experimentation. 666 

Surgery for the SNI model of neuropathic pain 667 

The Sham and SNI surgeries were performed as previously described (Decosterd & Woolf, 2000). Briefly, 668 

mice were kept under gas anesthesia (1—2 % isofluorane, mixed with O2). The left hindleg was shaved 669 

and the skin incised. The muscles were minimally cut until the sciatic nerve was exposed. Just below the 670 

trifurcation between common peroneal, tibial and sural branches of the nerve, the common peroneal and 671 

tibial  branches were  ligated  and  transected.  The  Sham  animals,  as  controls, went  through  the  same 672 

surgery without the transection. The muscle and the skin were then stitched closed and the animals were 673 

monitored via a score sheet established with the Veterinarian Authorities.  674 

Surgery for polysomnographic and LFP recordings in mice 675 

Surgeries were performed as recently described (Lecci et al., 2017; Fernandez et al., 2018). Animals were 676 

maintained under gas anesthesia (1—2 % isofluorane, mixed with O2). Small craniotomies were performed 677 

in frontal and parietal areas over the right hemisphere and 2 gold‐plated screws (1.1 mm diameter at their 678 
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base) (Mang & Franken, 2012) were gently inserted to serve as EEG electrodes. Careful scratching of the 679 

skull surface with a blade strengthened  the attachment of  the  implant by  the glue, so  that additional 680 

stabilization screws were no longer necessary. Two gold wires were inserted into the neck muscle to serve 681 

as EMG electrodes.  In the case of LFP recordings, small craniotomies (0.2‐0.3 mm) were performed to 682 

implant high‐impedance tungsten LFP microelectrodes (10–12 MΩ, 75‐μm shaft diameter, FHC, Bowdoin, 683 

ME) at the following stereotaxic coordinates relative to Bregma  in mm, for S1HL: anteroposterior ‐0.7, 684 

lateral  ‐1.8, depth from surface  ‐0.45; for PrL  : +1.8,  ‐0.3,  ‐1.45). For the neutral reference  for the LFP 685 

recordings, a silver wire (Harvard Apparatus, Holliston, MA) was placed in contact with the bone within a 686 

small grove drilled above the cerebellum. The electrodes were then soldered to a female connector and 687 

the whole implant was covered with glue and dental cement. The animals were allowed 5 d of recovery, 688 

while being monitored via a  score  sheet established with  the Veterinarian Authorities, with access  to 689 

paracetamol (2mg/mL, drinking water). The paracetamol was removed when the animals were tethered 690 

to the recording cable for another 5 d of habituation prior to the recording. 691 

Polysomnographic recording 692 

For sleep recordings, recording cables were connected to amplifier boards that were in turn connected to 693 

a RHD USB  interface board  (C3100) using  SPI  cables  (RHD  recording  system,  Intan  Technologies,  Los 694 

Angeles, CA). For EEG/EMG and/or LFP electrodes, signals were recorded through homemade adapters 695 

connected to RHD2216 16‐channel amplifier chips with bipolar  input or RHD2132 32‐channel amplifier 696 

chips with unipolar  inputs and common  reference,  respectively. Data were acquired at 1000 Hz via a 697 

homemade Matlab recording software using the Intan Matlab toolbox. Each recording was then visually 698 

scored in 4‐s epochs into wake, NREMS, REMS, as described (Lecci et al., 2017) using a homemade Matlab 699 

scoring software. 700 

Total sleep deprivation protocol 701 

Total SD was carried out from ZT0—ZT6 using the gentle handling method used previously in the lab (Kopp 702 

et al., 2006), while animals remained tethered in their home cage. At ZT3, the cages were changed and, 703 

from ZT5  to ZT6, new bedding material was provided. At ZT6,  the animals were  left undisturbed. The 704 

recordings carried out during SD were visually scored to assure the absence of NREMS from ZT0 to ZT6. 705 

There were no detected NREMS epochs during SD in the mice included in the analysis. 706 

Probing sensory arousability with vibration motors and automatic wake‐up classification 707 
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An online detection of continuity and fragility period (described below) was used in a closed‐loop manner 708 

to time vibration stimuli during NREMS such that sensory arousability could be probed. Small vibrating 709 

motors (DC 3—4.2 V Button Type Vibration Motor, diameter 11 mm, thickness 3 mm) were fixed using 710 

double‐sided tape, at the end of the recording cables, close to the animals’ heads. The motors were driven 711 

using a Raspberry Pi 3B+ through a 3.3 V pulse‐width modulation (PWM) signal. Each motor was calibrated 712 

to find the necessary PWM duty‐cycle to output the same amount of mild vibration using a homemade 713 

vibration measurer equipped with a piezo sensor. A Python script was running on  the Raspberry Pi  to 714 

detect the voltage change sent by the digital‐out channels on the Intan RHD USB interface board. Upon 715 

detecting a change  from  low to high,  the Python script waited  for an additional 4 s, and assessed the 716 

voltage again. In case the voltage was still high, it launched a 3 s vibration with 25% probability. To close 717 

the loop, the PWM signals from the Raspberry Pi driving the motors were as well fed into the analog‐in 718 

channels of the Intan RHD USB interface board to detect the stimuli time‐locked to the EEG/EMG signals. 719 

In the experiments, the voltage values were set to high during either continuity or fragility, using online 720 

detection  as  described  in  Data  analysis.  Four  animals  could  be  tested  in  parallel  for  their  sensory 721 

arousability. 722 

Histological verification of recording sites 723 

After the in vivo LFP recordings, the animals were deeply anesthetized with pentobarbital (80 mg/kg) and 724 

electrode positions were marked through electro‐coagulation (50 µA, 8—10 s). The animals were then 725 

transcardially perfused with 4 % paraformaldehyde (in 0.1 M phosphate buffer). After brain extraction 726 

and  post‐fixation  for  24  h,  100  µm‐thick  coronal  brain  sections were  cut  and  imaged  in  brightfield 727 

microscopy to verify correct electrode positioning. 728 

Data analysis 729 

Scoring and basic sleep measures 730 

Scoring was done blind to the animal treatment according to standard scoring procedures (Fernandez et 731 

al., 2018). A MA was scored whenever the EEG presented a desynchronization time‐matched with a burst 732 

of EMG activity lasting maximally 4 consecutive epochs (16 s). Latency to sleep onset was defined from 733 

ZT0  to  the  first  appearance  of  6  consecutive NREMS  epochs  (24  s).  The  bout  size  binning  in  short, 734 

intermediate and long bouts for NREMS and REMS was obtained from the pulled distribution of the bout 735 

sizes from all the animals. The edges of the intermediate bin were defined as: mean ‐ ½ standard deviation 736 

to mean + 1 standard deviation. 737 
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Spectral power was  computed on  the  raw EEG  signal using a FFT on  scored 4‐s windows after offset 738 

correction through subtraction of the mean value of each epoch. The median power spectrum for each 739 

state was obtained  for epochs non‐adjacent  to state  transitions. The normalization was done  through 740 

dividing by the average of mean power levels (from 0.75–47 Hz) for each vigilance state, ensuring that 741 

each state had the same weight in the averaging (Vassalli & Franken, 2017). This normalization was done 742 

separately for Baseline and D20+ recordings. Gamma power at D20+ was extracted through calculating 743 

mean power levels between 60—80 Hz. Data were normalized to corresponding baseline values. 744 

The heart rate was extracted from the EMG signal as described previously (Lecci et al., 2017). Briefly, the 745 

EMG signal was highpass‐filtered (>25 Hz) and squared. The R peaks of the heartbeats were detected using 746 

the Matlab ’Findpeaks’ function. Only animals with clearly visible R peaks present in the EMG in NREMS 747 

were included in this analysis (Fernandez et al., 2017). 748 

For delta power time course, raw delta power (mean power between 1—4 Hz from FFT on mean‐centered 749 

epochs) was extracted for each NREMS epoch non‐adjacent to a state transition. Total NREMS time was 750 

divided into periods of equal amounts of NREMS (12 in light phases, 6 in dark phases) from which mean 751 

values for delta power were computed. The position in time of these periods was not different between 752 

groups. Normalization was done via mean values between ZT9—12, when sleep pressure is the lowest. 753 

Wake‐up and sleep‐through events after vibration were scored automatically as follows. For each trial, 754 

the EEG and EMG signals were analyzed within time intervals from 5 s prior to 5 s after the vibrations. To 755 

distinguish wake‐up and sleep‐through events, three values were calculated: 1) The ratio theta (5‐10 Hz)/ 756 

delta (1‐4 Hz) for the 5 s before stimulation, 2) the difference in the low‐ / high‐frequency ratios (1‐4 Hz/ 757 

100—500  Hz),  before  and  after  the  stimulation,  3)  the  squared  EMG  amplitude  ratio  after/  before 758 

stimulation. 759 

A trial was rejected when the ratio theta/delta was > 1 before stimulation or the EMG amplitude was 760 

larger before than after stimulation. In this way, trials starting  in REMS or wakefulness were excluded. 761 

Wake‐up  events  were  scored  when  the  difference  in  low/high  ratios  mentioned  above  decreased 762 

markedly after stimulation together with EMG activity. Occasionally, some wake‐ups were also scored 763 

when EEG or EMG activity was very high while the other channel showed moderate changes. Appropriate 764 

thresholds were set upon visual inspection blinded to the animal’s condition. 765 

Analyses related to the 0.02 Hz‐fluctuation 766 
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Extraction  ‐ The 0.02 Hz‐fluctuation  in sigma power (10–15 Hz) was extracted from EEG or LFP signals 767 

using a wavelet transform (Morlet wavelet, 4 cycles), calculated over 12 h recordings in 0.5‐Hz bins. The 768 

resulting signal was down‐sampled to 10 Hz and smoothed using an attenuating FIR filter (cutoff frequency 769 

0.0125 Hz, order of 100,  the  low order  allowing  for  frequencies  above  the  cutoff).  The mean of  the 770 

datapoints within NREMS and MA epochs was used for normalization (Figure 2‐ figure supplement 1D). 771 

The peak and frequency of the 0.02 Hz‐fluctuation were calculated through a FFT on continuous NREMS 772 

bouts as described (Lecci et al., 2017). FFTs from individual bouts at frequency bins from 0 to 0.5 Hz were 773 

interpolated to 201 points before averaging across bouts to obtain a single measure per mouse. The angles 774 

of  the  phase  of  the  0.02 Hz‐fluctuation were  obtained  through  the Hilbert  transform  (Matlab  signal 775 

processing toolbox). We set the troughs of the 0.02 Hz‐fluctuation at 180°, the peaks at 0° (Figure 2‐ figure 776 

supplement 1G). 777 

In several  instances (Figures 3D, 4, 5),  instead of calculating FFTs  in the  infraslow frequency range, we 778 

needed  to  detect  individual  cycles  of  the  0.02  Hz‐fluctuation.  To  do  this,  we  applied  the  Matlab 779 

“Findpeaks” function, with the conditions that the peak values were > mean and the trough values < mean, 780 

each separated by > 20 s. With such parameters, the sequence trough‐peak‐trough appears only in NREMS 781 

and allows to count individual cycles. 782 

Band‐limited  power  dynamics  during  the  0.02  Hz‐fluctuation  ‐  To  calculate  the  power  dynamics  in 783 

different  frequency  bands, Morlet  wavelet  transforms  were  down‐sampled  to  10  Hz  to match  the 784 

sampling of the 0.02 Hz‐fluctuation and normalized by the sum of their means in NREMS. The mean power 785 

of each band was then binned in 18 bins of 20° and a mean across cycles (with or without MAs) of power 786 

activity per phase bin was obtained per animal. 787 

Analysis of activation index ‐ AI was computed by the natural logarithm (ln) of the ratio between beta (16–788 

25 Hz) + low gamma (26–40 Hz) over delta power (1–4 Hz), extracted as described above. Individual cycles 789 

from  peak‐to‐peak  were  classified  whether  a MA  was  present  in  the  fragility  period  or  whether  it 790 

continued into NREMS. To assess the presence of peaks in activation indices, the “findpeaks” function was 791 

used at phase values of 90–270°, with mean values used as a threshold. 792 

Online detection of continuity and fragility periods ‐ For the online detection of fragility and continuity 793 

periods during closed‐loop sensory stimulation, a homemade software was generated with two layers of 794 

decision. The first one determined the likely current state of vigilance (wake, NREMS or REMS), whereas 795 

the second one made a machine learning‐based decision between a continuity or a fragility period.  796 
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1 – Determination of vigilance state. This assessment was based on power band ratios characteristic for 797 

wake, NREMS and REMS using appropriate thresholds (Figure 6B,C). Every s, a FFT was calculated on the 798 

mean‐centered last 4 s of EEG values and the power ratio between the delta (1–4 Hz) and the theta (5–799 

10 Hz) was calculated.  800 

Transitions out of wake: 1) Switch to NREMS if the last 3 s of EMG were below a high threshold and at 801 

least 2 out of the 3 last s of ratio were above a high threshold. 2) Switch to REMS if the full 5 s of EMG 802 

were below a low threshold and the full 5 s of ratio were above a high threshold. 803 

Transitions out of NREMS: 1) Switch to wake if the last s of EMG was above a high threshold. 2) Switch to 804 

REMS if the last five s of EMG were below a low threshold and if among the last 5 s of ratio, at least 4 were 805 

below a low threshold and all 5 were below a high threshold. 806 

Transitions out of REMS: 1) Switch to wake if the last s of EMG were above a high threshold. 2) Switch to 807 

NREMS if the ratio was above a high threshold for at least 4 out of 5 s. 808 

2 – Continuity and fragility detection. From the previous step, the value of sigma (10—15 Hz) was kept 809 

every second. The mean sigma value in NREMS was dynamically updated if the likely state was determined 810 

as NREMS  and  used  to  normalize  the  incoming  sigma  power  values.  The  last  200  s  of  sigma  power 811 

regardless of the likely state were kept in memory. We heuristically found that a 9th‐order polynomial fit 812 

(Matlab ‘polyfit’ and ‘polyval’ functions) best approximated the 0.02 Hz‐fluctuation. To train the network, 813 

we first generated online‐estimated 0.02 Hz‐fluctuation at 1 Hz for the 12 h of the light phase. We next 814 

applied offline cycle detection in NREMS periods. For simplicity, and in agreement with previous measures 815 

of sensory arousability (Lecci et al., 2017), we set the continuity periods from trough to peak and fragility 816 

from peak to trough. Then, we subdivided these recordings in chunks of 200 s (moving window of 1 s, as 817 

they would appear online) and keeping the label continuity, fragility or none for each of them. We could 818 

thus obtain 43,000  labelled chunks per 12 h of  recording. We used 642,000 of  these chunks  from 13 819 

animals  to  train  a  neural  network  (pattern  recognition  ‘nprtool’  from Matlab  Statistics  and Machine 820 

Learning Toolbox) 70 % of the for training, 15 % for validation and 15 % for testing. The network was 821 

composed of one hidden layer with 10 neurons and one output layer with the 3 different output. We then 822 

used the generated neural network online to take the decision between continuity, fragility or none. 823 

Statistics 824 

The statistics were done using Matlab R2018a and the R statistical language version 3.6.1. The normality 825 

and  homogeneity  of  the  variances  (homoscedasticity) were  assessed  using  the  Shapiro‐Wilk  and  the 826 
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Bartlett  tests,  respectively  to  decide  for  parametric  statistics.  In  the  cases  where  normality  or 827 

homoscedasticity were violated, a  log transformation was assessed at  first and  finally, non‐parametric 828 

post‐hoc tests were used (Wilcoxon rank sum test for unpaired and signed‐rank test for paired data). The 829 

degrees of  freedom  and  residuals  for  the  F  values  are  reported  according  to  the R output. Post‐hoc 830 

analyses were done only when the interaction between factors were significant (p < 0.05). Bonferroni’s 831 

correction for multiple comparisons was applied routinely, and the corrected α values are given  in the 832 

legends. The factors used  in the ANOVAs are depicted with pictograms once the corresponding effects 833 

were significant. The factors used in the analysis were: ‘treatment’ with two levels: Sham and SNI; ‘day’ 834 

with two repeated levels: baseline and D20+; ‘size’ with three repeated levels: small, intermediate or long 835 

bouts; ‘period’ with two repeated levels: continuity or fragility; ‘SD’ with two repeated levels: control or 836 

recovery after sleep deprivation; ‘state’ with three repeated  levels: wake, NREMS or REMS; ‘MAs’ with 837 

two  levels: with or without MA  in  the  fragility period;  ‘peak’ with  two  repeated  levels: cycles with or 838 

without a peak in AI during fragility periods. The circular statistics were done using the CircStat for Matlab 839 

toolbox (Berens, 2009). 840 
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Figure 2 – figure supplement 1 – Methodological  illustration of how to extract the 0.02 Hz‐fluctuation 1113 

from raw signals, to detect individual cycles, and to calculate the angles of the Hilbert transform. (A) 12‐1114 

h hypnogram obtained from visual scoring of EEG/EMG recordings. W, wakefulness; N, NREMS; R, REMS. 1115 

(B) Corresponding EEG signal. (C) Corresponding mean Morlet wavelet transform,   calculated  in 0.5‐Hz 1116 

frequency bins from 10—15 Hz. (D) Corresponding 0.02 Hz‐fluctuation, obtained through downsampling 1117 

to 10 Hz and lowpass filtering. Normalization was done by dividing the signal by its mean value in NREMS. 1118 

(E) Result of cycle detection on  the signal shown  in D, using  the peak‐and‐trough detection approach 1119 

described in the Methods. The beginning, peak and end of each cycle is shown with color‐coded circles. 1120 

(F) Angle of the Hilbert transform of the signal shown D. The values are wrapped around 360° with 180° 1121 

representing the troughs of the fluctuation. (G) Expansion of the grey area highlighted for D, E, F and A. 1122 

(H) Histogram showing the phase constitution of the 0.02 Hz‐fluctuation. Note the prominence from 180—1123 

360°, indicating more time spent in ascending period compared to descending. A sinusoid would yield the 1124 

same amount of points within each phase bin. Therefore, we now talk about 0.02 Hz‐fluctuation and not 1125 

oscillation as in (Lecci et al., 2017). 1126 
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 1127 

Figure 5 – figure supplement 2 – Activation index (AI) with peaks in fragility period are also present in EEG 1128 

and PrL but occur in equal amounts in Sham or SNI. (A) Left, Proportion of fragility periods containing an 1129 

AI  peak  over  the  12‐h  light  phase,  detected  in  the  frontoparietal  EEG  (contralateral  to  Sham  or  SNI 1130 

surgeries)  in the subset of animals from which the S1HL data were obtained  in figure 5; sum rank test 1131 

Sham vs SNI: W = 10, p = 0.76. The data from 1 Sham and 3 SNI animals were left out because the EEG was 1132 

implanted ipsilateral to Sham or SNI surgeries. Middle: mean amplitude (green triangle in the inset) of the 1133 

AI peaks in the EEG (S1HL subset), with or without the presence of a MA in the fragility period, in Sham 1134 

and SNI. Mixed‐model ANOVA: F(1,8) = 0.03, p = 0.85 for ‘treatment’; F(1,8) = 224.9, p = 3.8x10‐7 for ‘MA’; 1135 

F(1,8) = 6.83, p = 0.03 for interaction. Post‐hoc rank sum test for Sham vs SNI for fragility periods with a MA: 1136 

W = 9, p = 0.6; for fragility periods without a MA: W = 13, p = 0.91; signed rank test with vs without MA in 1137 

Sham: V = 10, p = 0.12; in SNI: V = 21, p = 0.03 ;  = 0.0125. Right: half width duration (green line in the 1138 

inset) of the AI peaks in the EEG (S1HL subset), with or without the presence of a MA in the fragility period, 1139 

in Sham and SNI. Mixed‐model ANOVA: F(1,8) = 2.06, p = 0.18 for ‘treatment’; F(1,8) = 39.12, p = 2.4x10‐4 for 1140 
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‘MA’; F(1,8) = 0.91, p = 0.36  for  interaction.  (B) Same  layout as  in A. Data  from  the  frontoparietal EEG 1141 

(contralateral  to  Sham  or  SNI  surgeries)  from  all  our  animals;  Left:  proportion  of  fragility  periods 1142 

containing an AI peak, over time and 12 h quantification: unpaired t‐tests Sham vs SNI: t(21) = ‐0.5, p = 0.62. 1143 

Middle: mean amplitude of the AI peaks in the EEG with or without the presence of a MA in the fragility 1144 

period, in Sham and SNI. Mixed‐model ANOVA: F(1,21) = 0.81, p = 0.37 for ‘treatment’; F(1,21) = 446.8, p = 1145 

1.23x10‐15 for ‘MA’; F(1,21) = 1.64, p = 0.21 for interaction. Right: duration at half‐maximal amplitude of the 1146 

AI peaks in the EEG, with or without the presence of a MA in the fragility period, in Sham and SNI. Mixed‐1147 

model ANOVA: F(1,21) = 0.29, p = 0.59 for ‘treatment’; F(1,21) = 174.9, p = 1.2x10‐11 for ‘MA’; F(1,21) = 0.03, p = 1148 

0.85 for interaction. (C) Same layout as in A and B. Data from the PrL cortex; Left: proportion of fragility 1149 

periods containing an AI peak, over time and 12 h quantification: unpaired t‐tests Sham vs SNI: t(12) = ‐1150 

0.23, p = 0.82. Middle: mean amplitude of the AI peaks in PrL with or without the presence of a MA in the 1151 

fragility period, in Sham and SNI. Mixed‐model ANOVA: F(1,12) = 0.89, p = 0.36 for ‘treatment’; F(1,12) = 63.9, 1152 

p = 3.7x10‐6 for ‘MA’; F(1,12) = 0.74, p = 0.4 for interaction. Right: duration at half‐maximal amplitude of the 1153 

AI peaks in the EEG, with or without the presence of a MA in the fragility period, in Sham and SNI. Mixed‐1154 

model ANOVA: F(1,12) = 1.84, p = 0.19 for ‘treatment’; F(1,12) = 50.26, p = 1.2x10‐5 for ‘MA’; F(1,12) = 1.71, p = 1155 

0.21 for interaction. 1156 
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 1157 

Figure 6 – figure supplement 3 – Online 0.02 Hz‐fluctuation extraction and training of the neural network. 1158 

(A) 0.02 Hz‐fluctuation from a NREMS period extracted offline as described in Figure 2 ‐ figure supplement 1159 

1.  (B) Corresponding sigma power values collected online at 1 Hz.  (C) Corresponding online‐estimated 1160 

0.02 Hz‐fluctuation, based on a 9th order polynomial fit on the sigma values shown in B. (D) Validation of 1161 

the online estimate through cross correlation with offline data from  a 12 h recording from one animal. 1162 

The red arrow indicates the position of the highest correlation, showing a minor lag ( ‐2 s). (E) Illustration 1163 

of data  labeling to train the neural network. The cycle detection (see method) was used offline on the 1164 

0.02 Hz‐fluctuation previously extracted online. Continuity was set to the ascending periods and fragility 1165 

to the descending one. When conditions for complete cycles were not met, the label ‘none’ was applied. 1166 

Then,  200  s‐long  chunks  of  this  signal were  extracted  and  labelled with  continuity,  fragility  or  none 1167 

depending on the position of the last point. 1168 
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Figure 7 – figure supplement 4 – Vibration motor calibration for closed‐loop somatosensory arousability 1170 

testing. (A) Photo overview of the calibration setup, showing the vibration motor positioned onto a self‐1171 

made piezometer containing the sensor (bottom right). The analog voltage generated by the sensor was 1172 

measured by an Arduino and data fed into Matlab. To start vibrations, a raspberry pi sent a PWM signal 1173 

to the vibration motor to  modulate vibration intensity (achieved through increasing duty cycle from 15 1174 

to 50 %). A TTL signal sent from the raspberry pi to the Arduino initiated the trial. (B) Close‐up view of the 1175 

self‐made piezometer. The piezometer was composed of protective foam sandwiched and glued between 1176 

two thin wooden plates. The upper plate contained a hole the size of the vibration motors and the lower 1177 

one was fixed to the table using two‐sided adhesive tape. The piezo sensor was inserted inside the foam 1178 

part and a resistance (1000 Ohm) was used  in the circuit. (C) Plot of data received from one vibration 1179 

measurement  trial.  The  vibration  curve  was  calculated  from  each  trial  using  whole‐power  wavelet 1180 

transform. (D) Calibration curve (mean of 15 trials) used to find the necessary duty‐cycle value. The chosen 1181 

intensity was the same for all the motors. 1182 

 1183 
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The continuity of non-rapid-eye-movement sleep (NREMS) is essential for its functions. However, 

many mammalian species, including humans, show NREMS fragility to maintain environmental 

vigilance. The neural substrates balancing NREMS continuity and fragility substates are 

unexplored. We show that the locus coeruleus (LC) is necessary and sufficient to generate 

infraslow (~50 s) continuity-fragility fluctuations in mouse NREMS. Through machine-learning-

guided closed-loop optogenetic LC interrogation, we suppressed, locked, or entrained continuity-

fragility fluctuations, as evident by LC-mediated regulation of sleep spindle clustering and heart 

rate variability. Noradrenergic modulation of thalamic but not cortical circuits was required for 

infraslow sleep spindle clustering and involved rapid noradrenaline increases that activated both 

α1- and β-adrenergic receptors to cause slowly decaying membrane depolarizations. The LC thus 

coordinates brain and bodily states during NREMS to engender continuity-fragility, accentuating 

its role in the physiology of sleep-related sensory uncoupling and as target in sleep disorders 

showing abnormal cortical and/or autonomic arousability. 
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Introduction 

During sleep, behavioral interaction with the sensory environment is suppressed. The reduced 

response to external stimuli ensures a continuity of sleep in time that is necessary for its restorative and 

beneficial effects1. However, across the vertebrate kingdom, many species show adaptive mechanisms to 

continue monitoring their sensory environment while asleep. For example, unihemispheric sleep permits 

dolphins to continue surfacing to breathe or birds to engage in long-duration flights2. Sleeping humans 

also show sensory processing and cognitive elaboration of external stimuli during non-rapid-eye-

movement sleep (NREMS) and REM sleep3. Incorporating sleep fragility to allow sensory vigilance could 

represent an adaptive strategy to trade-off between the benefits and risks of suppressed interactions with 

the environment. However, the neural implementations of such trade-off have not been pursued 

systematically. Therefore, it is unclear whether continuity-fragility dynamics are part of the design of 

vertebrate sleep-wake control circuits or reflect species-specific adaptations to particular ecological 

constraints. 

Examinations of sensory arousability in rodent suggest that sensory isolation and environmental 

monitoring during NREMS occur, at least in part, sequentially in time. Based on monitoring arousability in 

response to auditory4 or visual5 stimuli, consolidated NREMS could be divided into substates of continuity 

and fragility that showed low and high arousability, respectively. Continuity-fragility substates alternated 

on an infraslow time scale of ~50 s (~0.02 Hz) and were accompanied by coordinated fluctuations in 

central and autonomic physiological correlates that were also found in human sleep4. These involved the 

electroencephalographic (EEG) spectral power component representing sleep spindles in the 10 – 15 Hz 

range, known to arise in thalamus and to be sleep-protective3,6, and hippocampal ripples that are implied 

in sleep-dependent memory consolidation7. Moreover, both heart rate (HR) and pupil diameter co-varied 

such that increases coincided with low spindle occurrence. Infraslow variations are also prevalent in 

human NREMS, appearing in band-limited and full-band power EEG recordings, intracranial recordings, 

and in functional resonance imaging signals4,8. The time scale is also prominent in human cyclic 

alternating patterns, referred to as unstable sleep9, in epilepsy and in abnormal arousal events in sleep-

related movement and breathing disorders (reviewed in ref. 6). However, the neural drives of infraslow 
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dynamics during NREMS have remained open, although neural and astrocytic mechanisms have been 

suggested10.  

Already the first recordings of action potentials in the sleeping animal indicated that wake-

promoting brain areas retained some activity during NREMS11-14. The locus coeruleus (LC), the most 

dorsal of ten noradrenergic nuclei located in the pontine brain stem11, ramifies widely within both the 

forebrain and the autonomic premotor nuclei15 and coordinates neural and somatic conditions during 

wakefulness16. The LC discharges irregularly but continuously at 1 – 5 Hz when awake11, but phasic 

discharges around 10 – 15 Hz precede autonomic and behavioral adaptations to unexpected stimuli in 

animals17 and probably also in humans18.  LC activity during NREMS coincides with the appearance of 

EEG or hippocampal sleep spindles11,19,20 or cortical slow waves21,22. Opto- or chemogenetic LC 

stimulation in NREMS of rodents lowers auditory arousal thresholds23 and increases resting state 

connectivity in salience networks24, which is a signature of enhanced vigilance. Variations of LC activity 

during NREMS could thus be relevant for continuity-fragility fluctuations. Here, we used closed-loop real-

time optogenetic modulation of LC activity in combination with global and local sleep recordings, HR 

monitoring, fiber photometric assessment of norepinephrine (NE) levels and the analysis of synaptic 

potentials generated by LC afferents in vitro. We demonstrate that infraslow activity variations in LC occur 

in natural undisturbed NREMS and coordinate central and autonomic physiological correlates underlying 

continuity-fragility fluctuations of NREMS. 

 

Results 

Noradrenergic signaling in thalamus is crucial for the clustering of sleep spindles during NREMS 

Freely behaving mice sleep in NREM-REM sleep bouts interspersed by wakefulness during the 

light period (ZT0-12), which is their preferred resting phase. Figure 1a presents the sleep-wake behavior 

of a single mouse showing a hypnogram obtained from polysomnographic recordings between ZT1 and 

ZT9 and the corresponding time-frequency distribution derived from local field potential (LFP) recordings 

in the primary somatosensory cortex S1 (see Methods). From this distribution, power dynamics in two 

frequency bands characteristic for NREMS, the sigma (10 – 15 Hz) and the delta (1.5 – 4 Hz) frequency 

bands, were calculated. As shown previously4, prominent power fluctuations in the sigma but not the delta 
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frequency band (10 – 15 Hz) determine NREMS continuity-fragility substates on an infraslow time interval 

with a peak around ~0.02 Hz (~50 s) (Fig. 1b). The sigma frequency band is populated by sleep spindles6 

that contribute to sensory decoupling during NREMS3,6. To determine whether sleep spindle density co-

varied over 0.02 Hz, we used a previously developed sleep spindle detection algorithm25 (Extended Data 

Fig. 1) and analyzed the phase-locking between sigma power and sleep spindle density in n = 33 mice 

(12 C57BL/6J and 21 dopamine-beta-hydroxylase (DBH)-Cre mice) recorded during the light phase. 

Sleep spindles clustered at the peak of the 0.02 Hz-fluctuation in sigma power, whereas they were rare in 

the troughs (Fig. 1c,d). Polar plots depicting the phase coupling of 168,097 spindles of 33 mice to the 

0.02 Hz-fluctuation demonstrate the non-uniformity of this distribution (Fig. 1d; R of Rayleigh 0.51 ± 0.07; 

P < 1.0*10-16). Sleep spindles thus cluster on the 50-s time scale during NREMS, in line with the infraslow 

fluctuation of sigma power and consistent with reports in mice and human26,27. 

To elucidate the role of noradrenergic signaling for infraslow variations in spindle density, we 

pharmacologically blocked noradrenergic receptors in thalamus, within which sleep spindles originate6. 

C57BL/6J mice implanted for polysomnography and S1 LFP recordings were injected with a mix of α1- 

and β- noradrenergic antagonists (0.1 mM Prazosine hydrochloride and 5 mM ((S)-(-)-atenolol, 150 nl, n = 

6) or control artificial cerebrospinal fluid (ACSF, 150 nl, n = 6) locally into the somatosensory thalamus 

(see Methods). Noradrenergic antagonist but not ACSF injections resulted in a rapid and reversible 

reduction of the strength of the 0.02-Hz fluctuation in sigma power (Fig. 1e,f; Extended Data Fig. 2; P = 

0.031). Moreover, instead of being clustered, sleep spindles now appeared irregularly and at a mean 

density that was ~2-fold higher (Fig. 1f; P = 3.9*10-4). The properties of individual spindle events including 

amplitude, intra-spindle frequency, number of cycles and duration, showed minor changes (Extended 

Data Fig. 3). Noradrenergic signaling appears thus necessary for the generation of spindle-free periods 

resulting in their repeated clustering on the infraslow time scale. 

 

Activity of the locus coeruleus is necessary and sufficient for the infraslow clustering of sleep 

spindles 

To optogenetically interfere with the activity of the noradrenergic LC during NREMS in a time-

controlled manner, we virally infected LC neurons of DBH-Cre mice to express excitatory (hChR2(H134R) 
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(ChR2); n = 11) or inhibitory (Jaws; n = 10) opsins. We then implanted these animals with EEG/EMG, an 

S1 LFP electrode and an optic fiber positioned uni- (for ChR2-injected animals) or bilaterally (for Jaws-

injected animals) over the LC (Fig. 2a,b). Optimal fiber positioning was ensured through intra-surgical 

pupil diameter monitoring (Extended Data Fig 4). Using closed-loop monitoring of vigilance states, we first 

stimulated the LC specifically during NREMS at a low frequency (1 Hz) (Fig. 2c), and confirmed the 

successful expression of the opsins post mortem (Fig. 2d). The 1-Hz frequency is within the range of 

spontaneous LC unit activity during NREMS19,21,28 and does not cause arousal when used to stimulate the 

LC optogenetically19,29. Stimulation sessions took place in the first 20 min of each hour during 8 h of the 

light phase (ZT1-9), with light or sham (during which the light source was turned off) stimulation 

alternating over successive recording days. Light stimulation in NREMS produced a rapid onset and 

almost complete suppression of sigma power and of sleep spindles. The effect lasted as long as light was 

present and instantly recovered once optogenetic stimulation stopped (Fig. 2e), decreasing the strength 

of the 0.02 Hz-fluctuation and sleep spindle density (Fig. 2f; n = 11, P = 1.5*10-6 for the strength of the 

0.02-Hz fluctuation, P = 5.2*10-7 for spindle density). Conversely, continuous optogenetic inhibition 

according to the same experimental protocol locked sigma power at high levels and prolonged phases of 

high spindle occurrence (Fig. 2g,h; n = 10, P = 2.0*10-3 for the strength of the 0.02-Hz fluctuation, P = 

2.0*10-3 for spindle density). These results demonstrate that LC activity is both necessary and sufficient 

for the 0.02 Hz-fluctuation and the clustering of sleep spindles. 

To ensure that the LC interrogation did not disrupt NREMS, we quantified total times spent in the 

different vigilance states. We found that LC stimulation prolonged total time spent in NREMS at the 

expense of REM sleep and wakefulness (Fig. 2i), whereas LC inhibition had mild but opposite effects 

(Fig. 2j). These architectural alterations were not accompanied by significant changes in relative delta 

power (stimulation: increase by 13%, p = 0.10; inhibition: decrease <1%, p = 0.9). Therefore, low-

frequency LC activity appears to consolidate NREMS without concomitant major changes in low-

frequency spectral activity. This could be explained by the incompatibility of monoaminergic signaling with 

REM sleep, which would cause NREMS to continue11,20,30. 
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Locus coeruleus fiber activation in thalamus but not in the cortex is relevant for sleep spindle 

clustering 

From their thalamic site of origin, sleep spindle activity propagates to cortical circuits6. As LC 

innervates both thalamic and cortical brain areas31, we tested the involvement of both innervation sites in 

the effects observed by direct LC stimulation. We placed the optic fiber over somatosensory thalamus or 

S1. For S1, the optic fiber stub was glued to the S1 LFP electrode at a distance of 800 – 1,200 µm over 

the tip. Light stimulation of thalamic LC afferents reproduced the suppressive effects observed with direct 

LC stimulation (Fig. 3 a,b; n = 6, P = 5.6*10-4 for the strength of the 0.02-Hz fluctuation; P = 0.014 for 

spindle density). In contrast, cortical stimulation was ineffective (Fig. 3 c,d; n= 5, P = 0.44 for the strength 

of the 0.02-Hz fluctuation; P = 0.63 for spindle density). Thus, synaptic noradrenergic activity within the 

thalamus appears to sensitively control the clustering of sleep spindles measured in S1, in agreement 

with the pharmacological results in Fig 1. 

 

Locus coeruleus activity fluctuates between high and low levels on an infraslow time scale 

LC cells can discharge action potentials in both tonic and phasic modes during wakefulness, and 

both these modes have also been proposed to occur during NREMS11,20,21. To address whether time 

variations in LC activity were relevant for infraslow clustering of sleep spindles, we restricted the 

optogenetic manipulation of LC activity to distinct phases of the infraslow cycles. We detected these 

phases online through a machine-learning algorithm and triggered optogenetic activation based on 

whether sigma power started to rise or decline, thereby targetting large portions of fragility or continuity 

periods32 (Fig. 4). When we optogenetically activated LC whenever sigma power started rising, the 0.02-

Hz fluctuation was suppressed (Fig. 4 a,b; n = 9, P = 4.4*10-9 for the strength of the 0.02-Hz fluctuation, P 

= 2.2*10-6 for spindle density). This indicates that sigma increases, and sleep spindle generation, are not 

compatible with high LC activity. Conversely, when we inhibited LC when sigma power started declining, 

sigma power fluctuations became disrupted and tended to persist at high levels, thereby increasing sleep 

spindle density (Fig. 4 c,d; n = 10, P = 2.0*10-3 for the strength of the 0.02-Hz fluctuation, P = 5.9*10-3 for 

spindle density). The decline in sigma power thus required LC activity. These two results are best 
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compatible with LC activity showing an infraslow variation that is opposite to the one of the sigma power 

and sleep spindles, being high during the fragility periods and low during continuity periods, respectively. 

Based on this result, we predicted that the converse experiment, stimulating LC during fragility or 

inhibiting it during continuity, would not disrupt infraslow dynamics. Intriguingly, when LC was activated 

while sigma power was declining, successive cycles of high sigma power kept appearing (Fig. 4e). Close 

inspection revealed that cycles appeared at shorter time intervals (sham: 52.9 ± 0.7 s, stim: 44.6 ± 1.7 s, 

n = 9, P = 5.0*10-7, paired t-test) and were more regular, as evident by the decreased peak-to-peak 

variability (Fig. 4f; n = 9, P = 5.2*10-5). Strengthening LC activity during fragility periods thus entrained a 

regular and faster infraslow fluctuation. When we specifically inhibited LC activity during online detected 

continuity periods, an entrainment was again observed, with interpeak intervals shortened (Fig. 4g; sham: 

53.7 ± 2.6, inhibition: 50.8 ± 1.5 s, n = 9, P = 3.6*10-3, paired t-test) and regularized (Fig. 4h; n = 10, P = 

0.049). This indicates that a low level of LC activity remained during continuity periods that was inhibited 

by the light, thereby enforcing LC silency during sigma build-up and regularizing spindle appearance. 

Together, these results bring about a functionally relevant LC activity pattern during NREMS that 

interchanges between high, perhaps more phasic, and low, probably tonic, activity at infraslow 

timescales. 

 

Rapid increases of noradrenaline levels in the thalamus precede the suppression of sleep 

spindles  

High LC activity is expected to release NE within thalamus and to stimulate noradrenergic 

receptors as long as NE uptake is not completed. However, it is unclear how the time course of free NE 

and receptor signaling determine the time course of sleep spindle dis- and re-appearance. We used fiber 

photometry to measure free NE levels in thalamic nuclei across the sleep-wake cycle by expressing the 

newly developed fluorescent NE biosensor GRABNE1h33 (see Methods). Mice expressing the NE biosensor 

in thalamus were implanted for sleep monitoring and fiber photometry. The fluorescence signals varied 

characteristically across the three vigilance states, including a pronounced decline during REM sleep, 

reminiscent of observations in prefrontal cortex (Fig. 5a)20. Focusing on NREMS bouts only, NE signals 

were inversely correlated with sigma power and showed recurrent negative peaks at infraslow intervals 
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(Fig. 5b). To resolve the time course of noradrenergic signaling on a cycle-to-cycle basis, we detected all 

infraslow sigma power cycles taking place during NREMS (excluding transitional periods) and examined 

the corresponding dynamics of free NE (Fig. 5c). Major increases in NE levels were detected before 

sigma power declined, consistent with the suppressant effects of LC activity. In contrast, NE levels were 

comparatively low as sigma power was rising at the beginning of the cycle. Therefore, NE increases 

suppress sigma power while NE decays seemed not tightly linked to the sigma power increases. 

 

Ionic mechanisms underlying norepinephrine-induced infraslow membrane depolarizations 

The effects of NE on neuronal excitability determine thalamic engagement in spindle-like rhythms34, 

but the time range and actions of NE released by LC fibers on thalamic membrane potential and 

excitability are unknown. We hence combined patch-clamp recordings with optogenetic LC fiber 

stimulation to quantify cellular noradrenergic responses. We studied thalamocortical and thalamic 

reticular neurons, both of which are involved in sleep spindle generation6. From DBH-Cre mice 

expressing ChR2 in LC, we prepared coronal thalamic slices and recorded from cells in the ventrobasal 

complex, which contains the somatosensory thalamus. Thalamocortical cells had resting membrane 

potentials between -65 to -70 mV, and responded with rebound burst discharge upon negative current 

injection (Extended Data Fig. 5). Optogenetic stimulation generated a slow membrane depolarization for 

stimulation frequencies at 1, 3 and 10 Hz (Fig. 6a). Amplitudes of evoked potentials ranged between 0.8 – 

4.5 mV with onset latencies of 1.25 – 6.9 s, and decayed with a slow time course lasting 66 – 106 s (Fig. 

6b, Extended Data Fig. 5; n = 6 – 8). Only onset latency was modulated by stimulation frequency. The 

optogenetically evoked noradrenergic currents measured in cells voltage-clamped at -70 mV were 

blocked by atenolol (10 µM in bath, n = 5, P = 0.049), indicating involvement of β-adrenergic receptors 

(Fig. 6c,d)34. Furthermore, the current response was largely eliminated by bath application of 1.5 – 3 mM 

Cs+ (Fig. 6e,f; n = 6, P = 5.4x10-4), a blocker of cAMP-sensitive hyperpolarization-activated cation-

channels35. Both atenolol and Cs+ produced outward currents, indicating a standing receptor and current 

activation.  

To estimate the time course of action of NE on spindle-related cellular activity, we combined 

optogenetic stimulation of LC fibers with negative current injections to generate repetitive low-threshold 
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burst discharges35, known to occur during sleep spindles (Fig. 6g)6. This resulted in a persistent 

afterdepolarization that was larger and longer than the one generated by cellular bursting alone (Fig. 6h; 

n = 7, P = 0.043). The coincidence of sleep spindle activity with NE release thus generates a prolonged 

period of cellular depolarization, known to be sufficient to render thalamocortical cells refractory to 

synaptically-driven burst discharge, which is necessary to engage in a next sleep spindle35.  

Light-induced depolarizations were also observed in thalamic reticular cells recorded in the 

somatosensory sector of TRN (Fig. 6i,j). Corresponding currents were largely blocked by the α1-

adrenergic antagonist prazosin (5 µM in bath) (Fig. 6k,l; n = 3; P = 0.014)34. However, < 15% of TRN cells 

showed a detectable current response (Fig. 6m), suggesting a functional heterogeneity of these cells with 

respect to noradrenergic modulation36. Thalamic reticular cells thus also respond with slowly decaying 

membrane depolarizations when exposed to NE release from LC fibers. 

 

The locus coeruleus coordinates heart rate variability with sigma power on the infraslow time 

scale through parasympathetic signaling 

As NREMS fluctuates between continuity and fragility, sigma power is anticorrelated with the HR on 

an infraslow time scale4. Is the LC involved in this coordination? Through conjointly monitoring HR and 

sigma power in freely sleeping C57BL/6J mice (Fig. 7a,b), we found that HR variations were suppressed 

by the peripheral parasympathetic antagonist methylatropine (10 mg kg-1) (Fig. 7c,d; n = 7, P = 0.035) but 

not by the peripheral sympathetic antagonist atenolol (1 mg kg-1) (Fig. 7e,f; n = 12, P = 0.74) (see 

Methods).  

LC activity has been implied in parasympathetically driven HR variability in humans37 and, in 

rodents, augments inhibitory input to preganglionic cardiac vagal neurons38. Therefore, we next tested 

whether optogenetic manipulation of LC affected variations in HR. Indeed, continuous LC stimulation 

during NREMS disrupted the infraslow HR variations (Fig. 7g) and decreased its anticorrelation with 

sigma power (Fig. 7h; n = 10, P = 4.1x10-3). To directly evaluate the capability of LC in entraining HR 

variations as we observed for sigma power (see Fig. 4e), we stimulated LC specifically during fragility 

periods. This visibly augmented HR variations and generated anticorrelations with side-peaks showing an 

infraslow periodicity (Fig. 7i,j; n = 8). These data show that the LC is a source of HR variability during 
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NREMS on an infraslow timescale. Moreover, LC is capable of coordinating sigma power and HR in a 

manner that supports a critical role in the generation of NREMS continuity and fragility substates. 

 

Discussion 

Noradrenergic cell groups in the rostral hindbrain are conserved across mammals, reptiles, 

amphibians, birds and fish39, and they are central for wakefulness and vigilance towards the sensory 

world17. Here, we establish an analogous function for the mammalian LC during NREMS. Through 

imposing fluctuations in brain and body correlates of sensory arousability, the LC drives NREMS between 

two opposite states of continuity and fragility.  Mechanistically, these are distinct by infraslow membrane 

fluctuations ot thalamic networks and by different HR, caused by NE-induced activation of α1- and β-

adrenergic receptors and by regulation of autonomic parasympathetic output, respectively.  

The infraslow time scale has not only been found in mammalian NREMS8, but it also appears as a 

time scale over which reptile sleep switches between two electrophysiologically distinct sleep states40. 

This raises the possibility that infraslow time intervals are a phylogenetically preserved temporal unit to 

maintain vigilance that arises from fluctuating noradrenergic input during NREMS. This possibility could 

spur future comparative studies on the phylogeny of sleep states and how these relate to species-specific 

noradrenergic activity during sleep2. Furthermore, the human noradrenergic system remains active during 

NREMS22, during which it is critical for memory consolidation41, expression of plasticity-related genes42 

and perhaps for dreams43. As sleep spindles serve as EEG hallmarks to distinguish light and deep sleep 

states in human6, monitoring the LC in human sleep could also shed light on these and other9,44 unique 

aspects of primate sleep. Finally, there is strong evidence that LC and sleep disruptions could be linked in 

post-traumatic stress disorders45, in neurodegenerative diseases such as Alzheimer’s and Parkinson’s 

disease44,46 and in insomnia47. Our findings highlight a need to further develop tools to monitor LC activity 

in human sleep as a possible neural target for the origin of these sleep disruptions. Furthermore, we 

suggest that looking at the detailed temporal organization of sleep spindle occurrence48 could help to gain 

insight into noradrenergic activity in human NREMS. 
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Implications of infraslow LC activity variations for NREMS heterogeneity and targetted memory 

reactivation 

We find that the major wake-promoting noradrenergic nucleus of the mammalian brain is 

functionally active during NREMS, elevating NE levels in a pulsatile manner within thalamus. Similar 

patterns of free NE were also found in prefrontal cortex20, suggesting that there is a fluctuating 

neuromodulatory tone of NE throughout the forebrain during NREMS.  We directly show that these pulses 

affect primary thalamic sensory neuron excitability, underscoring previous propositions of NREMS as a 

heterogeneous state with distinct levels of sensory arousability4,5. Future research will examine whether 

the brain states accompanied by variable LC activity differ with respect to other neuromodulators and 

electrical activity patterns, as proposed for hippocampal ripples4 or cortical slow waves22,28,43. Of particular 

interest will also be to determine whether variations in functional connectivity during NREMS49, area-

specific spectral properties25 and cortical dendritic Ca2+ activity50, other polysomnographic measures of 

unstable sleep9 or other forms of behavioral output51 relate to LC. Intriguingly, a recent study pointed out 

that the optimal timing of targetted memory reactivation via auditory stimuli depends on sleep spindle 

variations that involve infraslow timing48. This reinforces the notion that NREMS is segregated into 

functionally distinct states that also concern the sleeping brain’s capability of neuronal ensemble 

reactivation and the replay of memory traces, which are prerequisites for memory consolidation7.  

 

LC-dependent control of sensory arousability during NREMS 

LC activity likely controls sensory arousability through several mechanisms. First, LC responds to 

sensory stimuli14, therefore, if LC neurons depolarize and discharge more action potentials, sensory 

throughput will be enhanced23. Second, LC-mediated sleep spindle suppression removes inhibitory 

constraints on the successful propagation of sensory inputs across the thalamocortical axis6. Third, 

sensory-evoked discharge of single or multiple thalamic and cortical units is strengthened by LC 

stimulation, with thalamic neurons increasing sensory responsiveness more robustly52. The density of LC 

fiber varicosities is higher in rat somatosensory thalamic compared to cortical areas31. In both rodents and 

humans, noradrenergic signaling strengthens precisely those resting state networks that optimize 

vigilance and perception in response to pending important input24,53. These findings offer several entry 
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points to further examine how noradrenergic modulation of thalamic circuits facilitates the processing of 

sensory stimuli during states of NREMS. 

 

The role of LC for sleep spindles 

Evidence that LC activity suppresses spindle activity is available for electrographically detected 

sleep spindles measured in hippocampus19 and for spindles in bipolar EEG derivations20. Furthermore, 

NE levels in prefrontal cortex are low when the EEG shows spindles20. We demonstrate a direct 

mechanistic opposition between NE levels and the circuits in which sleep spindles originate. First, we 

rapidly and reversibly suppress local sleep spindles25 via optogenetic LC activation and second, we find 

that free NE levels run opposite to locally generated sleep spindles. Third, we demonstrate that LC fiber 

activation promotes thalamic circuit refractoriness. The suppressive action of noradrenergic activity on 

sleep spindles has led to the proposition that LC activity will acutely terminate individual sleep spindle 

events11,19. However, we could not observe strong changes in sleep spindle properties in favor of this 

suggestion, when we pharmacologically antagonized noradrenergic signaling specifically in thalamus, 

although we previously identified our detection algorithm to sensitively detect regionally specific or 

genetically induced variations in sleep spindle properties25. Furthermore, we find that synaptic events 

caused by NE release rise slowly over seconds and are thus unlikely to shortcut individual spindle-events. 

Noradrenergic signaling seems instead tailored to generate prolonged relatively spindle-free periods as 

thalamic cells are brought into a depolarized state35. 

 

The cellular and ionic mechanisms underlying infraslow dynamics of sleep spindle clustering 

The precise cellular mechanisms that underlie the particularly slow timing of the fluctuations in 

sigma power and spindle density have remained open10. We managed to dissect the temporal 

relationships between free NE levels and their ionic effects on thalamic spindle-generating circuits. The 

fiber photometric in combination with the cellular recording suggest that the ionic consequences of NE 

outlast the availability of free NE and are of primary interest as temporal determinants of the infraslow 

time scale. NE induces a slowly decaying membrane depolarization through activation of both α1- or β-

receptors in thalamocortical and thalamic reticular neurons, which retards the re-engagement of these 
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cells in sleep spindle generation long after free NE levels have returned to baseline. In further support of 

this interpretation, we could entrain the infraslow fluctuations when we reinforced or attenuated LC activity 

at appropriate moments. The reinforcement of LC activity most likely triggered membrane depolarizations 

more consequentially across large cell populations, whereas the attenuation removed spurious LC 

activity, overall promoting a more synchronous entry and exit of thalamic circuits within the infraslow 

cycles. We remark that such a scenario does not preclude that other mechanisms causing individual 

spindles to terminate take place (reviewed in ref. 6). Moreover, we currently cannot exclude that there are 

feedback mechanisms on the LC that modify, and perhaps accelerate, its endogenous infraslow activity. 

To the best of our knowledge, the slow LC-triggered membrane depolarizations described here are 

the sole exclusively noradrenergically mediated postsynaptic effects described so far. LC fibers release 

glutamate to generate fast glutamatergic currents in parabrachial nucleus54, with the release of NE 

remaining minor unless light pulses were applied repetitively at higher frequencies. We found instead that 

thalamic LC-fiber-elicited responses were relatively uniform in amplitude and time course over the 1 – 10 

Hz frequency range. This could ensure a homogeneity of action on thalamic membrane potentials, 

resulting in a global depolarization across many neurons. Ultrastructural studies indeed suggest that 

noradrenergic terminals in the rodent ventrobasal complex do not form well-defined synaptic contacts55, 

suggesting that released NE may diffuse from the site of release into the extracellular medium. 

Supporting this, we find that noradrenergic receptors activated by optogenetic LC fiber stimulation are the 

same as the ones targeted by bath-applied NE34. There also was a measurable noradrenergic antagonist-

sensitive holding current component in our slices, consistent with an ambient NE level generating a tonic 

noradrenergic signal. 

 

The LC as a source of heart rate variability 

Initial studies on the continuity-fragility organization of NREMS pointed out that an infraslow 

periodicity was also present in the HR4 and in pupil diameter5. The fragility period, during which spindles 

are infrequent and arousals more likely, was accompanied by a higher HR and a larger pupil diameter. 

Using peripherally acting drugs, we identified the parasympathetic system as key for the infraslow 

variations in HR, as also observed for pupil diameter variations5. The LC increases HR through multiple 
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pathways15, amongst which one involves an inhibition of the parasympathetic preganglionic vagal nuclei38 

that is thought to underlie HR variability in humans37. Our study is the first to directly probe the 

consequences of specific optogenetic LC stimulation on HR, which needs to be further explored regarding 

frequency dependence, mechanisms and variation with vigilance state. Continuous 1 Hz-stimulation 

during NREMS abolished infraslow HR variations, thus demonstrating that LC acts to coordinate the 

infraslow activity patterns in brain and heart. Intriguingly, when we stimulated LC during fragility periods 

known to entrain sigma power fluctuations, we also increased the fluctuations of the HR and strengthened 

anticorrelations on the infraslow time scale. We thus establish the LC as a coordinator of brain and bodily 

fluctuations during NREMS, which likely involve parasympathetic signaling. This suggests that the LC 

neurons projecting to thalamus coordinate their activity with the ones projecting to the cardiac premotor 

vagal neurons, pointing to precise intra-LC mechanisms that subserve this coordination process. 

Furthermore, the direct demonstration of LC’s role in HR variability could renew interest in the relation 

between HR variability and sleep disorders56. Finally, the neural systems underlying this coordination 

could reach beyond LC, as it is now clear that infraslow neuronal activities are present also in 

dorsomedial medulla during NREMS57. 

We find that mammalian sleep harnesses on wake promotion to enable sensory vigilance. This 

insight requires a renewal of current models of sleep-wake control in which reciprocal and exclusive 

antagonism is so far prevalent58. We are now able to concretize questions into the origins of a large 

variety of primary and secondary sleep disorders, in which hyperarousals, autonomic arousals and 

movement-related arousals prominently feature9,44,47,51. 
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Online Methods. 

Animal husbandry and numbers used for experiments 

Mice from the C57BL/6J line and from the B6.FVB(Cg)-Tg(Dbh-cre)KH212Gsat/Mmucd (MMRRC 

Stock#036778-UCD) line, referred to here as DBH-Cre line, were bred on a C57BL/6J background and 

housed in a humidity- and temperature-controlled animal house with a 12 h / 12 h light-dark cycle (lights 

on at 9 am). Food and water were available ad libitum throughout all the experimental procedures. For 

viral injections, 2- to 7-week-old mice of either sex were transferred to a P2 safety level housing room with 

identical conditions 1 d prior to injection. For in vivo experimentation, animals were transferred to the 

recording room 3 d after viral injection and left to recover for at least 1 week prior to the implantation 

surgery, after which they were singly housed in standard-sized cages. The grids on top of the cage were 

removed and replaced by 30 cm-high Plexiglass walls. Fresh food was regularly placed on the litter and 

the water bottle inserted through a hole in the cage wall. Objects (tissues, paper rolls, ping-pong balls) 

were given to play. For in vitro experimentation, animals were transferred 3 d after viral injection to a 

housing room with identical conditions and were used 3 – 6 weeks after injection. In total, 12 male 

C57BL/6J mice were used for intracranial pharmacological experiments, 19 male C57BL/6J mice for 

cardiac pharmacology experiments and 6 male C57BL/6J mice for the fiber photometry experiments. 
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From the DBH-Cre line, 21 (11 males and 10 females) heterozygous Cre +/- animals were used for 

optogenetic experiments, and 14 (2 males and 12 females) for in vitro experiments. All experiments were 

conducted in accordance with the Swiss National Institutional Guidelines on Animal Experimentation and 

were approved by the Swiss Cantonal Veterinary Office Committee for Animal Experimentation. 

 

Surgical procedures for viral injections 

Optogenetics in vivo and in vitro: Animals were anaesthetized with ketamine (83 mg kg−1)/xylazine (3.5 

mg kg−1), kept on a thermal blanket to maintain body temperature around 37 °C, and injected i.p. with 

carprofen (5 mg kg−1) for analgesia. Mice were then head-fixed on a stereotactic frame equipped with a 

head adaptor for young animals (Stoelting 51925). The scalp was disinfected, injected with a mix of 

lidocaine (6 mg kg-1)/bupivacaine (2.5 mg kg-1) for local anesthesia and opened with scissors exposing 

the desired region of the skull. For the injections, we used a thin glass pipette (5-000-1001-X, Drummond 

Scientific) pulled on a vertical puller (Narishige), initially filled with mineral oil, and backfilled with the virus-

containing solution just prior to injection. Injections took place at an injection rate of 100 – 200 nl min-1. 

For optogenetic stimulation experiments, 2 animals were injected with a ssAAV5/2-hEF1α-dlox-

hChR2(H134R)_mCherry(rev)-dlox-WPRE-hGHp(A) (titer: 9.1x1012 vg / ml, 0.8 – 1 µL) virus bilaterally in 

a region close to the LC. The stereotaxic coordinates were (relative to Bregma, given in mm here and 

throughout the rest of the Online Methods): lateral (L) ±1.28; antero-posterior (AP) -5.45, depth (D) -3.65), 

as done previously29. The remaining 9 animals were injected bilaterally with the same virus (0.3 – 0.6 µL) 

directly into the LC (L ±1.05; AP -5.45; D -3.06). The two viral injections yielded comparable results and 

data were pooled. For optogenetic inhibition, all animals were injected bilaterally into the LC (0.2 – 0.35 

µL) with either pAAV5-CAG-FLEX-rc[Jaws-KGC-GFP-ER2] (7x1012 vg / ml; n = 2, Addgene), AAV8-hSyn-

FLEX-Jaws-KGC-GFP-ER2 (3.2x1012 vg / ml; n = 3, UNC Vector Core) or ssAAV-5/2-hSyn1-dlox-

Jaws_KGC_EGFP_ERES(rev)-dlox-WPRE-bGHp(A)-SV40p(A) (titer: 6.4x1012 vg / ml; n = 5, VVF 

Zürich).  

Fiber photometry: For the assessment of NE dynamics in the thalamus, an AAV virus (ssAAV9/2-hSyn1-

GRAB_NE1h-WPRE-hGHp(A), titer: 7.2x1012 vg / ml, VVF Zürich) containing the plasmid encoding a NE 

sensor (pAAV-hSyn-GRAB_NE1h, Addgene Plasmid #123309)33 was injected into the thalamus (500 nl; L 
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2.0; AP -1.6; D -3.0). After the injections, the incision was sutured, and the area disinfected. Animals were 

carefully monitored and returned to the home cage once awake and moving around. Recovery time after 

injections took place for a minimum of 1 week before the next surgeries. Paracetamol was given in the 

water for the 4 postoperative days at a concentration of 2 mg ml-1. 

 

Surgical procedures for sleep recordings combined with optogenetics or fiber photometry 

For in vivo EEG/EMG combined with local field potential (LFP) recordings, electrode implantation was as 

previously described4,25,32. In short, animals were anesthetized with isoflurane (1.5 – 2.5 %) in a mixture 

of O2 and N2O. After analgesia (i.p. carprofen 5 mg kg−1) and disinfection, animals were fixed in a Kopf 

stereotax and injected into the scalp with a mix of lidocaine (6 mg kg-1)/bupivacaine (2.5 mg kg-1) and a 

piece of the scalp was removed after 3 – 5 min, the skull exposed and the bone scratched to improve 

adhesion of the head implant. Then, we drilled small craniotomies (0.3 – 0.5 mm) over left frontal and 

parietal bones and positioned two conventional gold-coated wire electrodes in contact with the dura mater 

for EEG recordings. On the contralateral (right) side, a high-impedance tungsten LFP microelectrode (10–

12 MΩ, 75 µm shaft diameter, FHC) was implanted in the primary somatosensory cortex (L 3; AP -0.7; D -

0.85). Additionally, as a neutral reference, a silver wire (Harvard Apparatus) was inserted into the occipital 

bone over the cerebellum and two gold pellets were inserted into the neck muscles for EMG recordings. 

All electrodes were fixed using Loctite Schnellkleber 401 glue and soldered to a multisite connector 

(Barrettes Connectors 1.27 mm, male connectors, Conrad). 

For intracranial injection of noradrenergic antagonists, we additionally made a craniotomy over the 

thalamus (L 2; AP -1.60) and covered it with a silicone-based sealant (Kwik-Cast Silicone Sealant, WPI). 

Additionally, we glued and cemented a light-weight metal head-post (Bourgeois Mécanique SAS, Lyon, 

France) onto the midline skull to perform painless head-fixation during injection of noradrenergic 

antagonists. 

For optogenetic experiments, DBH-Cre animals were implanted with custom-made optic fibers59. A 

multimode fiber (225 µm outer diameter, Thorlabs, BFL37-2000/FT200EMT) was inserted and glued 

(heat-curable epoxy, Precision Fiber Products, ET-353ND-16OZ) to a multimode ceramic zirconia ferrule 

(Precision Fiber Products, MM-FER2007C-2300). The penetrating end was cut at the desired length with 
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a carbide-tip fiber optic scribe (Precision Fiber Products, M1-46124). The outside end was then polished 

using fiber-polishing films (Thorlabs). For optogenetic stimulation of the LC cell bodies (n = 11 animals) a 

single 3-mm fiber stub was implanted directly over the LC (L 1.0; AP -5.4; D -2.3). Out of the 11 animals, 

6 animals were also implanted with a 3 mm-optic fiber stub over the somatosensory thalamus (L 2.0; AP -

1.7; D -2.5). For the 5 additional animals, we implanted a custom-made optrode in S1 built with a high-

impedance fine tungsten LFP microelectrodes (10 – 12 MΩ, 75 µm shaft diameter, FHC) glued to the stub 

of a 2 mm-optic fiber at a distance of 800 – 1,200 µm. The optrode was then inserted into S1 (L 3.0; AP -

0.7; D 0.8). For optogenetic inhibition of the LC bodies (n = 10), bilateral optic fibers were implanted at a 

20° lateral angle targeting the LC (L ±1.84; AP -5.4; D -2.47). To establish the final coordinates of the 

optic fibers, pupil diameter changes were monitored in a subgroup of 5 animals while lowering the optic 

fiber and applying light stimuli (Extended Data Fig. 4; 10 – 30 pulses at 10 Hz). A custom-made software 

developed in Matlab was used for image acquisition (See in vivo data analysis). 

For fiber photometry experiments, in addition to the recording electrodes, we implanted C57BL/6J 

animals (n = 6) with a premade 400 µm-thick optic fiber coupled to a cannula (MFC_400/430-

0.66_3.5mm_ZF1 25(G)_FLT, Doris Lenses) over the dorsal and reticular thalamus (L 1.8; AP -1.7; D 2.5) 

at a rate of 1 mm min-1. 

Finally, a dental cement structure was built to fix the implant in place. After disinfection with iodine-based 

cream, animals were returned to their home cage and kept in careful monitoring. Animals were provided 

with paracetamol (2 mg mL-1) in the drinking water for at least 4 days after the procedure. 

 

In vivo electrophysiological recordings 

Once recovered from the surgery, animals were habituated to the cabling for 5 – 7 days, followed by a 

baseline recording to ascertain the quality of the signals. We acquired the EEG, EMG and LFP signals at 

a 1 kHz sampling frequency using an Intan digital RHD2132 amplifier board and a RHD2000 USB 

Interface board (Intan Technologies) connected via SPI cables (RHD recording system, Intan 

Technologies). Homemade adapters containing an Omnetics - A79022-001 connector (Omnetics 

Connector Corp.) linked to a female Barrettes Connector (Conrad) were used as an intermediate between 
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the head implant of the animal and the headstage. We acquired the data with Matlab using the RHD2000 

Matlab toolbox and a customized software in the same environment25,32.  

 

Experimental Procedures for intracranial local pharmacology 

We gently and gradually habituated mice to being head-fixed by increasing the amount of time spent in 

head fixation daily from 5 min to 45 min over a period of 4 – 5 days. The rest of the time, the animals 

spent being tethered to the recording system in their home cage. On the first experimental day, we 

removed the silicone cover of the craniotomy in head-fixed conditions and positioned a glass pipette (5-

000-1001-X, Drummond Scientific, pulled on a vertical Narishige PP-830 puller, tip size of 15 – 25 µm) 

over the craniotomy and waited for 30 min while gently touching the side of the craniotomy to simulate an 

injection. Then, we covered the craniotomy again with the silicone-based sealant and returned the 

animals to the home cage for an 8 h-baseline polysomnographic recording. The next day, we removed 

the silicone again and injected 150 nL of noradrenergic antagonists or ACSF at two different depths within 

the thalamus (D: -3.2 and -2.8 mm). For the experimental group, we infused a mixture of 0.1 mM prazosin 

hydrochloride (prazosin) and 5 mM (S)-(-)-atenolol (atenolol),  diluted in ACSF together with a red 

fluorescent dye (5 mM Alexa 594) for later confirmation of the injection site. For the control group, we 

injected ACSF together with Alexa 594. Per animal, only one injection was done (either blockers or 

ACSF) and the animal sacrificed after completion of the recording. 

 

Experimental procedures for in vivo optogenetics 

All optogenetic manipulation took place during the first 20 min of each hour between ZT1 and ZT9. A 

custom-made close-loop detection of NREMS32 was used for state specificity. In short, NREMS was 

detected whenever the delta (1 – 4 Hz) to theta (5 – 10 Hz) power ratio derived from the differential 

frontal-parietal EEG channels crossed a threshold for 2 out of 5 s and the EMG absolute values went 

below a threshold during at least 3 s. This lead to reliable stimulation during NREMS (Fig. 2), with the 

exception of a few brief interruptions that occurred during artefacts (e.g. muscle twitches). Optogenetic 

stimulation of the LC cell bodies was carried out using a PlexBright Optogenetic Stimulation System 

(Plexon) coupled to a PlexBright Table-top blue LED Module (Wavelength 465 nm) at 1 Hz. Stimulation of 
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LC terminals in the thalamus or cortex was delivered at 2 Hz (Fig. 3). Optogenetic inhibition of LC cell 

bodies was performed using a continuous stimulation with a PlexBright Table-top orange LED Module 

(Wavelength 620 nm) (Fig. 2). Optogenetic stimulation (1 Hz) or inhibition (continuous) was also carried 

out specifically when sigma power declined or rose, limiting it preferentially to continuity or fragility 

substates, respectively. This was achieved via a machine-learning-based closed-loop procedure32 built 

with a multilayer perceptron model neural network of 10 neurons in the hidden layer and 3 output neurons 

(for continuity, fragility or none). The network was fed with the last 200 s of a 9th‐order polynomial fit of the 

sigma activity (10 – 15 Hz) calculated for each s. The neural network was then trained, validated, and 

tested using the sleep scoring from 13 C57BL/6J animals (642,000 epochs) that were otherwise not 

included in this study. Online, the same data stretches obtained from the mouse in recording were used. 

For each animal, multiple recording sessions took place with a random allocation of the stimulation protocol: 

i.e. optogenetic stimulation during NREMS in the LC bodies, its terminals (thalamus for 6 animals or cortex 

5 animals), or stimulation of the LC bodies during continuity or fragility substates (in a subgroup of 9 mice). 

Similarly, for optogenetic inhibition of LC bodies, random allocation of inhibition protocols took place during 

NREMS (10 animals), continuity or fragility substates (10 animals). 

 

Experimental procedures for in vivo fiber photometry 

After the recovery (> 7 d) and habituation to the cabling procedure (> 4 d), we performed two recordings 

per animal with at least one day between sessions. All recordings were limited to the first 3 – 4 h from 

ZT1 to minimize possible photobleaching. For fluorescent measurements, we used a pulse-width-

modulated sinusoidal signal of 400 Hz using a Raspberry Pi3 (Raspberry Pi Foundation) to modulate a 

LEDD_2 driver (Doric Lenses Inc.) connected to a blue LED (CLED 465 nm; Doric Lenses Inc.). The 

power of the driver was set to 200 mA. The blue LED was coupled to a fluorescence MiniCube 

(iFMC4_IE(400-410)_E(E460-490)_F(500-550)_S, Doric Lenses) that redirected the light to the animal 

via a low autofluorescence 400-µm-thick fiberoptic patchcord (MFP_400/430/1100-0.57_1m_FMC-

ZF1.25_LAF, Doric Lenses Inc.). The cord was connected to the Optic fiberoptic Cannula (MFC_400/430-

0.57_3mm_ZF1.25(G)_FLT) implanted in the head of the mouse. A photodetector integrated into the 
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MiniCube head turned the emitted light from the fluorescent NE sensor into a current signal that was fed 

into an analog signal of the Intan RHD2132 amplifier board.  

 

In vitro electrophysiological recordings 

Thalamic brain slice recordings were performed as previously described in detail25,59. Briefly, 3 – 6 weeks 

after viral injection, DBH-Cre mice aged 8 – 16 weeks were subjected to isoflurane anesthesia, after 

which they were decapitated, brains extracted and quickly immersed in ice-cold oxygenated sucrose 

solution (which contained in mM): NaCl 66, KCl 2.5, NaH2PO4 1.25, NaHCO3 26, D-saccharose 105, D-

glucose 27, L(+)-ascorbic acid 1.7, CaCl2 0.5 and MgCl2 7), using a sliding vibratome (Histocom). Brains 

were trimmed at the level of the brainstem, glued on the trimmed surface on an ice-cold metal blade and 

apposed to a supporting agar block on their ventral side. Acute 300-µm-thick coronal brain slices were 

prepared in the same ice-cold oxygenated sucrose solution and kept for 30 min in a recovery solution at 

35 °C (in mM: NaCl 131, KCl 2.5, NaH2PO4 1.25, NaHCO3 26, D-glucose 20, L(+)-ascorbic acid 1.7, 

CaCl2 2, MgCl2 1.2, myo-inositol 3, pyruvate 2) before being transferred to room temperature for at least 

30 min. All recordings were done at room temperature. 

Recording glass pipettes were pulled from borosilicate glass (TW150F-4) (WPI) with a DMZ horizontal 

puller (Zeitz Instr.) to a final resistance of 2 – 4 MΩ. Pipettes were filled with a K+-based intracellular 

solution that contained in mM: KGluconate 140, Hepes 10, KCl 10, EGTA 0.1, phosphocreatine 10, Mg-

ATP 4, Na-GTP 0.4, pH 7.3, 290–305 mOsm. Slices were placed in the recording chamber of an upright 

microscope (Olympus BX50WI) and continuously superfused with oxygenated ACSF containing in mM: 

NaCl 131, KCl 2.5, NaH2PO4 1.25, NaHCO3 26, D-glucose 20, L(+)-ascorbic acid 1.7, CaCl2 2 and MgCl2 

1.2. Cells were visualized with differential interference contrast optics and 10X and 40X immersion 

objectives, and their location within the thalamic ventroposterial medial nucleus or within the 

somatosensory reticular thalamus could be verified based on previous studies in the lab25,59. Infrared 

images were acquired with an iXon Camera X2481 (Andor). Prior to recording, pipette offset was zeroed, 

and the stability of the offset verified by monitoring pipette potential in the bath for 10 min. Drifts were < 

0.5 mV / 10 min. Signals were amplified using a Multiclamp 700B amplifier, digitized via a Digidata1322A 

and sampled at 10 kHz with Clampex10.2 (Molecular Devices). Immediately after gaining whole-cell 

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted March 9, 2021. ; https://doi.org/10.1101/2021.03.08.434399doi: bioRxiv preprint 

https://doi.org/10.1101/2021.03.08.434399
http://creativecommons.org/licenses/by/4.0/


28 
 

access, cellular membrane potential and access resistance were measured. Cells included had a resting 

membrane potential < -55 mV and access resistances < 15 MΩ. The cell types were identified based on 

their rebound bursting properties (Extended Data Fig. 5). Whole-field blue LED (Cairn Res) stimulation 

(455 or 470 nm, duration: 0.1 – 1 ms, maximal light intensity 0.16 and 0.75 mW/mm2 for the two LEDs, 

respectively). Per slice, only one cell was recorded and exposed to light stimulation. For characterization 

of LC fiber-evoked membrane depolarizations, cells were held between -65 to -70 mV and exposed to 1 

Hz, 3 Hz or 10 Hz stimulation (4 pulses each). Stimulation at different frequencies were applied in random  

order, with each frequency used maximally twice to avoid run-down of the evoked response. When light-

induced depolarizations did not return to the original membrane potential, they were not included in the 

analysis. For the study of LC-dependent effects on prolonged afterdepolarizations, thalamocortical cells 

were first injected with series of repetitive negative current injections (100 – 300 pA, 20 pulses, each 120 

ms) known to evoke rebound low-threshold Ca2+ bursts. Such protocols have been used previously to 

characterize the cell-intrinsic mechanisms accompanying sleep-spindle-related arrival of barrages of 

inhibitory synaptic potentials35. Following 1 – 2 such repetitive current injections (each followed by 3 – 5 

min of recovery time), the current injections were preceded by LC fiber stimulation (10 Hz, 4 pulses) by 5 

s, such that the maximum of the LC-evoked membrane depolarization coincided with the end of the 

negative current injections. For characterization of LC fiber-evoked membrane currents, cells were held in 

voltage-clamp at -70 mV. Baseline light-evoked currents were evoked maximally 1 – 2 times, followed by 

bath application of noradrenergic antagonists ((S)-(-)-atenolol (Abcam) for thalamocortical cells or 

prazosin hydrochloride (Abcam) for thalamic reticular cells) for 5 – 10 min before the next optogenetic 

stimulation. The in vitro data were manually analyzed using Clampfit v2.2 and as illustrated in Extended 

Data Fig. 5). 

 

Pharmacological manipulation of heart rate 

After the recovery period of the electrode implantation (> 7 d), mice were habituated to the recording 

conditions for one week. Mice were injected intraperitoneally with NaCl, (S)-(-)-atenolol (1 mg kg-1) 

(Abcam), a sympathetic antagonist or methylatropine bromide (10 mg kg-1) (Sigma-Aldrich), a 

parasympathetic antagonist, both known to poorly permeate the blood-brain barrier60,61. Injections were 
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done at 9 am and followed by polysomnographic recording for 100 min. Two recording sessions per drug 

took place in an intercalated manner. Experimenters were blind to the drug injected. 

 

Histology 

After all recording sessions were completed, animals were injected intraperitoneally with a lethal dose of 

pentobarbital. For animals implanted with electrodes for LFP recording, the position of the electrode was 

marked via electro-coagulation (50 µA, 8 – 10 s) of the region. Subsequently, ~45 mL of 

paraformaldehyde (PFA) 4% were perfused intracardially at a rate of ~2.5 mL min-1. Brains were post-

fixed for at least 24 h in PFA 4% cooled to 4 °C. Brains were then sliced in 100 µm-thick sections with a 

vibratome (Microtome Leica VT1000 S; speed: 0.25 – 0.5 mm s-1 and knife sectioning frequency: 65 Hz) 

or a freezing microtome (Microm). Brain sections were directly mounted on slides or kept in well plates 

filled with 0.1 M PB for later processing. Then, we confirmed the position of LFP electrodes and optic 

fibers and the fluorescent expression of the injected viruses or local pharmacology injections with a Nikon 

SMZ25 Stereomicroscope equipped with a Nikon DS-Ri2 16 Mpx color camera. When needed, higher 

magnification images were acquired using an Axiovision Imager Z1 (Zeiss) microscope equipped with an 

AxioCam MRc5 camera (objectives used EC-Plan Neofluar 2.5x/0.075 ∞/0.17, 5x/0.16 ∞/0.17, 10x/0.3 ∞/- 

or 20x/0.5 ∞/0.17). 

 

In vivo data analysis 

Scoring of vigilance states: We detected sleep and wake episodes following previous standard 

procedures in a manner blinded to the treatment25,32. For this purpose, we used a custom-made software 

developed in Matlab (MathWorks) that allows semiautomatic scoring of sleep stages. Shortly, we defined 

three distinct stages as follows: wakefulness, periods containing large muscle tonus or phasic activity in 

the EMG signal, together with low-voltage EEG exhibiting fast oscillatory components. NREMS was 

defined as periods containing low EMG activity together with high amplitude EEG activity showing slow 

oscillatory components such as slow oscillations (< 1.5 Hz), delta (1.5 – 4 Hz) or sleep spindles (10 – 15 

Hz). REM sleep episodes were defined as periods with low EMG activity with prominent Theta (5 – 10 Hz) 

activity in the EEG. Microarousals were defined as short (< 12 s) periods of wakefulness contained 
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between the epochs of the same sleep stage. For the intracranial pharmacology experiments, analysis 

was done for the first 2 h of recording and comparisons were made in a paired manner between the 

baseline and drug conditions. For all optogenetic experiments, scored data for the first 20 min of each 

hour (during which light stimulation was done) were compared with the same periods in sham conditions 

(ceteris paribus with the LED turned off). For the fiber photometry experiments, analysis included the 

complete 3 – 4 h of recordings. For the pharmacological manipulation of the HR, analysis took place for 

the first 100 min after the i.p. injections. 

Analysis of sigma and delta dynamics: Dynamics of sigma (10 – 15 Hz) and delta (1.5 – 4 Hz) activities 

were quantified from the S1 LFP signal using a wavelet transform with a Mother Gabor-Morlet wavelet with 

4 cycles of standard deviation for the Gaussian envelope (see Fig. 1a,c). The frequency dimensions were 

then collapsed to the two frequency bands of interest, the 10 – 15 Hz sigma band and the 1.5 – 4 Hz delta 

band. The mean signals were then resampled at 10 Hz and filtered using a 100th order filter with a 0.025 

Hz cutoff frequency for further analysis. For NREMS bouts of ≥ 96 s, a Fast Fourier transform was calculated 

(Fig. 1b) to measure the strength of the 0.02 Hz oscillatory patterns defined here as the area underneath 

the Fourier transform from 0.01 – 0.04 Hz, subtracting the mean activity between 0.08 to 0.12 Hz (as 

depicted in Fig. 1b).  

Sleep spindle detection, phase coupling analysis and feature extraction: Sleep spindles were detected 

from the S1 LFP signal for all the experiments. Spindle detection was done using a previously described 

algorithm25 that is illustrated in Extended Data Fig. 1. Briefly, we filtered (FIR filter of order 2000) the raw 

S1 LFP signal in the sigma band (9 – 16 Hz). Then, we squared the signal and applied a threshold of 1.5 

the standard deviation above the mean values in NREMS. We then detected all the peaks crossing this 

threshold and marked as a putative spindle all events containing at least 3 cycles. The starting and 

ending point of the events were extended to the closest cycle at 0 crossing before and after the threshold, 

respectively. Events separated by < 50 ms were merged as a single event. For display purposes, we 

positioned a black dot for each individual spindle event at the center of the spindle in time and a random 

jittered vertical position. 

After spindle detection, we extracted the following features: Amplitude, the maximum value of the 

absolute filtered signal within the event. Frequency, mean intra-peak frequency within the detected 
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spindle event. Number of cycles in the spindle. Duration, timespan between the beginning and end of the 

event. 

For the analysis of the phase coupling of the spindle events to the sigma activity we first centered the sigma 

activity at zero by subtracting the mean of the sigma activity in NREMS. Then we constructed a distribution 

using the phase of the sigma dynamics (calculated as described in Analysis of sigma and delta dynamics) 

at the center of each spindle event (half point between the beginning and the end of the spindle). By using 

the CircStat toolbox for Matlab (MathWorks)62, we then confirmed the non-uniformity of the distribution by 

using the Rayleigh test. 

Detection of infraslow cycles: We detected individual cycles of sigma within NREMS using a custom-made 

Matlab routine. We used the sigma dynamics as described in “Analysis of sigma and delta dynamics” and 

eliminated the regions containing artifacts. Then, we identified the peaks and troughs in the signal with a 

minimum distance of 25 and 20 s, respectively. Finally, we arranged the positions of successive troughs 

and kept the starting and ending point for each individual cycle. Next, the marked locations were used to 

normalize the time in 1000 points for each individual cycle and to interpolate the sigma activity to generate 

a mean dynamics normalized in time. The same positions were used to normalize the dynamics of NE-

related fluorescent signals from the fiber photometry measurements. Only those cycles that within NREMS 

periods were included in the mean. 

Pupil diameter measurements. To standardize the correct location of the optic fibers in the LC cell bodies 

stimulation or inhibition, we performed pupil diameter measurements in a subset of animals. In short, we 

set a Basler GigE infrared camera (Basler acA800-510 um, SVGA, 1/3.6’’, 510 fps, USB3 Vision) close to 

one eye of the animal and used a custom-made infrared LED-based lantern directed to the recorded eye 

to increase the contrast between the pupil and the surrounded area. We built a custom-made software in 

Matlab (MathWorks) for online or offline pupil detection (using the videos recorded from online trials). First, 

the user manually selects both the area of interest for the analysis and the initial location of the pupil. Then, 

for each frame (recorded at 10 fps), a binary image was created using an Otsu's method adaptive threshold 

with the function imbinarize from Matlab (MathWorks). The threshold was set manually to adapt to the 

conditions of the image and the angles of the infrared light source and the camera. The size of the binary 
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object closest to the marked pupil was then measured. The dynamics of the pupil diameter was then tracked 

and z-scored for comparison (See Extended Data Fig. 4). 

Fiber Photometry: Changes in bioluminescence were recorded via a photodetector connected to an analog 

channel in the Intan RHD2000 USB Interface board (Intan Technologies) as described before. The recorded 

signal fluctuated between 0 – 3.3 V with peaks at 400 Hz as the sinusoidal waveform created to modulate 

the excitation of the biosensors. The fluorescent dynamics signal was then created using an RMS envelope 

of 1 s. The changes in biofluorescence ΔF * F-1 were computed by dividing the enveloped signal by its fitted 

exponential decrease calculated from the dynamics at NREMS.  

Cross correlation analysis: To study the similarity of the dynamics between the sigma activity and the NE 

changes or changes in HR, we performed cross correlation analysis between these two pairs of signals in 

Matlab (MathWorks). For each long bout (≥ 96 s) of NREMS within the time of analysis (see Scoring of 

vigilance states), we z-scored each signal individually and normalized it to the length of the bout. Then, the 

cross-correlation was calculated using the function xcorr of Matlab and normalized to the length of the 

bout. Mean cross correlation values were computed for each animal and across animals. Mean correlation 

coefficient (r) was computed between -5 to 5 s lags. 

Heart rate analysis: Changes in HR were computed as previously described4. Shortly, EMG signal was 

filtered using a Chebyshev type 2 high-pass filter. We then differentiated (using the function diff from 

Matlab) and squared the signal to highlight the R peaks. The resulting signal was z-scored to normalize 

across animals and recording sessions. Then, the R peaks were identified using the Matlab function 

findpeaks with a heuristically found threshold of 0.3 and an interpeak distance of at least 0.08 ms. Peaks 

with a z-score higher than 10 were considered as artifacts and eliminated. Finally, the HR signal was 

constructed by measuring the inter-peak time distance and divided by 60 (1 min). An interpolation of the 

values was performed using the function interp1 of Matlab and resample at 10 Hz. 

 

Statistics 

For the statistical tests, we used R statistical language version 3.6.1. and Matlab (MathWorks). First, we 

tested for normality of the datasets using the Shapiro-Wilk normality test. For comparisons of two parametric 

datasets, we used a paired Student’s t test and the equivalent Wilcoxon signed rank test for non-parametric 
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datasets. For comparisons on multiple (> 2) groups of data (as in the case of the amplitude, onset latency 

and recovery time in the in-vitro experiments), a one-way ANOVA or a Kruskal-Wallis test was used for 

parametric and non-parametric datasets, respectively. In case of no significance, no further post-hoc 

analysis was performed. In all figures, grey lines denote paired datasets from two conditions (e.g. baseline, 

opto). Mean values are given by large horizontal lines, error bars indicate standard errors of the mean. Non-

parametric P values are marked with t. 

Data availability. All data included in this publication will be stored on one of the servers of the University 

of Lausanne and will be made available once the study is published. 

Code availability. Customized MATLAB scripts for data acquisition and analysis are available from the 

corresponding author upon reasonable request. 
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Figures and figure Legends 
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Fig. 1 ǀ The role of noradrenergic signaling for sleep spindle clustering during mouse NREMS. a, 

Hypnogram of a C57BL7/6J mouse from ZT1-ZT9, showing wake (W), NREMS (NR) and REM sleep (R), 

with corresponding time-frequency distribution of S1 LFP signal below. Power in NREMS only is indicated 

in color code, with warm colors indicating higher power. Summed sigma (10 – 15 Hz) and delta (1.5 – 4 

Hz) power dynamics were derived from the time-frequency distributions. Dashed lines, NREMS bout 

selected for c. b, Fourier transform over sigma (left) and delta (right) power dynamics for n = 33 mice. 

Diagonal lines, area underneath the Fourier transform used to quantify the strength of the 0.02 Hz-

fluctuation in this and subsequent figures 2, 3, 4. Vertical dashed line, 0.02 Hz. Horizontal dashed line, 

Mean values from 0.08-0.12 Hz. c, Single NREMS bout indicated in a. dots, automatically detected 

spindle events were vertically jittered to visualize single spindles. d, Example S1 LFP raw trace taken 

from c to show detailed position of spindles (see Extended Data Fig. 1). Note how sleep spindles (in blue 

squares) cluster when sigma power rises (top). ‘Phase coupling’: sleep spindle occurrence along the 0.02 

Hz-fluctuation phases shown in a circular plot; arrow, mean Rayleigh vector across animals. ‘Rayleigh 

test’: quantification of the non-uniform distribution via R values (P < 1.0*10-16). e, Experimental scheme of 

intracranial local pharmacology in combination with EEG/EMG and S1 LFP electrodes. Prazosin 

hydrochloride (Praz, 0.1 mM) and (S)-(-)-Atenolol (Aten, 5 mM) or artificial cerebrospinal fluid (ACSF) 

were co-injected with the red dye Alexa594. Red labeling was verified post-hoc in sections from perfused 

brains. VPM, ventroposterial medial thalamus, TRN, thalamic reticular nucleus. Traces indicate 

hypnogram, sleep spindles and sigma power for two mice injected either with Aten + Praz or ACSF. 

Dashed horizontal line, mean sigma power in Baseline. f, Quantification of the strength of the 0.02 Hz-

oscillation (as explained in b) and of sleep spindle densities, V, t and P values derived from (t) Wilcoxon 

signed rank or paired t-tests. 
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Fig. 2 ǀ Optogenetic interrogation with the locus coeruleus during NREMS. a, Viral injection strategy 

for DBH-Cre mice. For details of the viral plasmids, see Methods. b, Experimental scheme for electrode 

implantation. c, Schematic indicating closed-loop stimulation (blue) or inhibition (orange) of LC during 

NREMS. LC optogenetic interrogation took place in the first 20 min of each hour during 8 h of the light 

phase (ZT1-9), with light or sham stimulation alternating over successive recording days. d, Fluorescent 

microscopy images confirming viral expression in two mice included in the dataset. e, Optogenetic LC 

stimulation, indicated by blue shading of representative data showing hypnogram, sleep spindles and 

sigma power derived from S1 LFP recordings. f, Quantification of effects on 0.02 Hz-fluctuation strength 
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and on spindle density. P values derived from paired t-tests. g, h, Same for optogenetic inhibition. P 

values derived from (t) Wilcoxon signed rank test. i, Quantification of times spent in NR, R or W during LC 

stimulation or sham periods. j, Quantification of times spent in NR, R or W during LC inhibition or sham 

periods. V, t and P values derived from (t) Wilcoxon signed rank or paired t-tests. 
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Fig. 3 ǀ Optogenetic interrogation with locus coeruleus afferents in thalamus or cortex during 

NREMS. a, Experimental scheme indicating optic fiber positioning over thalamus. For simplicity, 

EEG/EMG electrode and S1 LFP electrode are not shown. Representative traces on the right, similar 

arrangement as in Fig. 2e. b, Quantification of effects on 0.02 Hz-fluctuation strength and on spindle 

density. c, d, Same layout for experiments in which the optogenetic fiber was positioned over cortex. All P 

values in the figure derived from paired t-tests. 
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Fig. 4 ǀ Optogenetic interrogation during continuity or fragility substates of NREMS. a, LC 

stimulation during continuity period. Blue waveform, schematic fluctuation to indicate the machine-

learning-controlled timing of the light stimuli. Representative traces on the right as in Fig. 2e. b, 

Quantification of effects on 0.02 Hz-fluctuation strength and on spindle density. t and P values derived 

from paired t-tests. c, d, LC inhibition during fragility period. Figure panels analogous as in a, b. V, t and P 
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values values derived from (t) Wilcoxon signed rank test. e, LC stimulation during fragility periods. Figure 

panels analogous as in a, c. f, Expanded presentation of sigma and sleep spindle traces, taken from 

moments marked by * in e. Double-headed arrows denote interpeak intervals of the sigma power 

fluctuation. The regularization of the interpeak intervals in stimulation conditions is quantified through the 

variance (shown on the right). Note also the tighter temporal alignment between sleep spindles and sigma 

power. t and P values derived from paired t-tests. g, h, LC inhibition during continuity period. Figure 

panels analogous as in e, f. t and P values derived from paired t-tests. 
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Fig. 5 ǀ Free noradrenaline levels in thalamus anticorrelate with sleep spindles. a, Representative 

recording showing (from top to bottom) hypnogram, relative fluorescence derived from the NE biosensor 

GRABNE1ih, and sigma power dynamics. Expanded portion shown below. *, bout selected for analysis in b. 

b, Left, Cross-correlation between sigma power and the NE biosensor signal for a single NREMS bout. 

Right, Mean crosscorrelation across all bouts. c, Left, Overlay of sigma power dynamics across all 

infraslow cycles detected from trough to trough, with corresponding NE fiber photometry signal for one 

mouse. Right, Mean traces across n = 6 animals. 
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Fig. 6 ǀ LC fiber stimulation evokes slow noradrenergic potentials in thalamic neurons. a, 

Representative recording from a whole-cell-patched thalamocortical cell exposed to three successive light 
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stimuli at 10, 3 and 1 Hz (4 pulses, each lasting 100 µs). Dashed line, - 68 mV. b, Quantification of 

evoked response amplitudes, onset latencies  and recovery times as explained in Extended Data Fig. 5. F 

and P values from One-way ANOVA followed by post-hoc t-tests, which yielded: 1 Hz vs 3 Hz: t = 1.6, P = 

0.13; 1 Hz vs 10 Hz: t = 2.7, P = 0.024; 3 Hz vs 10 Hz: t = 1.1, P = 0.29) c, Current response in a voltage-

clamped thalamocortical neuron held at -70 mV to 10 Hz-light pulses before (left) and after (right) bath 

application of the β-adrenergic antagonist atenolol. Dashed line, -200 pA. d, Left, Quantification of light-

induced currents in baseline (BL) and Atenolol (Aten). Right, Aten-induced positive holding current shift. 

e,f, Same as c,d, for bath-application of Cs+ to block the cAMP-sensitive h-channels. Dashed line, -80 pA. 

g, Example recording from a thalamocortical neuron injected with repetitive negative current pulses (-250 

pA, 20 pulses, 120 ms each) to evoke low-threshold Ca2+ bursts. Insets show, each, two of these evoked 

bursts. Burst were followed by an afterdepolarization that was prolonged when light pulses (10 Hz, 4 

pulses, blue bar) preceded current injections. Dashed lines, aligned to baseline membrane potential and 

peak of the afterdepolarization. h, Quantification of afterdepolarizations in baseline (BL, without light 

exposure) and with light exposure (Opto). i, j, As a,b, for a representative recording from a thalamic 

reticular neuron. Dashed line, -72 mV. F and χ2 derived from ANOVA and Kruskal-Wallis test, 

respectively. k, Current response in a voltage-clamped thalamic reticular neuron held at -70 mV to 10 Hz 

light pulses before (left) and after (right) bath application of the α1-adrenergic antagonist prazosin. 

Dashed line, 10 pA. l, Quantification of current response amplitude in baseline (BL) and during prazosin 

(Praz). m, Number of TRN cells responding to LC optogenetic fiber stimulation. t and P values in d,f,h,l 

derived from paired t-tests. 
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Fig. 7 ǀ The LC as a source of HR variability during NREMS. a, Extraction of HR from EMG traces. 

Top, raw high-pass-filtered (25 Hz) EMG, used for peak detection (middle) and HR (bottom) calculation. 
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b, Representative NREMS traces showing sigma power dynamics and corresponding HR after an i.p. 

injection of NaCl. c, Example traces illustrating the effects of the parasympathetic antagonist 

methylatropine (m-Atrop, 10 mg kg-1) on HR and sigma power dynamics. Dashed line, 500 bpm. d, Left, 

Quantification of mean HR following NaCl or m-Atrop injections; Middle, Corresponding Crosscorrelations, 

Right, Values of the crosscorrelation between -5 to +5 s. e, f, As c,d for injection of a sympathetic 

peripheral antagonist (Atenolol, 1 mg kg-1). g, Example traces illustrating the effects of LC stimulation 

(stim) in NREMS on HR and sigma power dynamics. h, Corresponding crosscorrelations quantified as in 

d, f. i, As g, for LC stimulation restricted to machine-learning-detected fragility periods. j, Corresponding 

crosscorrelation and its Fourier transform highlight the appearance of an infraslow peak. All t and P 

values in this figure were obtained from t-tests. 
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Extended Data Fig. 1 ǀ Method of detection of individual spindles. Raw data from S1 LFP recordings 

(top), filtered signals (middle) and squared signals (bottom) were used to extract individual spindles 

according to the criteria given next to the traces. The method was identical to the one published recently6. 
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Extended Data Fig. 2 ǀ Time course of pharmacological antagonism of noradrenergic signaling in 

thalamus on sigma power and sleep spindles. a, Animal in baseline conditions, showing, from top to 

bottom, hypnogram, individual sleep spindles, and sigma power dynamics, with expanded portions shown 

below. b, Same Animal, injected with Praz + Aten. Note slow recovery of the pharmacological 

suppression of sigma power fluctuations and sleep spindle clustering. Every animal was injected once 

with either antagonists or ACSF. 
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Extended Data Fig. 3 ǀ Quantification of properties of individual sleep spindles in animals used for 

the pharmacology experiments. Top; Data from the 6 animals injected with antagonists, Bottom; Data 

from the 6 animals injected with ACSF. From left to right: Peak amplitude, Intra-spindle frequency, 

Number of spindle cycles, and total spindle duration, analyzed as illustrated in Extended Data Fig. 1 and 

according to ref. 6. V, t and P in this figure were obtained from (t) Wilcoxon signed rank or paired t-tests. 
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Extended Data Fig. 4 ǀ LC stimulation-induced pupil diameter changes. a, Representative image 

taken from the mouse eye during surgical implantation of optic fiber, showing area selection (dashed 

square) and corresponding image segmentation with pixels selected for measurement (red square). b, 

Quantification of time course of pupil diameter changes in z-score, with representative segmented images 

in insets. Blue bar denotes light application. These recordings were made in a subgroup of 5 animals to 

optimize the position of the optic fiber. 
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Extended Data Fig. 5 ǀ Details for the in vitro patch-clamp recordings and analysis. a, Schematic 

showing the experimental design. VPM, ventroposterior medial nucleus, VPL, ventroposterior lateral 

nucleus, TRN, thalamic reticular nucleus. Recordings were performed in either VPM or TRN while light 

was shone to activate afferent LC fibers. b, Rebound bursting characteristic for a thalamocortical cell 

recorded in VPM and evoked through brief negative current injection. c, Repetitive rebound bursting 

characteristic for a TRN cell recorded in the somatosensory sector and evoked through brief negative 

current injection. d, Enlarged light-evoked response of a thalamocortical neuron, with indications on how 

quantification of onset latency, amplitude and recovery time were done. e, As d, for a light-evoked 

response in TRN. Dashed lines denote membrane potential value indicated on the left. 
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