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Résumé

L’ARN polymérase 3 transcrit un petit groupe de génes fortement exprimés et impliqués
dans plusieurs mécanismes moléculaires. Les ARNs de transfert ou ARNt représentent
plus ou moins la moitié du transcriptome de I’ARN polymérase 3. Ils sont directement
impliqués dans la traduction des protéines en agissant comme transporteurs d’acides
aminés qui sont incorporés a la chaine naissante de polypeptides. Chez des levures
cultivées dans un milieu jusqu'a épuisement des nutriments, Mafl réprime Ila
transcription par 'ARN polymérase 3, favorisant ainsi I'’économie énergétique cellulaire.
Dans un modele de cellules de mammiferes, MAF1 réprime aussi la transcription de I’ARN
polymérase 3 dans des conditions de stress, cependant il n’existe aucune donnée quant a
son role chez un mammifere vivant. Pendant mon doctorat, j’ai utilisé une souris délétée
pour le gene Mafl afin de connaitre les effets de ce gene chez un mammifére.
Etonnamment, la souris Mafl-~/- est résistante a I’obésité méme si celle-ci est nourrie avec
une nourriture riche en matiéres grasses. Des études moléculaires et de métabolomiques
ont montré qu’il existe des cycles futiles de production et dégradation des lipides et des
ARNt, ce qui entraine une augmentation de la dépense énergique et favorise la résistance
a l'obésité. En plus de la caractérisation de la souris Mafl”/-, pendant ma these j'ai
également développé une méthode afin de normaliser les données de ChIP-sequencing.
Cette méthode est fondée sur 'utilisation d’'un controle interne, représenté ici par I'ajout
d'une quantité fixe de chromatine provenant d’'un organisme différent de celui étudié. La
méthode a amélioré considérablement la reproductibilité des valeurs entre réplicas
biologiques. Elle a aussi révélé des différences entre échantillons issus de conditions
différentes. Une occupation supérieure de I’ARN polymérase 3 sur les génes Pol 3 chez les
souris Mafl KO entraine une augmentation du niveau de précurseurs d’ARNt, ayant pour
effet probable la saturation de la machinerie de maturation des ARNt. En effet, chez les
souris Maf1 KO, le pourcentage d’ARNt modifiés est plus faible que chez les souris type
sauvage. Ce déséquilibre entre le niveau de précurseurs et d’ARNt matures entraine une
diminution de la traduction protéique. Ces résultats ont permis d’'identifier de nouvelles
fonctions pour la protéine MAF1, comme étant une protéine régulatrice a la fois de la
transcription mais aussi de la traduction et en étant un cible potentielle au traitement a

I'obésité.



Abstract

RNA polymerase III (Pol 3) transcribes a small set of highly expressed genes involved
in different molecular mechanisms. tRNAs account for almost half of the Pol 3
transcriptome and are involved in translation, bringing a new amino into the nascent
polypeptide chain. In yeast, under nutrient deprivation, Mafl acts for cell energetic
economy by repressing Pol 3 transcription. In mammalian cells, MAF1 also represses
Pol 3 activity under conditions of serum deprivation or DNA damages but nothing is
known about its role in a mammalian organism. During my thesis studies, I used a
Maf1l KO mouse model to characterize the effects of Mafl deletion in a living animal.
Surprisingly, the MAF1 KO mouse developed an unexpected phenotype, being
resistant to high fat diet-induced obesity and displaying an extended lifespan.
Molecular and metabolomics characterizations revealed futile cycles of lipids and
tRNAs, which are produced and immediately degraded, which increases energy
consumption in the Mafl KO mouse and probably explains in part the protection to
obesity. Additionally to the mouse characterization, I also developed a method to
normalize ChIP-seq data, based on the addition of a foreign chromatin to be used as
an internal control. The method improved reproducibility between replicates and
revealed differences of Pol 3 occupancy between WT and Mafl KO samples that were
not seen without normalization to the internal control. I then established that
increased Pol 3 occupancy in the Mafl KO mouse liver was associated with increased
levels of tRNA precursor but not of mature tRNAs, the effective molecules involved in
translation. The overproduction of precursor tRNAs associated with the deletion of
Maf1l apparently overwhelms the tRNA processing machinery as the Mafl KO mice
have lower levels of fully modified tRNAs. This maturation defect directly impacts on
translation efficiency as polysomic fractions and newly synthetized protein levels
were reduced in the liver of the Mafl KO mouse. Altogether, these results indicate
new functions for MAF1, a regulator of both transcription and translation as well as a

potential target for obesity treatment.
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Chapter I - Introduction

Nuclear transcription in eukaryotes is performed by three different multisubunit RNA
polymerases (Pol), each one transcribing a different set of genes. The three RNA
polymerases contain five common subunits, and Pol 1 and Pol 3 share 2 common
subunits. In addition, each polymerase contains specific subunits, although these can
be related in sequence: for example, the two largest catalytic subunits are highly
related among Pol 1, 2, and 3 and E. coli RNA polymerase. Pol 1, a 14 subunit enzyme,
transcribes the ribosomal RNA (or rRNA) genes, which code for RNA components of
the ribosome and thus are involved in translation, and Pol 2, a 12 subunit enzyme,
transcribes the protein coding genes, the micro RNA genes and some small nuclear
RNA genes. Pol 3 is the largest of the RNA polymerases with 17 subunits (see Figure
1A) and its structure has been resolved recently (see figure 1B). Pol 3 transcribes a
small set of highly active genes, usually shorter than 400 base pairs (bp) and coding
for RNA molecules involved in diverse biological functions such as protein
translation, ribosomal biogenesis, RNA maturation, and chromatin regulation (Dieci
et al,, 2007) (Table 1). During my thesis I used a KO mouse model lacking the Maf1
gene, encoding an important repressor of Pol 3 transcription, to characterize the
effects of lack of Mafl on mouse metabolism, Pol 3 transcription, and protein

translation levels.

RNA polymerase III genes

The most abundant Pol 3 genes are the tRNA genes, which constitute 64% (433 out
672) of the Pol 3-occupied loci (Canella et al.,, 2012) and account for 15% of the total
RNA in HeLa cells (Lodish et al, 2008). tRNAs were discovered in the mid 50s
(Hoagland et al.,, 1957), after which their main function, to bring the correct new
amino acid specific for each mRNA codon into the nascent polypeptidic chain, was
rapidly identified. This main function is, however, probably not the only function of
tRNAs. Recently they have been implicated in the regulation of translation during a

stress response. In response to a stress condition such as heat shock or UV radiation,



tRNAs are digested by a nuclease (angiogenin in mammals and Rnylp in yeast) to
produce tRNA-derived stress-induced fragments (tiRNAs), which accumulate and
repress translation as shown both in U20S osteosarcoma cells (Ivanov et al., 2011;
Yamasaki et al,, 2009) and in yeast (Thompson and Parker, 2009). Angiogenin also
cleaves tRNAs in half when bases of the anticodon loop are lacking methylation
modifications, leading to translation reduction and severe neuro-developmental
defects in mouse (Blanco et al., 2014). The second most abundant Pol 3 genes are the
5S rRNAs, which are associated with the ribosomal protein L5 (Perederina et al,,
2002) as part of the large subunit of the ribosome. The 5S RNAs are key for ribosome
stability and translation efficiency, as a deletion of some of the 5S rRNA genes leads to
a severe decrease in translation in yeast (Ammons et al, 1999). The BC1 gene,
transcribed only in brain, also controls protein translation initiation by interaction of
its RNA with the eukaryotic initiation factor 4A (elF4A) and the poly(a) binding
protein (PABP) which inhibits the formation of the 48S pre-initiation complex (Wang
etal.,, 2002, 2005).

In addition to RNA molecules involved in translation, Pol 3 also synthesizes RNAs
involved in other processes. U6 snRNA, first discovered in Xenopus and part of the
spliceosome (Krol et al., 1987), is involved in pre-mRNA splicing; 7SK RNA represses
transcription elongation by Pol II (Barboric et al., 2005); and 7SL RNA is a constituent
of the signal recognition particle (Gundelfinger et al., 1983), which is involved in
translocation of nascent polypeptides through the reticulum endoplasmic membrane.
RNase P RNA (Nash and Robertson, 1981) and RNase MRP RNA (Chu et al., 1994) are
also synthesized by Pol 3 and are implicated, respectively, in pre-tRNA and pre-rRNA
processing. Other Pol 3 products have less clearly defined functions: Y RNAs
interacting with Ro60 and La proteins form the Ro ribonucleoprotein complex, which
has been reported to be required for DNA replication (Christov et al., 2006) as well to
resistance to radiation (Chen et al,, 2000) although its mechanism of action is still
unclear. Vault RNAs are part of vault particles, involved in drug resistance (Izquierdo
et al, 1996). Finally, the genome contains a large number of short interspersed
nuclear elements (SINEs), which derived during evolution from Pol 3 transcription
units by retrotransposition. These elements have been classified into several families,

for example the B1 elements derived from the 7SL RNA gene and the B2 elements



derived from the tRNA genes. Most of them are transcriptionally silent, nevertheless
some are still active and produce RNA molecules whose functions are presently
unknown (Barski et al.,, 2010; Canella et al., 2010, 2012; Kutter et al., 2011; Moqtaderi
etal,, 2010; Oler et al,, 2010)

Class of Pol 3 genes Types of promoter Main biological function
5S rRNA 1 Translation
tRNA 2 Translation
SINE RNA 2 ?
7SK RNA 3 Pol 2 elongation
7SL RNA 2 Signal recognition particle
RNase P 3 tRNA maturation
RNase MRP 3 rRNA maturation
Y RNA 3 DNA replication
BC1 3 Translation
Vault RNA 3 Drug resistance
U6 snRNA 3 Splicing
tRNASeC 3 Translation
U6 ATAC snRNA 3 Splicing

Table 1. Different classes of Pol 3 genes with their type of promoters and biological

functions.

RNA polymerase III transcription

Pol 3 genes can be classified into three categories according to their promoter
structure (see Figure 1C) (Schramm and Hernandez, 2002). Briefly, type 1 promoters
are intragenic and are composed of three elements, an A box, an intermediate
element, and a C box, which together form the internal control region. Type 2
promoters are also intragenic and composed of an A and a B box. Type 3 promoters
are extragenic and are constituted of a distal sequence element (DSE), a proximal
sequence element (PSE) and a TATA box. The type of promoter determines which

transcription factors are recruited together with the RNA polymerase to start
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transcription. Figure 1.1 illustrates these various promoters and corresponding
transcription factors. The first transcription factor recruited at the type 1 promoters
of 5S rRNA genes is TFIIIA, which binds to the internal control region (Lassar et al,,
1983). Then TFIIIC is recruited, followed by TFIIIB (Setzer and Brown, 1985), which
is composed of 3 proteins: BDP1, TBP, and BRF1. Once this complex is formed, RNA
polymerase III is recruited and starts transcription. Type 2 promoters of tRNA and
other genes recruit RNA polymerase III by a similar mechanism except that they do
not need TFIIIA. Instead, TFIIIC is directly recruited to the A and B boxes followed by
TFIIIB and RNA polymerase IIl. Transcription from type 3 promoters such as the U6
and 7SK promoters is more complex. SNAP. binds to the PSE whereas STAF and OCT1
proteins bind to the DSE (Kleinert et al., 1990) and so stabilize binding of SNAP. to
the PSE. A specialized form of TFIIIB, in which BRF2 replaces BRF1, is recruited
through binding of its TBP component to the TATA box and through protein-protein

contacts with SNAP.. This complex then recruits RNA polymerase IIIL.

Regulation of RNA polymerase Il transcription

Global gene expression in the cell is regulated according to the different stimuli or
stresses the cell is facing to produce the appropriate proteins that are key elements
for cellular health. Pol 3 products involved in translation can conceivably control cell
growth and proliferation by controlling the level of proteins. An upregulation of Pol 3
transcription is important in cancer development (White, 2004) indicating that a tight

regulation of Pol 3 transcription is crucial to maintain cell fitness.
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Figure 1.1: RNA polymerase III gene promoters. A. List of the Pol 3 subunits. In
orange are the subunits shared by Pol 1, 2 and 3, in yellow the subunits shared by Pol
1 and Pol 3 and in green the subunits specific to Pol 3. B. RNA polymerase 3 structure
adapted from (Vannini et al. 2012) C. Type 1 promoters are present in 5S rRNA
genes. Types 2 promoters characterize mainly tRNA genes. Types 3 promoters are
present in U6, 7SK, RNAse P and others genes.



Activation of Pol 3 transcription

Pol 3 transcription is tightly regulated by the levels of transcription factors present in
the cell. For example, cell infection by the adenovirus E1A increases Pol 3
transcription (Hoeffler and Roeder, 1985) by increasing the level of TFIIIC proteins
(Hoeffler et al., 1988). More recently, similar results were obtained with infection by
Epstein-Barr viruses inducing transcription of the viral Pol 3 EBER gene via
overexpression of the TFIIIC components (Felton-Edkins et al., 2006). Component
levels of the other members of the TFIIIB complex are also critical for Pol 3
transcription. BDP1 expression was induced after infection by Epstein-Barr virus
(Felton-Edkins et al., 2006), and TBP levels were up-regulated following infection by
hepatitis B virus (Wang et al., 1995), which like Epstein-Barr viral infection leads to
increased Pol 3 transcription. The expression of the third component of the TFIIIB
complex, BRF1, was found to be induced in breast cancer lines after ethanol

treatment, via overexpression of ERa (Zhang et al., 2013).

The activity of Pol 3 transcription factors is not only controlled by variations of their
cellular levels, but also by association with other factors and by post-translational
modifications. The oncogene c-Myc, recently shown to be an activator of the majority
of the Pol 2 genes (Lin et al,, 2012; Lovén et al.,, 2012), enhances Pol 3 transcription by
binding to BRF1 (Felton-Edkins et al., 2003a; White, 2003). The phosphorylation
status of Pol 3 transcription factors plays a critical role, and in particular the activity
of BRF1 is controlled by several kinases. For example Polo-like kinase 1 (PLK1) has
dual effects on Pol 3 transcription: it can associate with and phosphorylate BRF1 on
serine 450, thus promoting Pol 3 transcription during late G1, S, and G2 phase, but
during mitosis it phosphorylates BRF1 on threonine 270, which decreases Pol 3
transcription during cell division (Fairley et al., 2012). The MAPK (mitogen-activated
protein kinase) ERK (extra cellular signal regulated kinase) can phosphorylate BRF1
hence mediating increased Pol 3 activity and thus increased levels of tRNAs (Felton-
Edkins et al, 2003b). Casein kinase 2 (CK2) is an important mediator of Pol 3
transcription. The use of CK2 inhibitors decreases Pol 3 transcription and CK2 was
shown to directly phosphorylate BRF1, thereby facilitating the recruitment of TFIIIB
to TFIIIC (Johnston et al., 2002). In addition to BRF1, the other subunit of TFIIIB are
also controlled by phosphorylation: BDP1 is phosphorylated by CK2 as well as by PKA

6



and Sch9 in yeast under normal growth condition to promote Pol 3 transcription (Lee
et al,, 2015); and TBP is directly phosphorylated by CK2, which reduces its binding
affinity to DNA (Ghavidel and Schultz, 1997; Maldonado and Allende, 1999). Pol 3
transcription is also upregulated by phosphorylation of the transcription factor TFIIIC

(Hoeffler et al., 1988).

Inhibition of Pol 3 transcription

Pol 3 transcription can be repressed by tumour suppressors that reduce Pol 3 binding
to its transcription factors and so inhibit the formation of pre-initiation complexes.
For example, the retinoblastoma tumour suppressor protein (pRB) was shown to
repress Pol 3 transcription through its interaction with TFIIIB (Chu et al, 1997;
Gjidoda. and Henry., 2012; White et al., 1996). Once bound to TFIIIB, pRB prevents
association with TFIIIC and Pol 3, hence blocking transcription at all types of Pol 3
promoters. Furthermore, RB-knockout mice show clear increase in levels of tRNAs
and 5S rRNAs (White et al., 1996). Like RB, the p107 and p130 pocket proteins play a
role in Pol 3 regulation. Overexpression of either protein results in down-regulation
of Pol 3 activity as both proteins directly bind and inhibit BRF1. P53 represses Pol 3
transcription by a somewhat similar mechanism. It targets TBP and so prevents the
recruitment of TFIIIB at Pol 3 promoters by blocking its interaction with TFIIIC
(Cairns and White, 1998; Chesnokov et al.,, 1996; Crighton et al., 2003). Consistent
with this, P53 KO fibroblasts have elevated levels of tRNAs and 5S rRNAs (Cairns and
White, 1998). Finally, MAF1 is a major repressor of Pol 3 transcription. It was first
discovered in yeast (Boguta et al, 1997) and can inhibit Pol 3 transcription by
binding directly to the Pol 3 subunit C160 and to BRF1. Crystallography studies
suggest that binding of MAF1 to Pol 3 causes a rearrangement of Pol 3 subunits C31,
C34 and C82, which prevent the recruitment of Pol 3 to the promoter-bound TFIIIB
(Vannini et al.,, 2010). How MAF1 activity is regulated and how it can impact on cell

physiology is discussed in the next sections.



MAF1, a major repressor of Pol 3 transcription

MAF1 protein is very conserved through evolution and its activity is regulated via its
phosphorylation status. In yeast, it is known that under normal growth conditions
Maf1 is phosphorylated by several kinases and stays in the cytoplasm (Lee et al,
2009; Michels et al., 2010; Moir et al., 2006). Under stress conditions, such as nutrient
deprivation or DNA damage, Maf1 gets dephosphorylated, goes into the nucleus, and
represses transcription by Pol 3 (Oficjalska-Pham et al.,, 2006; Reina et al., 2006).
Yeast cells lacking Mafl do not repress Pol 3 transcription upon several cellular
stresses (Upadhya et al., 2002) suggesting that Maf1 is absolutely necessary for Pol 3
repression, at least under the conditions tested. This mechanism is well characterized

in the yeast system but less is known about the mechanism involved in mammals.

MAF1 regulation via its phosphorylation status

Levels of Pol 3 products are diminished after nutrient deprivation via activation of
MAF1. The TOR pathway is one the major nutrient regulatory pathways that control
growth and metabolism both in yeast (Heitman et al., 1991) and mammals (Sabatini
et al.,, 1994). Its central kinase TORC1 is very specifically inhibited by rapamycin (TOR
stands for Target Of Rapamycin) and treatment decreases Pol 3 activity (Michels et
al, 2010; Zaragoza et al, 1998), suggesting a direct effect of TORC1 on Pol 3
transcription. One of the TOR targets is S6 kinase (S6K) in mammals or its homologs
Sch9 in yeast, which gets activated after phosphorylation and promotes translation
initiation by phosphorylating the ribosomal protein Sé.

In yeast, Mafl was shown to be phosphorylated and inactivated by Sch9, which
provokes its retention in the cytoplasm (Cai and Wei, 2015; Lee et al., 2009). Other
researchers have reported direct phosphorylation of yeast Maf1 by TORC1 (Wei et al,,
2009). Conversely, the phosphatase PP2A has been reported to activate Mafl and Pol
3 repression under unfavourable growth conditions (Oficjalska-Pham et al., 2006) but
more recent results suggest that Maf1 is in fact dephosphorylated by PP4 (Oler and
Cairns, 2012). Glucose levels also regulate Maf1 activity, via the PKA kinase: glucose
induces activation of the Ras pathway, which activates PKA leading to direct
phosphorylation and inactivation of Maf1 (Moir et al., 2006). CK2 was also identified
as a direct kinase of Mafl. CK2 interacts with, and directly phosphorylates, Mafl on

Pol 3 genes to stop Mafl repression under favourable growth condition (Graczyk et
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al,, 2011). Much less is known about MAF1 regulation in mammalian cells. MAF1 was
shown to be phosphorylated when cells are cultured in presence of serum
(Goodfellow et al., 2008) and became dephosphorylated after rapamycin or MMS
treatment (Reina et al,, 2006). MAF1 was identified as a direct target of TORC1, which
phosphorylates it on three residues (S60, S68 and S75) (Michels et al,, 2010), and its
phosphorylation state was shown to be unaffected in cells KO for both S6K1 and
S6K2, suggesting that these kinases are not essential for MAF1 phosphorylation in
mammalian cells. Another study which used specific inhibitors of the mTOR kinase in
human tumorigenic lines showed that upon treatment with inhibitors, MAF1 was
dephosphorylated, retained in the nucleus, and levels of pre-tRNAs were
diminished(Shor et al,, 2010). Recently PI3K was found to regulate levels of MAF1 in a
PTEN dependant manner (Palian et al., 2014), and sumoylation of MAF1 was shown
to promote Pol 3 transcription inhibition without interfering with MAF1 location

(Rohira etal,, 2013).
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MAF1 impact on cell physiology and organism phenotypes

MAF1 is well characterized as a repressor of Pol 3 transcription, however in the last
few years new functions of MAF1 in regulating metabolism, aging and reproduction
were discovered. The first evidence of a link between MAF1 and metabolism was
obtained in flies. The Grewal’s group observed that knocking-down Drosophila Maf1
(dMaf1) with RNAIi (Rideout et al., 2012) increased larvae volume and accelerated
development. In the same study, the authors observed that increasing expression
from just the initiator tRNA methionine gene induced an increase in protein
translation leading to the same phenotypic effects as down regulation of Mafl. In
another experiment, they showed that specific deletion of Mafl in fat body of fly
larvae promoted protein translation via enhanced level of tRNAiMet, and induced the
production of two proteins in the brain, dILP2 and dILP5, which stimulate the
peripheral insulin pathway and tissue growth. The connection between enhanced
protein levels in the fat tissue and an increased production of the dILPs proteins in
the brain is still unclear and will need further investigations. At around the same time,
a second publication suggested a link between Pol 3 transcription and drosophila
larvae growth (Marshall et al, 2012). In this case, the loss of Brf (an homolog of
mammalian BRF1), a core component of the fly TFIIIB, reduced dramatically the
larvae size. The authors further showed that combining drugs (or starvation) to
inhibit TORC1 with down-regulation of Mafl by RNAIi did not result in significant
changes in tRNA levels, consistent with the idea that TORC1 controls Pol3 transcripts
through MAF1.

In Saccharomyces cerevisae, Mafl was linked to gluconeogenesis (Morawiec et al.,
2013). Microarray studies of WT and Maf1l mutant yeast grown on a non-fermentable
carbon source (glycerol) identified two key genes involved in yeast gluconeogenesis
regulation that were down-regulated in the Mafl mutant. One was FBP1, which is
required to metabolise fructose 6-phosphate from fructose 1,6-biphosphate; its
down-regulation stopped the Maf1l mutant yeast growth under restrictive conditions.
The FBP1 gene being located next to a tRNAls gene, a possibility was that expression
of FBP1 was linked to expression of the adjacent Pol 3 gene, and an increase in Pol 3
recruitment to the tRNAYs gene in Maf1-depleted conditions could negatively impact

on Pol 2 recruitment at the FBP1 gene. However, mutations in the tRNALS promoter
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did not result in significant changes in FBP1 expression, arguing against the tRNA
gene mediated silencing hypothesis, and keeping unclear the mechanism how Maf1l
controls FPB1 expression. The second gene down-regulated was PCK1, which is
required for the production of phosphoenolpyruvate from oxaloacetate, the rate-
controlling step of gluconeogenesis (Rognstad, 1979). How Mafl is linked to

expression of PCK1 is also unclear.

Mafl has been associated with metabolism regulation in worms. A recent study
indicated that an increase of Maf1 levels leads to a decrease in FASN and ACC1 mRNA
levels, and thus decreased de novo lipogenesis (Khanna et al, 2014). Mafl also
controls lipid transport in worms, as vitellogenin transcript levels were upregulated
upon over-expression of Mafl and inversely downregulated after RNAi mediated
Maf1l knockdown. This effect on lipid transport directly influenced the fecundity of
the worms. Last year, Deborah Johnson’s group reported that decreasing MAF1 levels
by siRNA induces an up-regulation of FASN and ACC in hepatocytes (Palian et al,
2014). They further found that Mafl expression is controlled by the oncogene PTEN
and that MAF1 represses FASN by binding directly to its promoter. Using different cell
types they showed that high MAF1 levels lead to low lipid content and vice-versa. All
together, these results suggested that Mafl is a repressor of obesity in a mouse
model. As described in the results part of this thesis, our own results seem, however,

contradictory to these observations, at least at first sight.

MAF1 role on RNA polymerase Il transcription

In yeast, genome-wide localization of MAF1 after stress has shown that MAF1 binds
only to Pol 3 transcription units. In mammalian cells, however, several studies have
implicated MAF1 as a direct repressor of transcription by RNA Pol 2. MAF1 was first
reported to bind directly to the TBP promoter on Elk1 binding sites to repress its
expression (Johnson et al.,, 2007). Similar binding was found at the Egr-1 promoter,
which also contains an Elk1 binding site. As mentioned above, a subsequent study
reported MAF1 binding on the Fasn and Accl promoters in the mouse (Palian et al,,
2014), and more recently, at the CDKN1A promoter in human mammary tumor cell

(Cai and Wei, 2015). However, in all cases, the evidence for MAF1 binding on protein
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coding gene promoters is a ChIP-qPCR experiment. In genome-wide ChIP-sequencing
experiments, [ have been unable to identify any regions of binding (results shown in
discussion). This negative result could be due to a poor affinity of the anti-Mafl
antibody to the endogenous protein, however I obtained similar negative results
using a cell line expressing a tagged version of the protein (HA tag) and an anti-HA
antibody. The ability of MAF1 to bind directly, and so regulate, Pol 2 promoters

remains to be confirmed.

tRNAs physiology and translation control

MAF1 controls tRNA processing and degradation

tRNAs are the most abundant products of Pol 3 transcription and are involved in
translation. tRNAs are synthetized as longer precursors and to be fully functional they
need to be processed correctly. First the tRNAs are cleaved at the 5’ end and 3’ end,
respectively by RNase P and RNase Z, and then modified by the addition of CCA
nucleotides at the 3’ end by tRNA nucleotidyl transferase (Lodish et al., 2000). Once
the ends are processed, the tRNAs are exported into the cytoplasm and intron
containing tRNAs (24 out 433 tRNAs in the mouse) are spliced (Figure 1.3). The
processed tRNAs can then exert their function, i.e. bring a new amino acid into the

elongating nascent chain.

The main repressor of Pol 3 transcription, Maf1, was shown to affect, indirectly, tRNA
processing in yeast (Karkusiewicz et al., 2011). In its absence, precursor tRNAs (pre-
tRNAs) accumulated in the nucleus. Accumulation of the pre-tRNAs was caused by the
saturation of the exportin LOS1, which is responsible for the transfer of tRNAs
between the nucleus and the cytoplasm (Murthi et al., 2010; Sarkar and Hopper,
1998). Overexpression of enzymes involved in processing (RNAse P or splicing
endonucleases) did not counterbalance the nuclear accumulation of tRNA precursors
(Karkusiewicz et al., 2011). Interestingly, nuclear tRNA accumulation was followed by
an increase in the levels of GCN4 (ATF4 in mammals) (Figure 1.4), a transcriptional
activator of genes involved in amino acid synthesis and the unfolded protein response
(UPR) (Han et al., 2013). Another yeast study also linked tRNA processing and GCN4

expression in a manner independent of the translation initiation factor eiF2a,
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indicating that unlike in the classical GCN4 activation pathway, which is triggered by
low amino acid levels and proceeds through activation of the kinase GCN2, which
then phosphorylates and thus represses eiF2a (see below), this regulation is

independent of the amino-acid levels in the cell (Qiu et al., 2000).

To be fully functional, tRNAs also undergo a series of chemical modifications on many
of their bases, and a defect in these nucleotide modifications leads to a rapid
degradation of the tRNAs. Mafl overexpression has the ability to protect the tRNAs
against degradation by limiting Pol 3 transcription (Turowski et al.,, 2012). Thus, a
fully functional tRNAs undergoes a number of maturation steps, which in principle
could all be targets for regulation. Indeed, as described in the following sections,
several of these steps have already been shown to be regulated, and this in turn

regulates translation.

Figure 1.3: tRNA maturation process. tRNAs are generated as longer transcripts and
undergo several steps of maturation to become fully functional. First, the 5’ and the 3’
ends (in purple) of the precursor tRNA are cleaved, respectively by RNase P and RNase
Z, then the three nucleotides CCA are added at the 3’ end (in yellow). The tRNAs are then
exported from the nucleus into the cytoplasm, the intron (in blue) located downstream
the anticodon of the tRNA (in orange) is spliced out, and some of the tRNA bases are
modified. The appropriately processed tRNAs can then exert their function, namely

bring new amino acids during translation, with full efficiency.
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tRNAs shuttling between the nucleus and the cytoplasm

Before splicing, the 5’ and 3’ tRNAs are exported into the cytoplasm via the tRNA
export receptor Exportin-t in mammals (or Losl in yeast) (Kutay et al., 1998). In a
Los1 KO yeast, enzymes involved in CCA addition and amino-acylation could replace
Los1 function for tRNA export, indicating that alternatives routes exist. It is clear that
tRNAs need to be exported from the nucleus to play their role in protein translation,
but an unexpected backward import was later discovered (Takano et al., 2005).
Further investigations showed that the backward tRNA import acts as a quality
control to ensure the delivery of fully functional tRNAs to the cell. Thus, aberrant
tRNAs with extended 5’ and 3’ end or hypomodified tRNAs were shown to be
reimported from the cytoplasm into the nucleus for a second round of maturation
(Kramer and Hopper, 2013). Another yeast study using a LosI KO and Msn5 KO (a
second protein involved in yeast tRNA trafficking) yeast system indicates that the
retrograde tRNA pathway is involved in the regulation of protein translation, and
more particularly in the translation of proteins involved in amino acids biosynthesis
(Chu and Hopper, 2013). (Feng and Hopper, 2002). tRNA localization is controlled by
the physiological state, as under nutrient deprived conditions mature tRNAs are re-
imported into the nucleus (Karkusiewicz et al.,, 2011; Shaheen et al.,, 2007). These
observations suggest that tRNAs are not only exported from the nucleus after
synthesis, but can actually shuttle back and forth between the cytoplasmic and
nuclear compartment. This shuttling not only allows complete maturation of
precursors exported prematurely into the cytoplasm, but also serves to regulate

translation.

tRNAs amino-acylation and translation regulation

Translation is a very complex biological process that requires an mRNA, ribosomes,
tRNAs, amino acids, and many other factors to produce the appropriate proteins to
maintain cell fitness. One of the first steps of the translation reaction is the binding of
amino acids to their corresponding tRNAs by several aminoacyl tRNA synthetases.
This reaction is tightly regulated according to environmental changes. Amino acid
deprivation leads to an increase of uncharged tRNAs in the cell, and such elevation
activates GCN2 (Figure 1.4), the primary responder to amino acids deprivation and a

kinase of the protein elF2-a, as mentioned above (Wek et al., 1995; Zaborske et al.,
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2009). Genome wide studies in yeast have revealed that deprivation of specific amino
acids leads to increase of uncharged levels of both cognate and non-cognate tRNAs,
indicating that amino-acylation can be a globally regulated process (Zaborske et al.,
2009). However the observed changes in charging levels were different from
starvation of one amino acid to starvation of another. The mechanism by which
uncharged tRNAs activate GCN2 involves direct binding to a GCN2 region homologous
to the enzyme histidyl-tRNA synthetase; the binding of an uncharged tRNA changes
the conformation of GCN2, resulting in autophosphorylation and activation of the
enzyme (Dong et al., 2000; Hinnebusch, 2005). Once activated, GCN2 phosphorylates
elF2-a at serine 52, leading to a general decrease of protein translation but also
preferential translation of some specific stress-related proteins including ATF4, the
mammal homolog of the yeast GCN4 protein. Phosphorylation of elF2-a at serine 52
blocks the recycling of the ternary complex elF2-a-GTP-tRNAi™et, hence repressing
the initiation step of translation (Krishnamoorthy et al, 2001). elF2-a
phosphorylation was also linked to lipid metabolism. Gen2-/- mice fed with a leucine-
free diet, which should induce general translation repression, develop liver steatosis
as expression of key lipogenic genes is not properly repressed (Guo and Cavener,

2007).

tRNA modifications also control translation

The tRNA modification reactions are a key step to yield fully mature tRNAs capable of
converting efficiently the genetic code into proteins. So far over 90 modifications
have been discovered (Machnicka et al,, 2013) in tRNAs in the three domains of life,
eukaryotes, archaea and bacteria, but the functions of many of them are still unclear.
In general, chemical modifications maintain tRNA structure and stability (Torres et
al., 2014). Among all the modifications, methylation on specific bases seems to play a
key role regulating translation (Figure 1.4). Cytosine C>-tRNA methylation is
catalysed by the RNA methyltransferases DNMT2 on 3 tRNA isotypes (Asp, Gly and
Val) and by NSUN2 on several others (Khoddami and Cairns, 2013). A specific KO of
either enzyme in mice leads to viable animals, but each knockout shows very specific
tRNA methylation defects, making it possible to attribute modification to either
DNMT2 or NSUN2. For example for the tRNAGY, methylation of the cytosine at

position C38 is carried out by DNMT2 whereas methylation of the cytosines at
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positions C34, C40, C48, C49 and C50 is carried out by NSUN2 (Blanco et al., 2011;
Goll et al., 2006; Hussain et al., 2013; Khoddami and Cairns, 2013). Mice with a KO of
both enzymes display severe differentiation defects and reduced protein translation,
indicating a role for the tRNA modifications in translation regulation (Tuorto et al,,
2012). One of the mechanisms by which methylation on cytosine C> controls
translation in both flies and mice is by protecting the tRNA against angiogenin-
induced cleavage, thus keeping tRNA levels and, as a result, protein translation levels,
high (Schaefer et al., 2010; Tuorto et al., 2012). The main donor of methyl group for
most of the methyltransferases is S-Adenosyl Methionine (SAM) (Cantoni, 1953),
indicating that lowered SAM levels could impact on tRNA methylation levels and thus

could reduce translation.

Methylation is not the only modification that has been shown to regulate translation.
Reduced translation was also observed in yeast lacking tRNA thiolation (Damon et al,,
2015) or tRNA isopentenyl-A37 modifications (Lamichhane et al., 2013), and flies
missing Neé-threonylcarbamoyl-adenosine (t°A) showed reduced developmental

growth and translation (Rojas-Benitez et al., 2015).
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Figure 1.4 tRNA biology and translation control. Translation is inhibited by
increased levels of non-aminoacylated (uncharged) tRNAs, by incorrectly modified
tRNAs, by changes in ratios of nuclear/cytoplasmic tRNAs, and by improperly
processed tRNAs. Several of these conditions also induce translation of specific
transcription factors, notably GCN4, which controls expression of genes involved in
amino acid synthesis and stress response.

tRNAs and human diseases

As summarized above, alterations in tRNA biology lead to variations in diverse
molecular mechanisms, which could in principle lead to severe diseases. Indeed, tRNA
modification defects have been identified as a cause of several diseases. For example,
important neuro-developmental problems were found in Nsun2-/- mice lacking tRNA
methylation at the C> position (Blanco et al., 2014). The lack of methylation induces
cellular stress, leading to tRNA fragmentation by the endonuclease angiogenin and

reduced brain size. tRNA modifications are also implicated in cancer and type 2
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diabetes development. Overexpression of the gene Trmtl2 coding for a tRNA
methyltransferase implicated in wybutosine formation at position 37, 3’-adjacent to
the anticodon of the tRNA phenylalanine, was observed in 26 out of 30 screened
breast cancer tumours (Rodriguez et al., 2007), and abnormal proinsulin secretion
leading to glucose intolerance was linked with altered expression of the tRNA
modifying enzyme CDKAL1 (Wei et al, 2011). Interestingly, so far, there is no
evidence showing a direct link between mutations in cytoplasmic tRNA and diseases,
but several mutations in mitochondrial tRNAs have been associated with severe

syndromes (For the full list, see reviews Abbott et al,, 2014; Torres et al., 2014).

In addition to defects in tRNA modifications, defects in tRNA processing have been
linked to disorders. Thus, the RNA kinase CLP1 is thought to participate in pre-tRNA
splicing in mammals as it binds to the tRNA splicing endonuclease complex (TSEN)
(Paushkin et al., 2004) responsible for intron removal. Clp1 mutated mice accumulate
new tRNA fragments, and this is associated with embryonic loss of motor neuron. In
humans, mutated Clp1 is associated with an increase in precursor tRNAs, which leads
to brain atrophy and neurological syndrome (Karaca et al, 2014; Schaffer et al,
2014). Altogether these examples show an important role for tRNAs in regulating cell
fitness. tRNAs were discovered more than 60 years ago, but we are just beginning to
understand their numerous roles in cell biology, and further investigations will

undoubtedly identify new functions.

Mouse adipose tissue and liver lipid metabolism

During my PhD studies I analysed a Maf1-/- mouse model. We rapidly realized that the
Mafl KO mice were resistant to diet-induced obesity, indicating a role of MAF1 in
regulating mouse weight via white adipose tissue size. In the next sections I will
discuss how white adipose tissues are formed and give a simplify view of the role of

the adipose tissue and liver on metabolism during fed and fasting periods.
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Adipose tissues formation

We often associate adipose tissue with just obesity and its metabolic complications,
but adipose tissues are also important for stocking excess energy, controlling body
temperature, and protecting the major organs against abnormal fat storage. It has
long been thought that only two major adipose tissues exist, the white adipose tissue
(WAT) and the brown adipose tissues (BAT), but recently a beige adipose tissue has
also been characterized. WAT is the main adipose tissue found in adult humans and is
mainly composed of adipocytes, although it also contains fibroblasts, endothelial and
smooth muscle cells, and macrophages. WAT’s main function is to store excess energy
in the form of triglycerides stored in lipid droplets, which can then be released in the
form of free fatty acids during periods of energy demand. In addition, adipocytes play
a role in several processes such as systemic insulin sensitivity and satiety via leptin
production (Zhang et al, 1996). On the other hand, BAT is the key site of heat
production in mammals, necessary for survival in cold environment. Beige adipose
tissue correspond to a new distinct cell population of BAT derived from the WAT via a

browning process (Seale et al., 2008).

WAT and BAT are both derived from mesenchymal stem cells (MSCs), which
differentiate into adipocytes during adipogenesis. Adipogenesis is divided into two
steps: commitment, when pre-adipocytes are formed, and terminal differentiation,
when pre-adipocytes acquire the features of functional, mature adipocytes. In the first
step, MSCs receive a series of signals from different transcription factors and proteins
to differentiate into pre-adipocytes during commitment. For example, in vitro
experiments showed that the zinc-finger protein 423 (ZFP423) was enriched in pre-
adipose versus non-pre-adipose fibroblasts and was essential for non-preadipose
fibroblasts to activate PPARg and to undergo adipocyte differentiation (Gupta et al,,
2010). A second important transcription factor for pre-adipocytes formation is the
transcription factor 7-like 1 (TCF7L1), as its depletion is blocking adipogenesis
(Cristancho et al,, 2011). WNT glycoproteins also play a key role during commitment
of MSCs into preadipocytes as they repress this process. Thus, down-regulation of
Wnt-5a abolished the ability of MSCs to undergo osteogenesis and favors
adipogenesis (Bilkovski et al, 2010), and 3T3-L1 cells infected by a retrovirus

containing the gene Wnt-1 were maintained in an undifferentiated state and thus
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unable to differentiate into adipocytes. This phenotype could be rescued by
overexpression of CCATT /enhancer-binding protein a (C/EBPa) and PPARy (Ross et
al.,, 2000).

Terminal differentiation is better understood and is also controlled by transcription
factors, which activate the expression of the key metabolic genes characteristic of
adipocytes such as leptin, fatty acid binding protein 4 or glucose transporter type 4.
Four transcription factors play key roles in terminal adipocyte differentiation:
C/EBPa, C/EBP(, C/EBP6 and PPARy (Farmer, 2006; Rosen and MacDougald, 2006).
C/EBPf and C/EBPS are expressed early in terminal differentiation and promote the
expression of C/EBPa and PPARy, the last one being essential for terminal

differentiation (Rosen et al., 1999).

Liver and adipose tissue metabolism in the fed state

The liver plays a main role in regulating metabolic homeostasis by being a site of
storage, synthesis, oxidation, and redistribution of carbohydrates and lipids, and its
metabolism is tightly regulated by insulin. After a meal (Figure 1.5, top panel), the
food is digested and absorbed into enterocytes of the small intestine where fatty acids
are re-esterified with glycerol-3-phosphate to form triglycerides. Triglycerides are
coated by several proteins to form chylomicrons, which are released into the blood
stream via the lymphatic system. When the chylomicrons reach the vicinity of the
major consumer organs, they are digested by lipoprotein lipase (LPL) and
chylomicron remnants are absorbed by the liver. Absorption is mediated either by
several fatty acid transport proteins and fatty acid translocase/CD36, or by direct
diffusion (Bonen et al., 2004; Falcon et al., 2010). Absorbed fatty acids are used to
form triglycerides by diacylglycerol acyltransferases (DGAT) (Yen et al., 2008), which
catalyses the addition of a fatty acyl chain to diaglycerol. Most of these triglycerides
are then integrated into very low-density lipoproteins (VLDL) to be transported to
extra-hepatic tissues where they are stored (adipose tissue) or oxidized (skeletal and

cardiac muscles).

Liver uses the carbohydrates released from food to produce glycogen, an energy

reserve for fasting periods. Glucose enters the liver via the transporter Glut2, is
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phosphorylated by glucokinases into glucose-1-P, which is used by glycogen synthase
to produce glycogen. The liver also uses glucose excess to produce fatty acids by de
novo lipogenesis, a reaction catalysed by two main enzymes: acetyl-CoA carboxylase
(ACC) and fatty acid synthase (FAS). Briefly, a high carbohydrate diet will increase,
via glycolysis, the level of pyruvate, which is then converted to acetyl-CoA. The first
step of de novo lipogenesis is the carboxylation of acetyl-CoA into malonyl-CoA by
ACC1 and ACC2. FAS can then use malonyl-CoA together with the reducing agent
NADPH to produce palmitic acid, a precursor of other fatty acids (Ameer et al., 2014;
Rui, 2014). DGATs enzymes then convert the fatty acid into triglycerides, which will
be incorporated into VLDL. The expression of the FAS and ACCs genes is regulated by
several transcription factors. For example, carbohydrate-responsive element-binding
protein (ChREBP) and the sterol regulatory element-binding protein 1c (SREBP1c)
are directly regulated by, respectively, glucose and insulin levels (Dentin et al., 2005),
and promote expression of the FAS and ACCs genes (Denechaud et al., 2008; Shimano,
2001).

Adipose tissue is the main triglyceride storage tissue. As for the liver, chylomicrons
are lysed (Figure 1.5 top panel) in the vicinity of the organ, by the LPL present in
adipose blood capillaries, and chylomicron remnants are absorbed into adipose
tissue. VLDL produced in the liver are also digested by LPL, fatty acids are taken up by
adipocytes and esterified to form triglycerides by the DGATs enzymes. Glucose is also
used by adipose tissue to form triglycerides via de novo lipogenesis (Chascione et al.,
1987), however this process is less efficient compared to de novo lipogenesis in liver
(Lodhi et al, 2011). The newly formed triglycerides are incorporated into lipid

droplets for storage and ulterior usage.
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Figure 1.5. Simplified view of carbohydrate and lipid metabolism in adipose
tissue and liver in fasted and fed states. Panel A. After a meal, circulating
chylomicrons are lysed in the vicinity of the liver and adipose tissue to allow for
fatty acids to be incorporated into these tissues, and chylomicrons remnants are
lysed and incorporated into the liver. Both organs use the released fatty acids to
produce once again triglycerides (TGs). Excess glucose is also used by both
tissues to produce TGs. Liver-produced TGs are exported as VLDL that can be
used by the adipose tissue for storage. Panel B. During fasting, TGs present in
adipocytes are lysed and free fatty acids (FFAs) and glycerol are released. FFAs
are oxidised by the liver for energy and the by-products, ketone bodies, are used
as another source of energy by other organs. Liver also produces glucose via its
glycogen stock or released glycerol.

In both panels, the sources of energy are represented in red and the produced
compounds in blue.

Liver and adipose tissues metabolism during fasting

White adipose tissue is the main energy reserve of the body. During nutrient
deprivation or physical exercise, the triglycerides present inside the adipocytes are
lysed and fatty acids and glycerol are released into the vascular system as free fatty
acids bound to albumin to be used by other organs as an energy source (Figure 1.5
lower panel). The main enzyme responsible for triglycerides digestion is hormone-
sensitive lipase (HSL) (Jungas and Schwartz, 1970), but other lipases are also
involved as HSL null mice show impaired, but not total lack of, triglycerides
hydrolysis (Osuga et al., 2000). The activity of HSL is regulated by catecholamines via
increased cAMP levels, which activate protein kinase A (PKA) (Carmen and Victor,
2006; Langin, 2006). PKA then phosphorylates and activates HSL by facilitating its
translocation from the cytosol into lipid droplets (Brasaemle et al., 2000; Egan et al,,
1992). Glucagon can also stimulate lipolysis in adipocytes via upregulation of cAMP
levels (Perea et al., 1995). In contrast, during re-feeding, insulin inhibits lipolysis by
two mechanisms. It will activate, via the PI3K/PKA pathway, phosphodiesterase 3B,
which degrades cAMP and so inhibits lipolysis (Wijkander et al., 1998). It will also
stimulates the production of protein phosphatase 1, which dephosphorylates and
inactivates HSL (Olsson and Belfrage, 1987; Ragolia and Begum, 1998).

The fatty acids released via adipose tissue lipolysis can be oxidized in the liver during

fasting periods. Hepatic B-oxidation of fatty acids occurs in the mitochondria and
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peroxisome. Carnitine palmitoyltransferase I (CPT1) catalyses the production of acyl-
carnitine by transferring an acyl group of a long chain fatty acid to carnitine. Acyl-
carnitine is next transferred into the mitochondria for subsequent oxidation and
acetyl-CoA production by CPT2. Acetyl-CoA is used by the TCA cycle to produce
energy, but excess acetyl-CoA is transformed into ketone bodies that are transported
to extra-hepatic tissues as an alternative source of energy. During fasting periods, the
liver also produces glucose to be used as an energy source by other organs. Glycogen
produced during fed period is used during fasting to produce glucose through
glycogenolysis, which is then released into the vascular system. During a fasting
period, when glycogen stocks become depleted, hepatocytes produce glucose via
gluconeogenesis using lactate, pyruvate, glycerol, and amino acids. Released glycerol
from adipocytes lipolysis enters hepatocytes through aquaporin 9 (Jelen et al,, 2011)

and is transformed into glycerate-3-phosphate which is used to produce glucose.
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Chapter II - Characterization of a Mafl

KO mouse model.

Abstract

MAF1 is thought to be the main repressor of Pol 3 transcription and its inhibition
increases the level of Pol 3 products (Oficjalska-Pham et al., 2006; Reina et al., 2006).
tRNAs are the main Pol 3 products (Canella et al, 2012) and are essential for
translation by their function of bringing successive new amino acids into the nascent
polypeptide chain. Other Pol 3 products are required for various cellular processes
such as maturation of some RNA molecules and the control of transcription
elongation. Upregulated Pol 3 activity is a hallmark of cancer cells, and indeed there
are indications that an increase in just the levels of methionine initiator tRNAs can
transform mouse cells, presumably by increasing translation. It is conceivable, then,
that removing an inhibitor of Pol 3 transcription such as MAF1 might drive cells into a

malignant state.

Before my arrival, our group in collaboration with the group of lan Willis from the
Albert Einstein Center in New York had ordered from the Ozgene company a Mafl KO
mouse to check how increased Pol 3 activity could impact on the phenotype of a
mammalian organism. Surprisingly, pathology reports of the Mafl KO mouse did not
show any evidence of cancer development (data not shown). On the contrary, the
Maf1 KO mouse had a slightly increased life span compared to the WT counterpart. It
is however important to note that the Mafl KO mouse was not challenged by any
tumorigenic treatment, which could still reveal a propensity to develop cancer.
Nevertheless, it remains that these mice did not show any increase in spontaneous
tumor development. Instead, the deletion of the Mafl gene was accompanied with

leanness and a resistance to diet-induced obesity. This was a highly unexpected
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result, as at that stage there was no indication linking MAF1 to lipid metabolism.

A previous post-doctoral fellow had noticed that in the Mafl KO mouse, there was
slightly increased expression of the KIAA1875 gene, located just downstream of the
Maf1l gene. Given the completely unexpected phenotype of the Mafl KO mouse, we
worried that it might reflect upregulation of KIAA1875 rather than KO of the Mafl
gene. We reasoned that although the upregulation of KIAA1875 might be a direct
effect of the loss of Mafl function, it more likely resulted from transcriptional read-
through from the Mafl promoter into the KIAA1875 sequences as a result of the
genomic deletion in the Mafl KO mouse. Indeed, such read-through transcripts could
be observed by RNAseq. When I joined the project, I designed a new Mafl KO mouse,
using the zinc finger nuclease (ZFN) technology, to confirm the phenotype. The ZFN
technology uses an engineered nuclease consisting of zinc fingers designed to bind to
the sequence of interest fused to the catalytic domain of the restriction enzyme Fok1
(see Figure 2.1A). When injected into fertilized eggs, the nuclease induces a cut at the
targeted genomic region, which is then repaired by nonhomologous end joining,
leading sometimes to mutations and thus disruption of the coding frame. I obtained
two mutations within the Mafl coding sequence, one introducing a single T residue
and the other removing 8 base pairs. Both mutations result in a frame shift and
introduction of a stop codon shortly downstream of the mutation. I found that, as
expected, mice carrying either of these mutations did not express full-length MAF1,
and displayed unchanged expression levels of the downstream KIAA1875 gene.
Nevertheless, the two ZFN Mafl KO mice were resistant to high fat diet-induced

obesity, thus confirming that the phenotype is directly linked to the absence of MAF1.

To understand the Mafl KO mouse phenotype, I performed Affymetrix microarrays to
check the changes in Pol 2 gene expression genome-wide in liver and epididymal
white adipose tissue. Few genes were differentially expressed in WT and Mafl KO
mice but one of them, Nnmt, particularly interested me. Indeed, knockdown of Nnmt
in liver and white adipose tissue had recently been linked to diet-induced obesity
protection (Kraus et al., 2014) and its expression was significantly down-regulated in
the liver of the Mafl KO mouse. These results allowed us to link the Maf1l KO mouse

reduced body weight under high fat diet and the lifespan expansion to metabolism.
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Figure 2.1: ZFN Mafl KO mouse generation. (1). ZFN are designed to recognize
and cleave the second exon of the Mafl gene. After cleavage, the non-homologous
end joining machinery is repairing the damaged DNA including sometimes some
errors in the genetic code hence creating mutations. (2). ZFN mRNAs are injected
into the nucleus of mouse one-cell egg embryo. (3). Embryos are next transferred
into a foster mother and mouse progeny are analysed (4) by Sanger sequencing to
identify the animals carrying a mutation.
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The same RNAs used for the Affymetrix arrays were also analyzed by RNA-seq by our
collaborator, and the results confirmed the lower expression of Nnmt. The RNA-seq
analysis also allowed us to check tRNAs expression, which was not possible with the
microarrays. Precursor tRNA levels were significantly upregulated in the Mafl KO
liver and white adipose tissue but mature tRNAs levels remained constant. This result
lead us to conclude that a futile cycle of production/degradation of tRNAs is source of

energy consumption and one of the causes of protection to diet induced obesity.

Finally, I was also interested in comparing mitochondria activity in the WT and Maf1l
KO mice. In collaboration with the group of Johan Auwerx at the EPFL, we measured
mitochondrial activity and concluded that there was an increase in mitochondria
respiration and ATP production in the liver of Mafl KO mice under high fat diet.
These differences were not due to an increase in the numbers of mitochondria in the
liver of the Maf1l KO mouse. The Mafl KO mouse lean phenotype description and how
of molecular and metabolic changes are associated with the obesity resistance are

described in this chapter.

On the following study which was part of a collaboration with the group of Ian Willis,
[ generated and analyzed the ZFN Mafl KO mouse, checked the levels of NNMT in
liver and muscle tissues and the levels of expression of the polyamine genes in liver. I
also tested the mitochondria activity in liver homogenates, checked the mitochondrial
copy number and looked at the stoichiometry of the different complexes of the

electron transport chain in liver samples.

40



Downloaded from genesdev.cship.org on September 9, 2015 - Published by Cold Spring Harbor Laboratory Press

Loss of the RNA polymerase III repressor
MAF1 conters obesity resistance

Nicolas Bonhoure,'® Ashlee Bymes,”® Robyn D. Moir,>® Wassim Hodroj,' Frédéric Preitner,?

Viviane Praz,'* Genevieve Marcelin,® Streamson C. Chua Jr.,>® Nuria Martinez-Lopez,® Rajat Singh,>*®
Norman Moullan,” Johan Auwerx,” Gilles Willemin,'? Hardik Shah,’ Kirsten Hartil >

Bhavapriya Vaitheesvaran,® Irwin Kurland,>® Nouria Hernandez,' and Ian M. Willis>®

Center for Integrative Genomics, Faculty of Biology and Medicine, University of Lausanne, 1015 Lausanne, Switzerland;
*Department of Biochemistry, Albert Einstein College of Medicine, Bronx, New York 10461, USA; *Mouse Metabolic Evaluation
Facility, Center for Integrative Genomics, University of Lausanne, 1015 Lausanne, Switzerland; “Swiss Institute of Bioinformatics,
1015 Lausanne, Switzerland; *Division of Endocrinology, Department of Medicine, Albert Einstein College of Medicine, Bronx,
New York 10461, USA,; ®Diabetes Research Center, Albert Einstein College of Medicine, Bronx, New York 10461, USA;
TLaboratory for Integrative and Systems Physiology, Ecole Polytechnique Fédérale de Lausanne (EPEL), 1015 Lausanne, Switzerland

MAF1 is a global repressor of RNA polymerase III transcription that regulates the expression of highly abundant
noncoding RNAs in response to nutrient availability and cellular stress. Thus, MAF1 function is thought to be
important for metabolic economy. Here we show that a whole-body knockout of MafT in mice confers resistance to
diet-induced obesity and nonalcoholic fatty liver disease by reducing food intake and increasing metabolic ineffi-
ciency. Energy expenditure in Maff ~/~ mice is increased by several mechanisms. Precursor tRNA synthesis was
increased in multiple tissues without significant effects on mature tRNA levels, implying increased turnover in a
futile tRNA cycle. Elevated futile cycling of hepatic lipids was also observed. Metabolite profiling of the liver and
skeletal muscle revealed elevated levels of many amino acids and spermidine, which links the induction of
autophagy in Maf1~/~ mice with their extended life span. The increase in spermidine was accompanied by reduced
levels of nicotinamide N-methyltransferase, which promotes polyamine synthesis, enables nicotinamide salvage to
regenerate NAD", and is associated with obesity resistance. Consistent with this, NAD* levels were increased in

muscle. The importance of MAFI1 for metabolic economy reveals the potential for MAF1 modulators to protect
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In natural populations, metabolic efficiency promotes sur-
vival in stressful environments, such as when the quality
or quantity of food is limited (Parsons 2007|. However, as
evidenced by the global obesity epidemic and its associat-
ed comorbidities (e.g., insulin resistance, type 2 diabetes,
cardiovascular disease, nonalcoholic fatty liver disease,
and cancer] (Guh et al. 2009; Flegal et al. 2010, Unger
and Scherer 2010), metabolic efficiency has become a lia-
bility for a large number of modern day humans. Reducing
obesity through diet and exercise produces health bene-
fits, but maintaining weight loss over the long term
remains a challenge for most overweight people (Krasch-
newski et al. 2010; Maclean et al. 201 1), and pharmacolog-
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ical approaches to reduce food intake or absorption have
undesirable side effects or safety concerns [Tseng et al.
2010; Clapham and Arch 2011]). With the identification
of functional brown adipose tissue (BAT) in adult humans
and the inducible browning of white adipose tissue
(WAT), new strategies to increase energy expenditure
have emerged as promising therapies for obesity and met-
abolic disease ([Harms and Seale 2013; Rosen and Spiegel-
man 2014). These approaches stimulate facultative
thermogenic responses that uncouple substrate oxidation
from ATP synthesis, dissipate the mitochondrial proton
gradient, and release chemical energy as heat. Other pos-
sibilities to enhance energy expenditure by decreasing
the metabolic efficiency of obligatory cellular processes
remain largely unexplored (Alekseev et al. 2010, Anun-
ciado-Koza et al. 2011; Oie et al. 2014).

©2015Bonhoureetal. This article, published in Genes & Development,
is available under a Creative Commons License {Attribution 4.0 Interna-
tional), as described at http://creativecommons.org/licenses/by/4.0/.
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Ribosome biogenesis has long been recognized as a sig-
nificant consumer of metabolic energy, with ~60% of the
nucleotides polymerized in nuclear gene transcription of
exponentially growing cells going toward the synthesis
of the large ribosomal RNAs (rRNAs] (Wamer 1999,
Grummt 2013). The energetic cost of this synthesis along
with the production of 58 rRN A and tRNAs underlies a bi-
ological imperative for tight control of these processes
in all organisms. Thus, metabolic economy is ensured
when nutrients are limiting and under various stress
conditions by regulatory systems that rapidly repress
transcription involving the protein synthetic machinery
(Warner 1999; Grummt 2013; Moir and Willis 2013). In
higher eukaryotes, repression of IDNA transcription inre-
sponse to nutrient deprivation is mediated in part by the
energy-dependent nucleolar silencing complex {eNoSC).
eNoSC binding throughout the rDNA repeat is achieved
via the nucleolar protein nucleomethylin (NML) and its
interaction with histone H3 dimethylated at Lys9. To-
gether with the action of other eNoSC subunits, a repres-
sive chromatin structure is established by the SIRT1
histone deacetylase and the histone H3 methyltransferase
Suv3%hl, leading to the repression of rDNA transcription
(Murayama et al. 2008]. The biological importance of the
energy conservation provided by this repression is indicat-
ed by the resistance of mice with a liver-specific knockout
of NML to diet-induced obesity [Oie et al. 2014). In the ab-
sence of NML, increased rDNA transcription in high-fat-
fed mice promotes hepatic energy expenditure and alters
lipid metabolism, leading to reduced fat accumulation
and reduced body weight gain. Thus, repression of hepatic
rDNA transcription allows excess energy storage as fat.

MAFI1 functions to promote metabolic economy by re-
pressing RNA polymerase I (Pol I} transcription of highly
abundant cellular RNAs under conditions of nutrient lim-
itation and cellular stress {(Upadhya et al. 2002; Reina et al.
2006). In yeast, MAFI is required universally for this re-
sponse, and, in its absence, strains exhibit reduced fitness,
stress sensitivity, altered respiratory metabolism, and de-
creased sporulation efficiency (Cherry et al. 2012). These
phenotypes can be rationalized by the inappropriate diver-
sion of metabolic resources into the energetically costly
synthesis of 5§ RNA and tRNAs, which together account
for ~15% of total RNA. MAAF1 is a terminal node in the tar-
get of rapamycin [TOR) signaling network, which drives
cell growth, controls metabolism, and contributes to met-
abolic disease, cancer, and aging (Michels et al. 2010;
Zoncuetal.2011; Moirand Willis 2013). The phospho-reg-
ulation of MAF1, itsinteractions with the RNA Pol Il tran-
scription machinery, and its function in transcriptional
repression are conserved from veast to mammals, but the
impact of its ablation has not been assessed in metazoans.

Results

Obesity and fatty liver resistance of Mafl '~ mice

MAFI is encoded by a single ubiquitously expressed gene
in mice and humans (Wu et al. 2009) and was knocked
out in mouse embryonic stem cells by homologous recom-
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Obesity resistance of Maf? knockout mice

bination (Supplemental Fig. SIA-C). Crosses of Maf1*/~
mice generated in the C57Bl/6] background produced
Maf1~'~ progeny in numbers that were not statistically dif-
ferent from Mendelian expectation (Supplemental Fig.
$1D). Thus, the whole-body knockout is unconditionally
viable. Interbreeding of Maf! ~~ animals revealed reduced
fertility and fecundity compared with wild-type mice
(Supplemental Fig. S1E). Mafl ™~ mice appeared normal
at birth but exhibited lower body weight compared with
age-matched controls after weaning (Fig. 1A; Supplemen-
tal Fig. S1F). These differences were extreme under a
high-fat diet (HFDJ, as wild-type mice rapidly became
obese. In contrast, MafI ™/~ mice maintained essentially
the same body weight on HFDs and regular chow diets
(Fig. 1A). Body composition analyses showed that chow-
fed Maf1~/~ mice had substantially less fat as a percentage
of total body weight compared with wild-type mice, con-
sistent with the reduced size of their epididymal fat pads
(Fig. 1B,C). In older animals (>6 mo of age), differences in
body length and absolute lean body mass were also appar-
ent, suggesting an overall reduction in the growth rate of
the knockout (Fig. 1D,E}. Maf! ™~ mice maintained on a
HFD had little omental and subcutaneous adipose tissue
compared with controls (Fig. 1F). In contrast, epididymal
WAT (eWAT) and BAT were retained in the knockout,
vet the adipocytes did not become hypertrophic as seen
in wild-type tissue (Fig. 1G). eWAT adipocyte cell volume
was markedly reduced in Maf! ~/~ mice on both low-fat di-
etsand HFDs (Fig. 1G,I; Supplemental Fig. S1G). These dif-
ferences in cell volume (especially for chow-fed mice)
predict larger differences in epididymal fat pad size than
were observed (Fig. 1C). However, MafI '~ mice had al-
most twice the number of adipocytes in this fat depot as
wild-type mice (Fig. 1J). Wild-type mice fed a HFD for 6
mo and chow-fed mice at 1 yr exhibited severe hepatocel-
lular swelling due to lipid droplet (LD} accumulation in the
liver. This defining phenotype of nonalcoholic fatty liver
disease was not observed in the knockout (Fig. 1F-H; Sup-
plemental Fig. S$1G). To confirm that the body weight phe-
notype of Mafl '~ mice was due to the loss of the MAF1
protein and was not an effect of the deletion on expression
of some other gene, MafI-null mice were generated with
targeted zinc finger nucleases. Two different C57Bl/6]
lines were obtained: one with a single-base-pair insertion
and another with an 8-base-pair (bp) deletion. Both muta-
tions change the reading frame after Thr64, resulting in
translation termination shortly thereafter {Supplemental
Fig. S2A). Under ad libitum high-fat feeding, these Maf1-
null mice showed a dramatic resistance to weight gain
similar to that of mice lacking the entire coding region
(Fig. 1A; Supplemental Fig. $2B). We conclude that whole
body loss of MAF1 results in mice that are lean and pro-
foundly resistant to diet-induced obesity and fatty liver
disease. All subsequent experiments in this study were
performed with the complete gene knockout.

Reduced food intake and metabolic inefficiency

To explore possible factors contributing to the reduced
weight of Mafl~/~ mice, we measured the fecal lipid
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Figure 1. Maf1 '~ mice exhibit resistance to diet-induced obesity and fatty liver disease. (4) Body weight curves of wild-type (WT) and
Maf1~/~ (KO) animals on chow diets and HEDs. (B) Fat mass as a percentage body weight for chow-fed mice at 16 and 33 wk {n =3 per
group). (C) Epididymal fat pads harvested from chow-fed wild-type and Maf1 /= mice at 5 mo of age. Images are oriented with the testes
to the left. {D) Nose to anus body length of chow-fed mice (n = 8 per group at 3 mo; n =19 per group at 6 mo of age). (E) Lean body mass of
chow-fed mice at 12 mo of age (n=5 wild type; n=4 knockout). (F) Gross pathology of 7-mo-old HFD-fed mice {representative of three
animals per group). (G} Hematoxylin and eosin (H&E})-stained eWAT, BAT, and livers from the HFD-fed mice in F. Images are at the
same magnification. (H) Oil-Red-O staining of livers from 12-mo-old chow-fed mice. (I} Estimation of adipocyte cell volumes for mice
on chow-fed diets versus HFDs (see also Supplemental Fig. S1G). {/) eWAT fat pad cell counts for 12-mo-old chow-fed mice {n=5 per
group). (Black) Wild-type; (red) Maf1 /=, All values are presented as the mean + SEM.

content of chow-fed animals and found that malabsorp- in energy expenditure was not the result of Maf1=/~
tion of dietary fat was not a significant factor in the lean mice being more active, as locomotor activity determined
phenotype of the knockout (Fig. 2A). We then performed by the number of infrared beam breaks in the metabolic
feeding studies on weight-matched wild-type and chambers did not reveal any differences (Supplemental
Maf17'~ animals and observed a reduction in food intake Fig. S3A). The respiratory exchange ratio was slightly ele-
in the knockout mice (Fig. 2B,C). To determine whether vated in Maf1~/~ mice during both the day and night, sug-
this difference in behavior could explain the reduced gestive of a marginally enhanced use of glucose as an
body weight phenotype, we pair-fed animals on a HFD energy source (Supplemental Fig. S3B). Consistent with
starting at 10 wk of age, a point at which there was no dif- the increase in energy expenditure, liver homogenates of
ference in the weight of the mice. Body weight curves di- high-fat-fed Maf1~/~ mice showed increased O, consump-
verged over 8 wk of HFD paired feeding, with Maf1~/~ tion by mitochrondrial complex 2 compared with wild-
mice being significantly lighter than wild-type mice under type controls (Fig. 2G). This occurred without any in-
these conditions (Fig. 2D). The body fat content of Maf1~/~ crease in mitochondrial DNA or changes in the cellular
mice increased following the switch to a HFD but re- levels of selected proteins in the electron transport chain
mained significantly lower than for wild-type mice (Fig. (Supplemental Fig. S3C,D). Thus, Maf1~/~ mice are resis-
2E). Thus, while reduced food intake undoubtedly contrib- tant to obesity as a result of both reduced caloric intake
utes to the lower weight of Maf1~/~ mice, it does not ac- (feeding) and increased energy expenditure. Notably, the
count entirely for this phenotype or the difference in diminished ability of MafI ™'~ mice to transform calories
body fat content. These observations suggested that into biomass under pair feeding conditions (Fig. 2D} indi-
wild-type and Maf1~/~ mice might show differences in en- cates that the animals are metabolically inefficient.

ergy expenditure. Indirect calorimetry studies of HFD pair-
fed mice revealed an increase in the energy expenditure of

Maf1~"~ animals, normalized for lean body mass, during Altered lipid homeostasis in livers and eWAT

both the day and night, with the differences being greater Changes in metabolic efficiency could impact many pro-
at night during the active period (Fig. 2F). The increase cesses, including glucose or lipid homeostasis. However,
936 GENES & DEVELOPMENT
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Figure 2. Hypophagia and metabolic inefficiency of
Maf1~'~ mice. (A) Fecal lipid content of chow-fed mice
(n=4 per group). (B) Two-day cumulative food intake of
weight-matched chow-fed mice (n = 4 per group). (C) Dai-
ly food intake of weight-matched mice averaged over 5
d. (D) Body weight curves of pair-fed mice on a HFD (n
=5 per group). (E} Percent body fat before and after 8 wk
of HFD pair feeding {n = 5 per group). {F) Energy expendi-
ture in HFD pair-fed animals (24-h averages over 5 d in
metabolic cages; n=4 per group; mice were 18 wk of
age). (G) Oxygen consumption from mitochondrial com-
plex 2 was measured on liver homogenates from HFD-fed
mice (n=8 per group). (Black] Wild-type (WT); (red)
Maf1~~ (KO). All values are presented as the mean +
SEM.
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plasma glucose levels in the chow-fed state and after an
overnight fast showed no differences between wild-type
and Maf1~/~ mice at 4 mo of age, and pancreatic insulin
content and islet insulin secretion ex vivo were normal
(Fig. 3A-C). In a hyperinsulinemic-euglycemic clamp
study, Maf1~/~ mice on a chow diet required higher glu-
cose infusion rates to achieve euglycemia (Fig. 3D-F)
and showed increased whole body glucose disposal as
well as increased suppression of hepatic glucose produc-
tion (Fig. 3G-J). These results indicate that Maf1™/~
mice are slightly more sensitive to insulin than control
animals. However, these differences are associated with
the lower body weight of Maf! =/~ mice (Fig. 3K). We con-
clude that insulin sensitivity is slightly increased in
Maf1~'~ mice due to their lean phenotype rather than as
a direct consequence of the absence of MAF1.

Given the marked reduction in body fatin Maf1~/~ mice
(Fig. 1B), we assayed for lipid metabolites in plasma. The
concentrations of free fatty acids and cholesterol were nor-
mal in chow-fed knockout mice compared with controls
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(Fig. 4A,B). However, targeted metabolomics identified
distinct differences between the two groups, including re-
ductions in the levels of multiple glycerophospholipids in
Maf1~/~ plasma (Fig. 4C; Supplemental Fig. $4; Supple-
mental Table S1). Basal lipolysis in eWAT explants was el-
evated in the knockout, comparable with wild-type tissue
in which lipolysis was activated by the p3-adrenergic ago-
nist CL-316243 (Fig. 4D). Notably, incubation of Maf1~/~
eWAT with the agonist did not substantially increase
glycerol output over the untreated tissue, suggesting
that lipolysis was close to maximally stimulated (Fig.
4D). Consistent with this possibility, the level of activated
hormone-sensitive lipase (HSL) was greater than fourfold
higher in eWAT of ad libitum chow-fed Maf1~/~ mice rel-
ative to controls (Fig. 4E,F). The observation that dopa-
mine levels were elevated in the plasma of Maf1~/~ mice
(Supplementary Table S1; Supplemental Fig. 4B) raises
the possibility that activation of HSL may be achieved
via Gas-coupled dopamine D1 receptors on the adipocytes
(Borcherding et al. 2011). Lipid metabolism was also
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Figure 3. Blood glucose, insulin secretion, and analysis of insulin sensitivity. {4) Blood glucose concentrations were determined from tail
vein bleeds after an overnight fast and following a 4-h refeed. Mice were 4 mo of age and were maintained on a breeder chow diet. (n=7
mice per group). (B) Insulin secretion ex vivo was assayed in the presence of 2 mM and 20 mM glucose (five islets per well; n = 8 per con-
dition per genotype; chow diet). Results are expressed as a percentage of the total insulin content of the islets used in the assay. (C) Insulin
content of islets was calculated from five islets per sample (12 = 16 per group). (D-K) Hyperinsulinemic—euglycemic clamp analysis of in-
sulin sensitivity in 5-h-fasted mice. (D) Plasma glucose levels before and during the clamp. (E) Plasma insulin levels before and during the
clamp. (F) Glucose infusion (GINF) rate needed to maintain euglycemia. (G) Glucose disposal rate (GDR] before and during the clamp was
measured by the tracer dilution technique using [3-*H|glucose as tracer. (H) Hepatic glucose production (HGP) during the clamp. (I} Sup-
pression of hepatic glucose production was calculated as the difference in HGP in the basal state (=basal GDR) and during the clamp di-
vided by the basal HGP. (/) Rates of glucose disposal versus glucose infusion are shown forall of the mice in the study relative to a line with
a slope of 1. HGP is the vertical difference between each data point and the line. (K) Glucose infusion rate {insulin sensitivity) is inversely
correlated with the body weight of the mice. A linear fit is shown to all of the data. All values are presented as the mean + SEM. Clamp data
in D-K were obtained from 13 wild-type and 12 Maf1~/~ mice. {Black) Wild type (WT); {red) Maf1 '~ (KO).

altered in the livers of Maf1~/~ mice, which displayed in- den et al. 2012; Wu et al. 2012; Harms and Seale 2013). In-
creased de novo lipogenesis (Fig. 4G). Thus, Maf1™/~ mice deed, Western blotting showed that UCP1 was unchanged
exhibit altered lipid metabolism in the liver and WAT and in BAT and undetectable in eWAT (Supplemental Fig.
a different profile of glycerophospholipids in plasma. S5B-D), and the body temperature and cold stress resis-

tance of Maf1™/~ mice was normal (Supplemental Fig.
S5E,F). These observations suggest that enhanced energy

Energy expenditure associated with futile synthesis ol o :
&Y €3¢ f Y dissipation in Maf1~/~ mice does not result from recruit-

of tRNA ment of brown-like adipocytes in WAT or UCP1-mediated
To investigate global changes in gene expression in a tis- uncoupling of oxidative phosphorylation.

sue exhibiting Maf1~~ phenotypes, deep sequencing Previous studies of Maf1 knockdown and overexpres-
was performed on eWAT RNA. Although MAF1 has sion in glioblastoma cells found inverse changes in the ex-
been reported to regulate transcription of several pro- pression of the TATA-box-binding protein (TBP) at the
tein-coding genes (Johnson et al. 2007; Palian et al. RNA and the protein level that correlated with changes
2014), we did not identify any significant, reproducible in RNA Pol I transcription (Johnson et al. 2007). MAF1 ef-
changes in the Pol II transcriptome in this tissue {Supple- fects on TBP expression were due to its recruitment to
mental Fig. S5A; Supplemental Table S2). Importantly, al- the TBP promoter, whereas changes at the rDNA were
though the observed increase in energy expenditure could thought to be mediated by the promoter selectivity factor
in principle reflect higher levels of adaptive thermogene- SL1, which contains TBP as a central component
sis, we observed no induction of known activators or (Grummt 2013). Although TBP expression was not affect-
markers of BAT or beige adipose tissue, including UCP1, ed in Maf1~/~ eWAT RNA (Supplemental Table S2), we
which regulates proton leak in thermogenic tissues (Wal- examined this issue further in Maf1~/~ livers and also
938 GENES & DEVELOPMENT
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Figure4. Altered lipid metabolism in Maf1 /= mice. {A,B) Serum-free fatty acids and serum cholesterol were measured in overnight-fast-
ed mice maintained on a standard chow diet (n = 6 per group). (C) Hierarchical clustering of plasma metabolite profiles from Biocrates
AbsolutelDQ p180 analysis performed with mice on a breeder chow diet. The top 20 metabolites by t-test (P < 0.025) were clustered using
Pearson’s correlation to measure similarity and Ward'’s linkage to minimize the sum of the squares of the clusters (MetaboAnalyst) (see
also Supplemental Figure $4 and Supplemental Table S1). (D) Lipolysis in e WAT explants from mice on a breeder chow diet. Glycerol re-
lease in explants was measured in the presence and absence of the p3-adrenergic receptor agonist CL-316,243 (CL, n = 8 for wild-type under
both treatments; n = 7 for untreated Maf1 /~; n = 4 for CL-316,243-treated Maf1 /- explants). (E) Western blot of phospho-HSL (P-HSL) and
total HSL from eWAT. (F) Quantitation of activated phospho-HSL over total HSL in eWAT (wild type, n = 8; Maf1 /-, n = 7; breeder chow
diet). (G) De novo lipogenesis and cholesterol synthesis in livers from mice on a breeder chow diet were measured by tracer enrichment
after 5 d of receiving 6% D-O in drinking water (n =5 per group). All values are presented as the mean + SEM.

looked for changes in rDNA transcription (Supplemental
Fig. S5G-I; Oie et al. 2014). No significant differences
were detected in these assays. We infer that the effects
of MAF1 on TBP expression and potentially other protein
coding genes may be context-dependent.

eWAT RNA sequencing (RNA-seq) data were analyzed
to determine the effect of the knockout on the synthesis
of precursor tRNAs. These molecules are short-lived and
are widely used to assess the level of transcription by
RNA Pol III (Upadhya et al. 2002; Michels et al. 2010).
Consistent with the increase in polymerase occupancy
of Pol III genes in Maf1~/~ tissue (Bonhoure et al. 2014},
pre-tRNA-specific reads representing >100 different
tRNA genes were markedly increased in the knockout
(Fig. 5A; Supplemental Table S3). In contrast, mature
tRNA-specific reads increased significantly for only a
few tRNA genes, and the magnitude of these changes
was much lower (Fig. 5B; Supplemental Table S3). Similar
findings were obtained by Northern blotting of tRNA spe-
cies from WAT and numerous other tissues (Fig. 5C,D; Ta-
ble 1). For example, pre-tRNA" (TAT) levels increased
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from approximately threefold in the liver and quadriceps
to approximately ninefold in WAT and the spleen, while
the levels of five different mature tRNAs, including initi-
ator methionine tRNA (tRNAM®), in various tissues
showed only minor variations (Fig. 5C,D; Table 1). Addi-
tionally, quantitation of the tRNA fraction in the liver in-
dicated only a modest 15% = 3% increase in the knockout
(P=0.008, n=7 per group), and total tRNA levels in a
range of other tissues showed minimal changes (Supple-
mental Fig. 5]). Mature tRNA is reported to have a long
(2- to 3-d) half-life in chicken livers and mouse uteruses
(Miller 1973; Nwagwu and Nana 1980), so a large (greater
than threefold) increase in Pol Il transcription in the ab-
sence of MAF1 (Fig. 5A,C,D} should have been readily ap-
parent in the steady-state abundance of the mature tRNA
population. Since most mature tRNAs as well as bulk
tRNA levels were not substantially affected (Table 1;
Fig. 5B-D; Supplemental Fig. 5]}, we conclude that in-
creased tRNA synthesis in the knockout must be largely
matched by increased turnover of nascent tRNA tran-
scripts, pre-tRNAs, and/or mature tRNAs. Support for
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Figure 5. Futile cycling of tRNAs as a mechanism for energy ex-
penditure. (4) Log ratio versus abundance (MA plot) of uniquely
mapped precursor tRNA-specific RNA-seq reads in eWAT of
breeder chow-fed mice {n = 3 per group). Yellow and red dots corre-
spond to loci exhibiting significant changes called by limma or
GLM, respectively. Brown dots correspond to loci with significant
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scores that are not statistically different. (B) MA plot of uniquely
mapped mature tRNA reads in eWAT. The color scheme is the
same as in A. (C) Northern blots of precursor and mature tRNA
species from the eWAT and livers of breeder chow-fed mice. The
fold change normalized to U3 snRNA is shown below each panel.
(D) Precursor tRNA" (TAT) n-Til6 (maroon), mature tRNAM"
(AAG) {green), and mature tRNAM* (CAT) (orange) levels were
surveyed by Northern analysis in the indicated tissues of breeder
chow-fed mice. The fold change was normalized to U3 snRNA. (E)
Newly synthesized 5.8 S rRNA, 58 rRNA, and tRNAs from
breeder chow-fed mice were quantified in total liver RNA follow-
ing i.p. injection of **P-orthophosphate and labeling for 4 h.

this view is provided by in vivo **P pulse-labeling of liver
RNA. Compared with the Pol I-derived 5.8S rRNA, label-
ing of Pol IlI-derived 58 rRN A was unaffected, and labeling
of the newly synthesized mature tRNA population in-
creased twofold (Fig. 5E); i.e., less than the threefold level
measured for specific precursor tRNAs in this tissue (Ta-
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ble 1), suggesting that some turnover has occurred. In ad-
dition, since tRNA synthesis during the pulse was
increased twofold but steady-state tRNA levels were not
substantially changed (Supplemental Fig. 5J), tRNA turn-
over is again indicated. We conclude that increased syn-
thesis and turnover of Pol III transcripts—most notably
tRNAs, which account for ~10% of total RNA—consti-
tutes a futile cycle that is likely to be an important driver
of energy expenditure in mice.

Spermidine, autophagy, and life span extension

We hypothesized that a pervasive whole-body effect of the
Maf1 knockout on Pol III transcription and energy ex-
penditure was likely to generate a common metabolic sig-
nature in different tissues. To assess this possibility, we
conducted targeted metabolite profiling in liver and skel-
etal muscle. Multivariate partial least squares discrimi-
nant analysis (PLS-DA) of the aggregated data showed
that wild-type and knockout tissues are readily distin-
guished by their metabolite profiles (Fig. 6A). Multiple
statistical measures (variable importance in projection
[VIP] scores and t-tests) indicate that Mafl~/~ tissues
have significantly elevated levels of many amino acids
and polyamine pathway metabolites, including ornithine,
putrescine, and spermidine (Fig. 6B; Supplemental Fig.
S6B; Supplemental Table S1). Perturbations of polyamine
synthesis have been linked to changes in adiposity (Jell
et al. 2007; Pirinen et al. 2007), and mice expressing re-
duced levels of nicotinamide N-methyltransferase
(NNMT]), which influences polyamine synthesis, are obe-
sity-resistant (Kraus et al. 2014). Consistent with these
observations and the increased level of spermidine in
Maf1~/~ tissues, the expression of Nnmt mRNA was
significantly reduced in the liver, as was the level of
NNMT protein in the liver and muscle (Fig. 6C,D; Supple-
mental Fig. S6C,D). NNMT methylates nicotinamide us-
ing S-adenosyl methionine (SAM) as a methyl donor.
Thus, in addition to its potential to affect SAM-dependent
methylation reactions and the supply of propylamine
groups for polyamine synthesis, NNMT can regulate the
availability of NAD" for cellular redox metabolism (Sup-
plemental Fig. S6A; Kraus et al. 2014). To examine this
issue, we measured the total cellular concentration of
NAD" in wild-type and Maf1~/~ livers and skeletal muscle
by liquid chromatography-mass spectrometry (LC-MS).
Consistent with the view that NAD* synthesis in the liver
is not limited by the activity of the nicotinamide salvage
pathway (Houtkooper et al. 2010; Kraus et al. 2014, the
level of NAD* in Maf1~/~ livers was the same as for
wild-type tissue (Fig. 6E). In contrast, the level of NAD*
was increased ~40% in Maf1~/~ muscle (Fig. 6E). Similar
increases have been reported in the muscles of mice
with a whole-body deletion of poly(ADP-ribose) polymer-
ase, a major consumer of NAD?, and in mice whose diet
has been supplemented with the NAD* precursor nicotin-
amide ribonucleoside (Canto et al. 2012; Houtkooper et al.
2012). Importantly, these animal models have increased
energy expenditure and are protected from HFD-induced
obesity. In light of these studies, it appears likely that
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Table 1. Quantitation of Northern blotting data on liver RNA

tRNA species Maft*/* Maft~~ P-value
Pre-tRNA n-Til6 1.00+0.08 {6) 2.98x0.09 {6) 0.00032
Pre-tRNA™ n-Ty?, 1.00=0.31 (3] 3.28x0.28 (5] 0.002
Pre-tRNA® n.T112, 1.000.12{3) 3.09+0.31{5) 0.0027
Mature tRNAY (CAA] 1.00:0.09 (6] 1.05+0.07 (6] 0.71
Mature tRNAMet 1.00£0.10{6) 1.04:0.09{6) 0.77
(CAT)
Mature tRNAS™ (CTC) 1.00=0.01{3] 1.060.05 (5] 0.4
Mature tRNAY [AAG) 1.00=0.07 (3] 1.02=0.02 {5} 0.74
Mature tRNAS® (GCT)  1.00=0.15 (3] 0.83=0.08 (5] 0.28
U6 snRNA 1.00+0.05{6) 1.09+0.03{6) 0.18
Ul snRNA 1.00£0.16 {6) 1.06+0.09 {6) 0.75

Oligonucleotide probes to various precursor and mature tRNAs
as well as U6 and Ul snRNAs were used to quantify RNA levels
in total liver RNA preparations from overnight-fasted mice. Hy-
bridization signals were normalized to U3 snRNA as in Figure 5.
The number of biological replicates is given in parentheses.

altered NAD* metabolism contributes to the obesity re-
sistance of Maf1 ™'~ mice.

Spermidine is a known inducer of autophagy in veast,
flies, worms, and mammalian cells, and enhanced auto-
phagy is critical for the life span-extending effects of
spermidine in these organisms (Eisenberg et al. 2009).
Accordingly, livers from overnight-fasted MafI~/~ mice
displayed increased autophagic activity compared with
controls, as shown by the elevated delivery of LC3-II-pos-
itive autophagosomes to lysosomes (net LC3-II flux) and
their subsequent lysosomal fusion (Fig. 6F-H; Klionsky
et al. 2007). Lysosomal degradation of proteins is consis-
tent with the observed increase in amino acid levels
(Fig. 6B; Supplemental Fig. S6B; Supplemental Table S1).
Inaddition, enhanced autophagic activity in the knockout
was also associated with increased colocalization of LC3
with BODIPY-stained LDs and increased sequestration
of hepatic LDs by LC3-II-positive autophagosomes (Fig.
61,]). Moreover, we observed a significant reduction in he-
patic triglycerides but not free hepatic glycerol in Maf1 '~
mice (Fig. 6K L). Together, these findings indicate activat-
ed mobilization of hepatocellular lipids via lipophagy
{Singh et al. 2009). Increased lipid consumption through
autophagy together with the increase in de novo lipogen-
esis in the Mafl~/~ liver [Fig. 4G) reveals contributions
to metabolic inefficiency and energy expenditure in the
mice via increased futile cycling of hepatic lipids. Finally,
Kaplan-Meier survival curves revealed a statistically sig-
nificant extension of mean and maximal life span for
female Mafl ™'~ mice, in accordance with the effects of
spermidine and autophagy in other model organisms
(Fig. 6M; Eisenberg et al. 2009). A similar trend was ob-
served for male mice (Supplemental Fig. SGE).

Discussion

Our work shows that the loss of Maf1, a ubiquitous global
regulator of transcription by RNA Pol III, significantly
impacts whole-body metabolism and energy expenditure
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Obesity resistance of Maf1 knockout mice

while providing health benefits. These benefits include
resistance to diet-induced obesity and nonalcoholic fatty
liver disease as well as an extension of life span that can
be attributed to previously documented effects of spermi-
dine on the induction of autophagy and longevity in yeast,
flies, and worms (Eisenberg et al. 2009). Obesity resistance
in Maf1~'~ mice is achieved through reduced food intake
and increased metabolic inefficiency. In this study, we fo-
cused on the metabolic component. At the whole-body
level, Maf1~"~ mice demonstrate metabolic inefficiency
by their reduced growth rate under paired-feeding condi-
tions (i.e., lower body weight despite equal caloric intake).
At the molecular level, metabolic inefficiency is apparent
from the increased synthesis and turnover (futile cycling)
of tRNAs and hepatic lipids. We infer that the increased
energetic cost of these processes alters the balance be-
tween fuel utilization and storage and contributes to the
lean phenotype. Additional factors contributing to the
energy expenditure and obesity resistance of the mice in-
clude the reduced expression of NNMT in the liver, mus-
cle, and potentially other tissues and downstream effects
on NAD" metabolism and/or the polyamine pathway
(Kraus et al. 2014, Liu et al. 2014). How the different mo-
lecular effects of the Mafl knockout are partitioned in
terms of energy expenditure and obesity resistance has
vet to be determined, but our current results already estab-
lish MAF1 as a novel and unconventional therapeutic tar-
get for the treatment of obesity and related diseases.

Reduced expression of Nnmt, which we observed in
the liver and muscle but not in eWAT, can increase the
level of SAM and/or SAM/SAH ratios and the supply of
nicotinamide {Supplemental Fig. S6A; Kraus et al. 2014).
Increased SAM levels in turn can lead to increased
polyamine synthesis, and, indeed, the liver and muscle
showed increased levels of polyamine pathway metabo-
lites, including spermidine. Perturbations of polyamine
pathway flux are associated with obesity resistance or
sensitivity in several mouse models (Jell et al. 2007; Piri-
nen et al. 2007; Kraus et al. 2014, Liu et al. 2014). In addi-
tion to oligonucleotide-directed knockdown of Nnmt,
which confers obesity resistance primarily by affecting
Nnmt expression in the liver and adipose tissue (Kraus
et al. 2014}, whole-body changes in polyamine catabolism
have been engineered by overexpression and underexpres-
sion of spermidine/spermine-N’-acetyltransferase (SSAT]
(Supplemental Fig. S6A). By increasing or decreasing
polyamine acetylation in these models, acetyl-CoA and
malonyl CoA pools were altered with corresponding
changes in fatty acid synthesis, fatty acid oxidation, and
body fat accumulation. These studies implicate enhanced
polyamine pathway cycling in the obesity resistance of
Maf1~'~ mice.

Elevated nicotinamide supply resulting from decreased
Nnmt can lead to increased NAD™ levels (Kraus et al.
2014), which we observed in muscle tissue. Multiple ge-
netic and pharmacological interventions that raise the
level of NAD* are known to enhance oxidative metabo-
lism and provide protection against diet-induced obesity
(Bai et al. 2011; Canté et al. 2012, Pirinen et al. 2014).
Along with its role as a cofactor in oxidoreductase
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Figure 6. Elevated amino acid and polyamine levels in Maf1 /" tissues correlate with induction of autophagy and life span extension. (A)
Two-dimensional score plot of principal components from PLS-DA of liver and skeletal muscle metabolite profiles from mice on a breeder
chow diet. The variance explained by each component is in brackets. Ellipses define regions of 95% confidence. (Green} Wild type (WT);
(red) knockout (KO). (B] VIP scores (>1.0 is considered significant) obtained by PLS-DA are plotted against the fold change in metabolite
concentration (normalized per milligram of tissue) in quadriceps. All metabolites had P-values <0.05 (n = 5 per group). {Green) Putrescine
and spermiding; {orange) amino acids; {maroon) glycerolphospholipids; (blue] C5 acylcamitine. (C) RT-qPCR analysis of polyamine path-
way gene expression in the livers (n = 5 per group) of chow-fed mice. () Normalized NNMT protein levels from Supplemental Figure 6, C
and D {n = 3 per group, chow-fed mice). (E) NAD" levels in the liver and quadriceps as determined by LC-MS (n = 5 per group, breeder chow-
fed mice). (F) Examination of autophagic flux in liver explants from mice on a breeder chow diet. The level of LC3-11, the lipidated autopha-
gosome-associated form of LC3, was monitored in the presence orabsence of lysosomal inhibitors {Inh). A representative blot is shown from
three biological replicates per genotype. (G) Net flux shows the normalized difference in LC3-I1 + Inh for each genotype (n = 3 per group). (H)
Rate of autophagolysosome fusion compares the normalized ratio of LC3-11 + Inh. (/) Immunoblots of liver homogenates (Hom) and hepatic
LD fractions. PLIN2 shows the equivalence of LD content, and GAPDH shows the lack of cytosolic contamination. (/) Colocalization
{white) of BODIPY 493/503-stained LDs (green} and LC3 (red) in overnight-fasted livers. Images are at the same magnification and are rep-
resentative of data from four wild-type and three Maf1 /~ mice. (K) Quantitation of liver glycerol {n =4 per group). (L) Quantitation of liver
triglycerides (n =4 per group). The data in F-L were from the same cohort of breeder chow-fed mice. (M) Kaplan-Meier survival curves of
female mice on a breeder chow diet {mean life span of wild type 113 wk, n=235 [black|; mean life span of Maf1 /= 121 wk, n =233 [red];
P =0.0054, log rank test; maximal life span assessed on the oldest quartile: 130 wk for wild type and 146 wk for Maf1 /~; P = 0.00013, t-test).

reactions, NAD" is a rate-limiting cosubstrate for the sir-
tuin family of NAD*-dependent deacetylases, which regu-
late the activity of several key transcription factors
controlling nuclear and mitochondrial metabolism
(Houtkooper et al. 2012). Our RNA-seq analysis of
Maf17/~ eWAT did not find any significant changes in
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gene expression for SIRT1 target genes (or other protein-
coding genes), but since Nnmt expression was not affected
in this tissue, NAD" levels may not have been elevated.
Gene expression and metabolic profiling of additional
Maf1~'~ tissues will further clarify the relationship be-
tween NNMT, NAD*, and metabolism in these mice.
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The finding that the synthesis of precursor tRNAs can
be increased 10-fold or more, depending on the gene and
the tissue, without significant changes at the level of ma-
ture tRNA suggests the existence of a robust homeostatic
mechanism to prevent the global accumulation of these
molecules. Although we did not explore the mechanism
of tRNA turnover, it seems likely that the large amount
of precursor tRNAs generated in the Maf knockout leads
to defects in tRNA processing and/or modification, and
such molecules—in particular hypomodified tRNAs—
are known to be rapidly degraded (Kadaba et al. 2004,
Alexandrov et al. 2006; Chernyakov et al. 2008; Wilusz
etal. 2011}. Even with rapid tRNA turnover largely offset-
ting elevated precursor tRNA synthesis, subtle changes in
the composition of the tRNA pool in the knockout are
likely (Dittmar et al. 2006; Ciesla et al. 2007; Pang et al.
2014), and this in turn has the potential to alter the expres-
sion of genes whose codon usage is sensitive to these
changes (Gingold et al. 2014). The recent identification
of unique translational programs for proliferation and dif-
ferentiation genes that reflect differences in codon usage
and corresponding changes in the tRNA pool (Gingold
etal.2014) may well apply in other situations such as met-
abolic disease and the response to stress. In this regard,
it is likely significant that the effect of deleting Maf1 on
Pol III gene transcription is not equal among different tis-
sues and thus may lead to tissue-specific effects on gene
expression.

The lower growth rate of Mafl ™~ mice is consistent
with their reduced feeding and metabolic inefficiency
but is strikingly different from the increased cell growth
and accelerated larval development seen upon Mafl
knockdown in Drosophila (Rideout et al. 2012). Im-
portantly, these Drosophila phenotypes were recapitulat-
ed in flies overexpressing tRNAM®, which promoted
growth by stimulating protein synthesis. Qur examina-
tion of tRNAM®* levels in multiple mouse tissues found
no evidence of its overexpression and thus provides a
logical explanation for the growth-related phenotypic
difference.

The normal levels of tRNAMt in Maf1 ~/~ mice are also
consistent with these mice not being prone to tumorigen-
esis, as demonstrated by their extended life span. Until
now, the tumorigenic potential of a Maf! knockout in
mammals has been an open, intriguing question given
(1) substantial correlative data linking deregulated Pol IIT
transcription and increased tRNAM®® levels to cell trans-
formation and tumorigenesis (White 2008; Pavon-Eternod
etal.2013), (2] the requirement for elevated levels of Pol IIT
transcripts for Myc-driven tumorigenesis (Johnson et al.
2008), and (3) the ability of Mafl overexpression to sup-
press anchorage-independent growth of transformed cells
and tumor formation in a xenograft mouse model (John-
son et al. 2007; Palian et al. 2014). While the mouse
Mafl knockout does not promote tumorigenesis or add
to the role of Pol Il transcription in the development of
cancer, the likely explanation and important insight is
that not all interventions that increase Pol III synthesis
are capable of increasing the level of tRNAM¢ or other ma-
ture tRNAs.
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Obesity resistance of Maf1 knockout mice

Studies in mammalian cells and worms have recently
reported that perturbing the expression of MAFI affects li-
pogenesis (Khanna et al. 2014; Palian et al. 2014). Notably,
RNAi-mediated knockdown of MAF1 increased de novo
lipogenesis in these studies, consistent with our observa-
tions in the livers of MafI '~ mice (Fig. 4G|. However, the
apparent mechanism and the net effect on lipid accumula-
tion in these studies differ from our findings. Whereas
Mafl overexpression or knockdown had reciprocal effects
on the mRNA levels of key lipogenic enzymes (e.g., fatty
acid synthase [FASN]) in worms and mammalian cells
(Khanna et al. 2014; Palian et al. 2014, we did not detect
significant changes in FASN expression in the liver by
either RT-qPCR or Western blotting (RD Moir and A
Byrnes, unpubl.). Also, liver triglycerides were lower
(Fig. 6L), not higher, in the knockout mice, in keeping
with the induction of lipophagy, the increase in whole-
body energy expenditure, and the lean phenotype. At the
present time, we can only speculate about the basis of
the differences between our results and these other stud-
ies. Possibilities include partial versus complete ablation
of Maf1, differences in diet and/or nutrients supplied in
growth media, and effects due to short-term versus long-
term changes in gene expression and/or metabolism.

The obesity and fatty liver disease resistance of the
whole-body Mafl knockout may have, in part, a basis in
metabolic inefficiency similar to that of the liver-specific
knockout of NML. Hepatic NML deficiency leads to obe-
sity resistance due to a failure to repress rDNA transcrip-
tion by RNA Pol I, the main consumer of nucleotides
among the RNA polymerases (Oie et al. 2014). This effect
is extreme on a HFD. Thus, it appears that the normal
function of NML and MAF1 in transcriptional repression
by RNA Pol I and Pol III, respectively, is critical for the
conservation of metabolic energy and the storage of excess
calories as fat. The liver-specific phenotype of the NML
knockout coupled with differences in nucleotide con-
sumption between PolTand Pol IIT (~60% vs. 15% in grow-
ing cell populations) argues that a knockout of Maf1 in any
single tissue is unlikely to generate the full complement of
phenotypes or provide the same level of protection against
diet-induced obesity as the whole-body knockout. For
MAF1, the overall health benefit is likely to be derived
from reducing food intake and spreading the increase in
energy expenditure over virtually every cell in the body.

In summary, our findings indicate that obesity resis-
tance in MafI~/~ mice is achieved through multiple mech-
anisms. In addition to the loss of repression of RNA Pol ITT
transcription and the futile cycling of tRNAs in the whole
animal, other contributions to energy expenditure are pro-
vided by the futile cycling of hepatic lipids and potentially
polyamines, with enhanced oxidative metabolism en-
abled by the elevated level of NAD®. Both direct and indi-
rect effects of the Mafl knockout on gene expression are
involved, and we suggest that changes in some processes
may be driven by an increase in the demand for nucleo-
tides. Finally, we note that the lower caloric intake of
the mice may be due to the loss of MAF1 function in the
brain and/or may reflect a differential response of the
CNS to factors secreted from peripheral MafI /= tissues.
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Materials and methods

Animals

All experiments involving mice were performed using protocols
approved by the Institutional Animal Care and Use Committee
{IACUC] of the Albert Einstein College of Medicine or the Veter-
inary Office of the Canton of Vaud {SCA-EXPANIM, Service de la
Consommation et des Affaires Vétérinaires, Epalinges, Switzer-
land) in accordance with the Federal Swiss Veterinary Office
guidelines. MafI*/~ mice were generated in the C57Bl/6] back-
ground {Ozgene). Details of the targeting vector, breeding,
housing, and diets are given in the Supplemental Material. All ex-
periments were performed with male mice except for body
weight {growth rate} and life span studies, which were performed
with animals of both sexes.

Histology and cell size and cell number determination

Adipose and liver samples were fixed in 10% buffered formalin
prior to paraffin-embedding, sectioning, and staining by hematox-
ylin and eosin {H&E). Livers were frozen in OCT cryo-embedding
medium for Oil-Red-O staining. Adipose cell volume was deter-
mined from measurements of the cell radius {>2.50 cells per con-
dition, two mice per genotype, v = 4/3nr®). Error estimates of the
cell radius were propagated to volume as 4mr>. Cell numbers were
determined by dissecting and weighing eWAT fat pads from
chow-fed mice {12 mo of age). A tissue sample {100 mg) was di-
gested with collagenase, the mixture was centrifuged at 200g
for 10 min, and the cells in the supernatant were counted in a
hemocytometer.

Body composition, fecal lipids, and indirect calorimetry

Body composition was determined by EchoMRI. The lipid con-
tent of mouse feces was determined by gravimetry with [4C]
triolein as a radioactive tracer to normalize for the recovery
of neutral lipids {Argmann et al. 2006). Measurements of food
intake, oxygen consumption, CO, production, respiratory ex-
change ratio {RER}, and locomotor activity were performed using
an indirect calorimetry eight-cage system {Oxymax) as described
in the Supplemental Material.

Mitochondrial respiration

Oxvygen consumption in liver homogenates of HED-fed mice was
measured using the Oxygraph-2k {Oroboros Instruments). Mito-
chondrial complexes 1 and 2 were stimulated by injection of 5
mM pyruvate, 2 mM malate, 10 mM glutamate, 2.5 mM ADP,
and 10 mM succinate followed by inhibition of the mitochondrial
complex 1 by injection of 0.5 uM rotenone.

Insulin secretion and content

Pancreatic islets were isolated from 17-wk-old mice by digestion
with collagenase and separation of exocrine tissue {Gotoh
et al. 1987). After 24 h in suspension culture, the islets were dis-
tributed into wells {five islets per well) of a 12-well plate, incub-
ated for 1 h at 37°C at a low-glucose concentration {2.8 mM)],
transferred into wells containing 2 or 20 mM glucose in triplicate,
and incubated for another hour. The islets were then separated
from the supernatant and lysed in acidic ethanol to extract the in-
sulin. Insulin content of the islets and the supernatant was deter-
mined, and insulin secretion was expressed as percent of insulin
content.

944 GENES & DEVELOPMENT

51

Hyperinsulinemic-euglycemic clamp

A dual tracer clamp {[3-*H]glucose infusion and 2-deoxy-d-[1-14C]
glucose bolus) was performed in 3-mo-old male mice. Mice re-
ceived an indwelling silicone catheter in the femoral vein and
were allowed to recover for 4-7 d before a hyperinsulinemic—
euglycemic clamp study was conducted {see the Supplemental
Material). Rates of basal and insulin-stimulated glucose disposal
and hepatic glucose production were determined by the [3-*H]glu-
cose dilution method.

Metabolite profiling

Biocrates AbsoluteIDQ pl180 analysis of metabolites in plasma
was performed according to the manufacturer’s instructions.
Plasma was prepared from retroorbital bleeds of overnight-fasted
mice {19 wk of age). Tissue samples from overnight-fasted mice
(22-24 wk of age) were freeze-clamped in liquid nitrogen and
ground to powder with a mortar and pestle on dry ice. The pow-
dered tissue {50-100 mg) was extracted for analysis. NAD" levels
were determined by LC-MS. Metabolites with CVs »30% were
excluded from the analysis. Supervised PLS-DA was performed
using MetaboAnalyst or SIMCA-P software.

Assays of lipogenesis and lipolysis

Lipogenesis and cholesterol synthesis were measured with deu-
terated water as a tracer {Vaitheesvaran et al. 2012). Mice were
provided with 6% D,0 in their drinking water for 5 d. Palmitate
in liver triglyceride and cholesterol was analyzed by gas chroma-
tography-MS {GC-MS) to determine DO enrichment relative to
body water. Lipolysis assays were performed on epididymal fat
pads harvested from preprandial ad libitum-fed mice {Marcelin
et al. 2012). Glycerol concentration was measured using a coloz-
imetric assay kit {Cayman Chemical).

Tissue extracts and Western blotting

BAT and WAT were homogenized in lysis buffer {50 mM Tris-
HClat pH 7.4, 1 mM EDTA, 1 mM EGTA, 50 mM NaF, 10 mM
sodium glycerophosphate, 20 mM sodium pyrophosphate} con-
taining Complete Mini and PhosSTOP {Roche). Samples were
spun at 14,000g for 15 min at 4°C, and the interphase was trans-
ferred to a new tube. Triton was added to 1% {v/v], and samples
were incubated for 30 min at 4°C with agitation and then centri-
fuged as above to obtain the supernatant. Extracts from other tis-
sues were prepared in RIPA buffer with inhibitors. Protein
concentrations were determined by BCA assay (Pierce). Details
of the antibodies used are provided in the Supplemental Material.

RNA-seq analysis

Epididymal adipose tissue was harvested and freeze-clamped in
liquid nitrogen from overight-fasted 22- to 24-wk-old mice
maintained on a breeder chow diet. Total RN A was prepared {Qia-
gen miRNeasy) and digested with DNase I, and RNA quality was
assessed by capillary electrophoresis {Agilent 2100 Bioanalyzer).
Library preparation and directional RNA-seq were performed at
the Einstein Epigenomics Core Facility. Data analysis is de-
scribed in the Supplemental Material. RNA-seq data have been
deposited in NCBI’s Gene Expression Omnibus under accession
number GSE65976.

Northern blotting and in vivo labeling of RNA

Tissue samples {50-100 mg, flash-frozen in liquid N,) were
homogenized into Qiazol lysis reagent {Qiagen), and RNA was
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purified according to the manufacturer’s directions. RNA was
precipitated twice, quantified, and resolved by denaturing poly-
acrylamide electrophoresis before electrophoretic transfer to
Nytran Plus membranes {GE Healthcare) and hybridization
with [32P|-end labeled oligonucleotide probes at 42°C {Li et al.
2000). tRNA signals detected by phosphorimaging were quan-
tified and normalized to U3 snRNA to compare expression
in wild-type and knockout samples. For in vivo labeling, mice
{23 wk of age}] maintained on a breeder chow diet were fasted
overnight and injected ip. with 0.5 mCi **P-orthophosphate
(carrier-free) in Tris-buffered saline. After 4 h, the animals were
sacrificed, tissues were dissected and freeze-clamped, and total
RNA was prepared for electrophoresis on denaturing polyacryl-
amide gels.

Autophagy assays

In vivo LC3 autophagic flux analyses determined the amount of
LC3-II that accumulates in lysosomes when exposed to lysosomal
inhibitors, 20 mM ammonium chloride, and 100 pM leupeptin.
Briefly, freshly harvested liver explants were rapidly placed in
dishes containing high-glucose DMEM in the presence or absence
of inhibitors and transferred to a CO, incubator for 2. h at 37°C
and 5% CO,. Following incubation, explant lysates were generat-
ed and subjected to immunoblotting for LC3. Autophagic flux,
expressed as rate of autophagolysosome fusion, was determined
by the ratio of normalized intensities for LC3-II in inhibitor-treat-
ed versus untreated explants. Net flux was determined by sub-
tracting the normalized intensity of untreated LC3-II from the
corresponding inhibitor-treated value. Mouse liver LD fractions
were isolated as previously described {Singh et al. 2009). Methods
for immunohistochemistry are described in the Supplemental
Material.

Liver glycercl and triglyceride analyses

Liver glycerol was measured in tissue aqueous homogenates. Tri-
glyceride content was analyzed in liver samples subjected to lipid
extraction in a 2:1 chloroform:methanol mixture containing
0.05% sulfuricacid for 24 h at —20°C. Tissue glycerol and triglyc-
eride analyses were carried out using a commercial kit from
Sigma-Aldrich as per the manufacturer’s instructions.

Statistics

Results are expressed as mean + SEM. Differences between ani-
mals and/or treatments were tested for statistical significance us-
ing Student’s unpaired t-test unless otherwise indicated.
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SUPPLEMENTAL MATERIAL LIST

Figure S1. Targeting, genotyping, breeding and phenotyping. Related to Figure 1.

Figure S2. Body weights of MafI null mutant mice created using a targeted zinc finger
nuclease. Related to Figure 1.

Figure S3. Locomotor activity, respiratory exchange ratios, mitochondrial copy number
and complex abundance. Related to Figure 2.

Figure S4. Targeted metabolite profiling of plasma. Related to Figure 4.

Figure S5. Maf1 “ mice do not expend energy by inducing UCP1-mediated adaptive
thermogenesis or activating rRNA synthesis. Related to Figure S.

Figure S6. Polyamine pathway, liver metabolites and lifespan of male wild-type and Aaf1 *
mice. Related to Figure 6.

Table S1. Metabolite concentrations in plasma, skeletal muscle and liver. Related to Figure 4
and Supplemental Figures S4 and S6.

Table S2. RNA-seq analysis of wild-type and Mafl KO eWAT. Related to Supplemental Figure
SS.

Table S3. Pol III transcriptome RNA-seq scores. Related to Figure 5.

SUPPLEMENTAL MATERIALS AND METHODS

SUPPLEMENTAL REFERENCES
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SUPPLEMENTAL FIGURE LEGENDS

Figure S1. Targeting, genotyping, breeding and phenotyping. (A) Schematic of the construct
used to direct homologous recombination at the Maf7 locus in ES cells. (B) PCR genotyping of
tail DNA. Diagnostic products for Mafl o (421 bp) and Mafl " (376 bp). (C) RT-qPCR of Mafl
and B-actin mRNAs from wild type and Maf! ” mouse embryo fibroblasts (Reina et al., 2006).
n.d. : not detected. (D) Frequency of genotypes from heterozygous crosses. (E) Fertility and
fecundity in homozygous crosses. (F) Body weights of Mafl ** and Mafl 7 female mice fed ad
libitum on breeder chow (mean + s.e.m.). (G) H&E-stained sections of eWAT and oil red O-
staining of liver are compared as indicated. Images are at the same magnification and include a
100 pm scale bar. Average cell diameters and estimated cell volumes were determined from

multiple fields (see Materials and Methods and Fig. 11).

Figure S2. Body weights of AMafI null mutant mice created using a targeted zinc finger
nuclease. (A) Schematic of the Aaf1 locus before and after zinc finger nuclease genome editing.
The targeted Fok1 cutting site in the wild type Aaf] sequence is indicated in red. Edited alleles
are indicated in blue and the new amino acid sequences are in green followed by a asterisk
representing the stop codon. Green and red polygons correspond to the start and the end of the
wild type Mafl coding sequence. (B) Body weights of male wild type and A/af] null mice from

homozygous crosses fed ad libitum on a high fat diet (mean + s.e.m.).
Figure S3. Locomotor activity, respiratory exchange ratios, mitochondrial copy number

and complex abundance. (A) Total locomotor activity (IR beam breaks in the X and Z

dimensions) of high fat pair-fed mice during the light and dark cycle (daily averages from 5 days
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in metabolic cages, n = 4 per group). (B) Respiratory exchange ratios of high fat pair-fed mice
during the light and dark cycle (daily averages from 3 days in metabolic cages, 7 = 4 per group)
(C) Mitochondrial copy number in mouse liver was calculated using two different mitochondrial
genes (CytB and ND1) relative to the nuclear H19 gene (1 = 9 per group). (D) Representative
proteins in different complexes of the electron transport chain were examined in total mouse

liver homogenates using MitoProfile® Total OXPHOS Rodent WB Antibody Cocktail.

Figure S4. Targeted metabolite profiling of plasma. The Biocrates Absolute/DQ p180 system
was used to quantify the levels of 186 metabolites representing glycerophospholipids,
sphingolipids , acyl carnitines, amino acids and other biologic amines. Mice (4 months of age)
were fasted overnight and retro-orbital bleeds were taken to prepare plasma. Multivariate partial
least squares discriminant analysis (PLS-DA) was performed (MetabolAnalyst) on 159
metabolites that returned values for each of the five wild-type and five knockout plasma samples.
(A) 2D score plot of principal components 1 and 2 shows that wild-type and M af]'/ “mice are
readily distinguished by their plasma metabolite profiles (ellipses define the region of 95%
confidence). Leave one out cross validation indicates that the data is best described by a single-
component (accuracy 0.8, R2 0.88, Q2 0.54). (B) Fold change in plasma metabolites (KO/WT).
The top 31 scoring plasma metabolites are rank ordered, top to bottom, by p value (p values <

0.05). Metabolite concentrations and p values are provided in Supplemental Table S1.
Figure S5. Maf1 “mice do not expend energy by inducing UCP1-mediated adaptive

thermogenesis. (A) RNA-seq analysis of eWAT. The MvA plot shows the log2 fold change

(KO/WT) versus the log2 average abundance (counts per million reads) for uniquely mapped
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reads obtained from biological triplicate RNA samples. Statistical analysis of differential gene
expression was performed using EdgeR (Supplemental Table S2). The output was filtered by
requiring a >two-fold difference in gene expression, an adjusted p value <0.05 (EdgeR) and
>50 reads (normalized) per KO sample for up-regulated genes or >50 reads per WT sample for
down-regulated genes. The 13 genes satisfying these criteria are highlighted in red. Due to the
sensitivity of EdgeR to outliers, differential gene expression was also evaluated using DESeq.
None of the 13 genes scored as statistically significant using this approach. (B) Western blotting
of UCP1 and B tubulin in brown adipose tissue. Animals were housed at 22°C and fed ad libitum
on a breeder chow diet. (C) UCP1 signal intensities from panel B were quantified and
normalized to B tubulin. (D) Western blotting of UCP1 in white adipose tissue. Animals were
raised as in panel B. BAT lysate was loaded as a positive control. (E) Body temperature of
animals housed at 22 °C (7 = 7 mice per group). (F) A cold stress test was performed by placing
the mice at 4 °C in individual cages without bedding or food and measuring their body
temperature using a rectal thermocouple microprobe (Physiotemp IT-23) at hourly intervals.
Four mice at 5 months of age were used per group. WT, blue; KO, orange) (G) Quantitation of
TBP expression in total liver RNA was performed as in Fig. 6C (n = 5 per group). (H) Western
blotting of TBP in nuclear extracts from WT and Mafl KO liver. (I) Pre-rRNA levels in liver
were calculated in the chow-fed and the fasted (16 hr) state by RT-qPCR using primers specific
for the 5' external transcribed spacer with normalization to GAPDH (n =3 WT fed, n=2 WT
fasted and KO fed, n = 4 KO fasted). Comparable results were obtained using cyclophilin for
normalization. (J) Quantitation of total tRNA ratios (KO/WT) relative to 5.8S rRNA in different

tissues from ethidium bromide-stained denaturing polyacrylamide gels (n# = 7 per group for liver,
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n =2 per group for eWAT and brain, other tissues represent single determinations). Values are

presented as the mean + SEM.

Figure S6. Polyamine pathway, liver metabolites and lifespan of male wild-type and AMaf1 "
mice. (A) Polyamine biosynthetic pathway showing inputs from amino acids, methionine,
arginine and ornithine along with enzymes and cofactors (Ac-CoA, acetyl coenzyme A; SAM,
S-adenosyl methionine, dcSAM, decarboxylated SAM; SAH, S-adenosyl homocysteine; Nam,
nicotinamide; Me-Nam, N-methyl Nam). The ability of NNMT (green) to influence polyamine
(blue) synthesis by affecting the availability of SAM is indicated. (B) Variable importance in
projection (VIP) scores (>1.0 is considered significant) obtained by PLS-DA of liver metabolite
profiles (Biocrates p180) are plotted against the fold change in metabolite concentration
(normalized per mg tissue) (p < 0.05, n =5 per group). Spermidine, green; amino acids, orange;
glycerophospholipids, maroon; acylcarnitines, blue. Ornithine, an amino acid precursor for the
polyamine pathway is indicated by a dotted circle. Metabolite concentrations and p values are
provided in Supplemental Table S1. (C) Immunoblot of liver NNMT and vy tubulin. (D)
Immunoblot of NNMT and y tubulin in quadriceps. Data in panels C and D are quantified in Fig.
6D. (E) Kaplan-Meier survival curves of male mice (mean lifespan WT 109 weeks, n =21,

black; Maf]'/' 120 weeks, n =32, red, p = 0.24 logrank test).

SUPPLEMENTAL TABLES
Table S1. Metabolite concentrations in plasma, skeletal muscle and liver. Concentrations +
SEM, fold change and p values are tabulated for the top scoring 31 metabolites in plasma, 28

metabolites in skeletal muscle and 22 metabolites in liver determined using the Biocrates
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Absolute/DQ p180 system. Data are represented graphically in Fig. 4 and in Supplemental Figs.

S4 and S6.

Table S2. RNA-seq analysis of wild-type and Mafl KO eWAT.

This table contains raw and normalized RNA-seq read count data and EdgeR analysis of
differential gene expression for reads that were uniquely mapped using HTseq-count. Data are
represented graphically in Supplemental Fig. S5A.

Table S3. Pol I11 transcriptome RNA-seq scores.

This table contains RNA-seq scores for Pol III transcribed genes (see Materials and Methods).

Data for precursor and mature tRN As are represented graphically in Figs. 5A and 5B.

SUPPLEMENTAL MATERIALS AND METHODS
Animals, diets and analysis of lifespan

The Mafl targeting vector (Figure S1A) using for homologous recombination contained
loxP sites in intron 1, 481 bp 5' of the start codon and in exon 8, 221 bp 3” of the stop codon.
Chimeric mice were crossed to C57Bl/6 mice expressing Cre recombinase to obtain germ line
transmission of the knockout allele. Wild-type and homogygous knockout mice were obtained by
further breeding. The majority of the experiments were performed on animals obtained from
homozygous crosses. Genotyping primers were Mafl fwd: 5 AGG CTT GCA GGG CAG CAA
TG 37, Mafl WT rev: 5 CAC TGG CTG ACA GGG AGA TG 3’ and Mafl KO rev: 5’ TGG
CCC TTA GAG CTG GAG TG 3°. Mice were housed in barrier facilities at 22°C witha 12 h
light/dark cycle and were fed ad libitum unless otherwise stated on a standard chow diet (KLIBA
NAFAG #3436, 13% calories from fat), a breeder chow diet (PicoLab Rodent Diet 20, #5058,

21% calories from fat) or a high fat diet (Bio-Serv, 60% calories from fat). For pair-feeding, a
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limiting amount of HFD (2.2 g per day) was determined for AZaf] " mice from ad libitum feeding
studies. Mice at 10 weeks of age that had been maintained on breeder chow were housed
separately in standard cages and provided with pre-weighed high fat pellets every evening for
eight weeks. Body weight was measured every three days. For lifespan studies, mice were
maintained on breeder chow, ad libitum, until their natural end of life. A small number of
animals were euthanized based on a veterinarian’s independent assessment in accordance with
AAALAC guidelines. These animals are represented in the lifespan analysis only if the condition
of the animal was considered incompatible with continued survival.

A construct coding for a zinc finger nuclease targeting the AMaf! gene, as well as
corresponding mRN A, were obtained from Sigma-Aldrich (CompoZr®). Mice were produced by
the Transgenic Mouse Facility of the University of Lausanne by injection of the zinc finger
nuclease mRNA at a concentration of 40 ng/ul (Meyer et al. 2010). A total of 782 injected
oocytes were transferred to 29 pseudopregnant females, of which 12 became pregnant and gave
birth to 61 live pups. To detect founders, DNA was extracted from toe clips and mutations were
identified by DNA sequencing with the primers Fwd 5°- ATG ACT CTG CCT GCG TTC TT-3°
and Rev 5’-ACT CAT TGA GGG TGG CAA TC-3".

Indirect calorimetry

Mice were housed individually at 22°C with a 12 h light/dark cycle and allowed to
acclimate for 48 h before data collection. Gas exchange measurements were made under the
following Oxymax system settings: air flow, 0.6 I/min; sample flow, 0.5 I/min; settling time, 55
sec; measuring time, 5 sec. Energy expenditure was calculated as recommended by the

manufacturer using the following formulas. Heat = CV x VO2 and CV =3.815 +1.232 x RER
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where CV is the calorific value and RER is the respiratory exchange ratio. Calculations of energy
expenditure were normalized for lean body mass.
Hyperinsulinemic-Euglycemic Clamp

The hyperinsulinemic-euglycemic clamp study was conducted over 180 min. in awake,
freely moving mice following a 5 h fast. HPLC-purified [3-’H]-glucose (NEN Life Sciences,
Boston, MA) was prime-infused throughout the clamp [5 pnCi bolus, followed by 0.05 uCi/min
(basal) and 0.1 uCi/min (clamp)] to estimate the glucose disposal rate and hepatic glucose
production. After an 80 min. basal period, a blood sample was collected from the tail tip for
determination of basal glucose disposal rate (which equals basal hepatic glucose production in
basal conditions). The clamp was initiated by prime-infusion of human insulin (Actrapid, Novo
Nordisk, Denmark, 25mU/kg bolus, then 2.5 mU/kg/min), and 50% glucose was infused at
variable rates and adjusted every 10 min. to clamp plasma glucose levels around 120 mg/dL as
measured by glucometers on 2 ul blood samples (Ascensia Breeze2, Bayer Healthcare,
Switzerland). After a 2 h stabilization period, blood was sampled from the tail tip 5 times at 10
minutes intervals for determination of glucose turnover under hyperinsulinemic, steady-state
conditions. Hepatic glucose production (HGP) was measured as the difference between the
Glucose Disposal Rate (GDR) anf the Glucose Infusion rate (GINF).
Western blotting and antibodies

Cell extracts (50 ug protein) were resolved by 7-11% SDS-PAGE and transferred to
nitrocellulose membranes for antibody probing and detection with an Odyssey imager (LI-COR).
Primary antibodies were obtained against HSL, phospho-HSL and L.C3 (Cell Signaling
Technology), UCP1 (Abcam ab47687), Nnmt (H-68, Santa Cruz Biotechnology), PLIN2,

(OriGene Technologies, Inc.), a and y tubulins (clone B-5-1-2 and GTU-88, Sigma- Aldrich),
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GAPDH (GeneTex, GT239), and HADC (Abcam ab7030). Antibodies against full-length
recombinant TBP were raised in rabbits. MitoProfile® Total OXPHOS Rodent WB Antibody
Cocktail was from Abcam. Secondary antibodies were from LI-COR.
Mitochondrial-nuclear DNA ratio measurement.

Total DNA was isolated from the livers of 9 WT and 9 Mafl " (3 months old) mice under
HFD with the Nucleospin kit from Macherey-Nagel. gPCRs were performed with equal amounts
of DNA from each sample using SYBERGreen Master mix (Roche) and 5 uM of the following
primers: mouse mitochondrial DNA measurements: Cyt B [forward, 5’-GTG AAC GAT TGC
TAG GGC C-37; reverse, 5’- CGA TTC TTC GCT TTC CAC TTC AT-3’], and ND1 [forward,
5’- CTC TTA TCC ACG CTT CCG TTA CG-37; reverse, 5’-GAT GGT GGT ACT CCC GCT
GTA-3’]; mouse nuclear DNA measurements: H19 [forward, 5°’-GTA CCC ACC TGT CGT CC-
3’; reverse, 5’-GTC CAC GAG ACC AAT GAC TG-3’]. Ratios of CytB:H19 and Nd1:H19
were calculated.
RNA-seq analysis of pol II and pol III transcriptomes and RT-qPCR

Three biologically independent samples (RNA integrity numbers >7.5, Agilent
Bioanalyzer) from wild-type and AMaf] " mice were sequenced. For analysis of the pol II
transcriptome, uniquely mapped reads were aligned to the mouse genome (mm9) and counted
using GSNAP and HTseq-counts, respectively (Wu and Nacu 2010;Anders et al. 2014).
Normalization and statistical evaluation of differential gene expression was performed using
EdgeR and DESeq (Robinson et al. 2010;Anders et al. 2013). In the analysis of the pol III
transcriptome, sequence tags were mapped in three sequential steps. The first mapping was
performed with Bowtie on the Mm9 Mouse genome assembly release. The tags left unmapped

were then aligned with BLAT on the pol III loci listed in Table S3. As twenty four tRNA genes
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contain introns, the remaining tags were aligned in a third round with BLAT to sequences
corresponding to spliced tRNAs. The results of the three alignment steps were pooled and the
tags aligning in the pol III loci listed in Table S3 were counted. The tags were scaled to the total
number of tags aligning in pol II genes, and tags with multiple matches in the genome were
given a weight corresponding to the number of matches divided by the number of times they
were sequenced. Scores corresponding to the log2 of tags per gene were then calculated. Tags
were considered derived from precursor tRNAs when they extended either upstream or
downstream of the mature tRNA coding region or overlapped with tags extending upstream or
downstream of the tRNA coding region or for tRNA genes containing an intron, when they
contained intron sequences. Sequence tags were considered derived from mature tRNAs when
they had 5” and 3 ends that mapped entirely within the mature RNA, and for tRNA genes
containing an intron, when they spanned the exon-exon junction. For the differential analyses,
two different approaches were used. In the first, we fitted the generalized linear model (GLM)
from EdgeR(Robinson et al. 2010) on the scaled tag counts per gene for the three AMaf] 7 versus
the three WT samples; in the second, we applied the limma linear model fitting(Smyth
2004;Smyth et al. 2005) on the log2 of the scaled tag counts per gene, again for the three Aaf! -
versus the three WT samples. RT-qPCR was performed using SybrGreen detection as described
previously (Reina et al. 2006). For the measurement of pre-rRNA, primers specific for the 5'
external transcribed spacer were employed as reported previously (Oie et al. 2014). Differential
gene expression was calculated using the AACt method using GAPDH as the internal reference.
Quantitation of total tRNA

Total RNA (5 ng) was resolved on denaturing polyacrylamide gels, stained with ethidium

bromide, imaged and quantified using ImageQuant software. Amounts of total tRNA were
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normalized to 5.8S rRNA. The intensity of tRNA and 5.8S rRNA staining was empirically
determined to be in the linear range under these conditions.
Immunohistochemistry and fluorescence microscopy

Liver sections were stained for LC3B (Cell Signaling Technology, Inc., MA, USA)
overnight at 4°C and incubated with Alexa Fluor® 647 Goat Anti-Rabbit secondary antibody for
1hr at room temperature (RT). For lipid droplet detection, sections were incubated with BODIPY
493/503 for 20 min. at RT. Images were acquired using a Leica DMI6000B
microscope/DFC360FX 1.4-megapixel monochrome digital camera (Leica Microsystems,
Germany) with a X100 objective/1.4 numerical aperture. All images were acquired at same
exposure times. Image slices of 0.2um thickness were captured and deconvolved using the Leica
MetaMorph acquisition/analysis software. All images were prepared using Adobe Photoshop and
subjected to identical post-acquisition brightness/contrast effects. Native images were processed
with the “colocalization finder” plugin of the NIH Imagel software, and areas of colocalization

are shown as white pixels.
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Supplemental tables S1, S2, and S3 can be found online at the address:
http://genesdev.cshlp.org/content/29/9/934/suppl/DC1
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Chapter III - Development of a method

to normalize ChIP-seq data

Abstract

In the mouse, Pol 3 transcribes more than 600 genes involved in different molecular
functions. Pol 3 activity can be measured by chromatin immunoprecipitation
performed with antibodies directed against Pol 3 subunits followed by deep
sequencing (ChIP-seq). ChIP-seq allows the identification, genome wide, of the Pol 3
binding sites but should in principle also allow the quantification of the level of Pol 3
binding onto the different loci. Theoretically, after normalization of the data, the user
should be able to compare the levels of occupancy among different conditions or
different cell types. Highly used normalization methods always include, as a first step,
a scaling to the total number of sequenced tag to correct for sequencing depth, often
followed by quantile normalization to identify specific enriched regions for a given
condition. When I started this project, a previous post-doctoral fellow in our group
had monitored Pol 3 occupancy in mouse liver every four hours around the clock
using ChIP-seq to check for the effects of the circadian clock on Pol 3 activity.
However, applying the normalization methods described above, no significant
changes in Pol 3 activity were found around the clock. We realized that although the
standard normalization methods are efficient to define a set of enriched genes, they
fail to identify global changes in which all the genes are enriched for a factor in one
condition compared to another, a situation likely to occur for Pol 3 genes. To be able
to monitor global changes, we sought to use an internal control that would allow us to
normalize samples between different conditions. We added a small amount of
chromatin (spike) from a foreign organism (in our case, spiking human chromatin
into mouse chromatin) at the earliest possible step in the experiment and used the
signal of the spike chromatin to normalize the data. This method relies on the

antibody used for the immunoprecipitation working efficiently with both species.
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For a “perfect” experiment, the spiked material should be added before sonication,
ensuring that both chromatins are sheared similarly. However, working with an
animal tissue (i.e. mouse liver) complicated the cell number quantification, making it
difficult to be accurate for the addition of the spiked material. We therefore decided
to add the spike chromatin just after sonication of the mouse liver chromatin, using
DNA concentration for quantification. I developed the experimental part of the
method, and the analysis was performed in collaboration with the group of Mauro
Delorenzi (Swiss Institute of Bioinformatics). We defined which percentage of spiked
material was optimal for the normalization and also tested how different extents of
chromatin sonication impacted on the normalization. We observed that the spike-
adjustment method improved reproducibility between replicate samples and, more
importantly, revealed changes in global occupancy between different conditions that
were not seen with the previous methods of normalization. We validated the method
using antibodies directed against Pol 2 and Pol 3 subunits to show that the usefulness
of the spike-adjusting method to normalize ChIP-seq data was not limited to a single
antibody. The method development, the step-by-step analysis, and the results are

described in the attached paper.
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Quantifying ChlIP-seq data: a spiking method
providing an internal reference for sample-to-sample

normalization
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Chromatin immunoprecipitation followed by deep sequencing (ChIP-seq) experiments are widely used to determine,
within entire genomes, the occupancy sites of any protein of interest, including, for example, transcription factors, RNA
polymerases, or histones with or without various modifications. In addition to allowing the determination of occupancy
sites within one cell type and under one condition, this method allows, in principle, the establishment and comparison of
occupancy maps in various cell types, tissues, and conditions. Such comparisons require, however, that samples be
normalized. Widely used normalization methods that include a quantile normalization step perform well when factor
occupancy varies at a subset of sites, but may miss uniform genome-wide increases or decreases in site occupancy. We
describe a spike adjustment procedure (SAP) that, unlike commonly used normalization methods intervening at the
analysis stage, entails an experimental step prior to immunoprecipitation. A constant, low amount from a single batch of
chromatin of a foreign genome is added to the experimental chromatin. This “spike” chromatin then serves as an internal
control to which the experimental signals can be adjusted. We show that the method improves similarity between rep-

licates and reveals biological differences including global and largely uniform changes.

[Supplemental material is available for this article.]

In chromatin immunoprecipitation (ChIP) followed by deep se-
quencing (ChIP-seq) (Barski et al. 2007; Johnson et al. 2007a;
Mikkelsen et al. 2007), chromatin is first treated, within intact
cells, with a cross-linking reagent such as formaldehyde. The cross-
linked chromatin is then isolated and fragmented, often by soni-
cation, and used as starting material for immunoprecipitations
with antibodies directed against the factors of interest. The im-
munoprecipitated material, containing the protein targeted by the
antibody as well as any DNA cross-linked to it, is heated to reverse
the crosslinks, the DNA is purified, and an amplified representa-
tion of this DNA is submitted to deep sequencing. Deep sequenc-
ing generates sequence “tags” of commonly 35 to ~100 nucleo-
tides (nt), which are then aligned onto the genome. Genomic
regions enriched in aligned tags over noise (variously defined in
different works) are interpreted as regions of factor occupancy. This

“These authors contributed equally to this work.

7A complete list of consortium authors appears at the end of this
article.

Spresent address: Biocartis SA, EPFL Innovation Square, Lausanne,
Switzerland

®Corresponding authors

E-mail nouria.hernandez@unil.ch
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Article published online before print. Article, supplemental material, and publi-
cation date are at http://www.genome.org/cgi/doi/10.1101/gr.168260.113.
Freely available online through the Genome Research Open Access option.

method has proven immensely powerful in characterizing chro-
matin organization, i.e., in identifying sites bound, for example, by
transcription factors, by histones carrying (or not) specific modi-
fications, or by RNA polymerases.

Apart from identifying regions of factor occupancy within
a single chromatin sample, ChIP-seq is invaluable for compar-
ing the level of occupancy at a set of loci (e.g., previously identified
targets of a specific transcription factor) between different chro-
matin samples from various cell types or tissues, from cells sub-
mitted to different conditions, or from cells at different de-
velopmental stages, etc. Unlike measurements of mature mRNAs,
such experiments inform on changes occurring at the very first
steps of gene expression, i.e., changes in chromatin structure and
gene transcription. In such experiments, however, reliable sample
normalization has proven difficult.

There are a number of different methods to normalize ChIP-
seq samples including scaling to total amounts of tags (i.e., nor-
malizing for sequencing depth), quantile normalization, and other
methods. Scaling to the total amount of sequence tags that can be
aligned onto the genome is usually the first step (for examples, see
Li et al. 2011; Landt et al. 2012; Le Martelot et al. 2012). Quantile
normalization is also broadly applied because it can reveal differ-

© 2014 Bonhoure etal. This article, published in Genome Research, is available
under a Creative Commons License (Attribution-NonCommercial 4.0 In-
ternational), as described at http://creativecommons.org/licenses/by-nc/4.0/.
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ences at specific loci even in samples displaying relatively uniform
global differences at all enriched loci (for examples, see Rahl et al.
2010; Le Martelot et al. 2012). Scaling to total tag amounts and
quantile normalization can have very different effects, particularly
in cases of global differences; for example, if all regions enriched in
one sample are uniformly enriched to a higher or lower degree in
another sample. With just scaling to total amount of aligned tags,
these differences might persist, but their interpretation will be
difficult because scaling will not distinguish whether the differ-
ences result from technical experimental variations or from
genuine biological differences. With quantile normalization, on
the other hand, the distributions of the various samples are made
identical so that they can be easily compared, thus masking any
uniform changes, whether genuine or not, from one sample to
another.

Here we describe a spike adjustment procedure (SAP) de-
signed to allow comparison of occupancy levels for a set of loci
of interest. Unlike the above, this method addresses the problem
via an experimental procedure conducted prior to immunopre-
cipitation. It consists of adding a constant, low amount of a single
batch of foreign chromatin (e.g., human) as an internal control
to each sample of the chromatin of interest (e.g., mouse) before
immunoprecipitation. This allows adjustment of the signals
in each sample to the internal control. We show that unlike
only scaling to the total amount of aligned sequence tags or
quantile normalization, the SAP allows the scoring of global
and largely uniform changes when they result from biological
differences.

Results

To illustrate the approach, Figure 1A shows a hypothetical exper-
imentin which all ChIP-seq peaks are higherin a first sample (light
blue) compared with a second sample (purple). The global change
in peak size could in principle be the result of a biological differ-
ence, e.g., occupancy in the second example might be reduced
because of some change in cell metabolism; or it might reflect
a technical problem such as reduced immunoprecipitation effi-
ciency. In this hypothetical example, scaling to total amount of
tags maintains the differences because the total number of se-
quenced and alighed tags is roughly similar in both samples (Fig.
1B). In contrast, scaling followed by quantile normalization reveals
almost no differences between the samples (Fig. 1C), because the
peaks in the second experiment are more or less uniformly lower
than in the first. Thus, in this example the two methods give dif-
ferent results and do not allow one to distinguish between the two
scenarios, genuine biological difference or technical variability.
The two scenarios should be distinguishable, however, by ad-
justment to an internal reference. In panels D and E, the same
experiment is shown as in panel A but this time with a spike
signal, symbolized by the yellow bars. Replicates (or similar bi-
ological samples) displaying apparent different occupancy due to
technical problems would display a lower spike signal in the
second sample and, after normalization to this internal reference
by the SAP, little or no change (Fig. 1F). In contrast, biologically
different samples would reveal a global negative fold change
(Fig. 1G).

Addition of different percentages of human chromatin
to mouse chromatin

An internal reference is most useful when included as eatly as
possible in an experimental procedure. We therefore sought to

include the internal reference before the immunoprecipitation
step, which is one of the steps likely to generate variation from one
sample to another in the ChIP-seq protocol. We tested the use-
fulness of adding spikes of human chromatin to mouse chromatin
samples for ChlIP-seq experiments performed with two antibodies:
one directed against POLR3D (RPC4), a subunit of RNA polymerase
(Pol) I1I; and the other against POLR2B (RPB2), the second largest
subunit of Pol II (for a list of the samples used in this work and
their nomenclature, see Table 1). Both antibodies are directed
against peptides that are 100% conserved in mouse and human
Pol IIT and Pol II, respectively. We first focused on experiments
using the anti-POLR3D antibody and tested mixing different
amounts of human chromatin with the mouse chromatin, with
the aim of using the smallest possible amount of human chro-
matin so as to avoid unnecessary contamination of the mouse
sample, and yet obtaining a robust signal on a sufficient number
of human genes.

The various mixtures were used for ChIP-seq and the
resulting 100-nt-long sequence tags were aligned with both the
mouse (NCBI37/mm9) and human (GRCh37/hgl9) genomes.
Supplemental Table S1, A and B, lists the tag counts that aligned
to the mouse genome, the human genome, or to both genomes
(ambiguous tags). Adding 2.5%, 5%, or 10% human chromatin
derived from HelLa cells resulted in an increase in the number
of reads aligning to the human genome, as expected, but had
little influence on the amount of ambiguous reads, indicating
that most of the ambiguous reads originate from the mouse
chromatin, which is not surprising since this chromatin repre-
sents in all cases most of the material. Moreover, the ambiguous
tags represented only a small proportion of the tags mapping to
human Pol Il regions (see Supplemental Table S1B [sheet 2], last
column) such that there was little loss of sensitivity in the
human signal due to the exclusion of tags that cannot be un-
equivocally mapped to the mouse or human genomes. For
subsequent analyses, we thus used 2.5% human chromatin,
as this amount produced a usable signal on human genes (see
below).

Spiking samples allows quality control

Figure 2 summarizes the steps in the SAP. After tag alignment to the
human and the mouse genomes and removal of ambiguous tags,
we first tested whether the human spike signal can be used for
quality control evaluation. Indeed, since the human chromatin
added to the experimental mouse samples is constant from one
sample to another, the quality of the human signal should in
principle attest to the technical quality of the experiment, unlike
experimental mouse samples where the mouse signal may vary
according to biological differences. We thus compared a sample
generated with our standard protocol (90_R1) (see Table 1) to
a “poor” sample (97.5_P1) (see Table 1) in which we deliberately
contaminated the immunoprecipitated material by adding back
1.5% of the supernatant obtained after immunoprecipitation.
Figure 3 shows, for each of these two spiked-in samples, a mean-
difference scatter plot comparing spike human tag counts in 400-
bp genomic bins obtained in the ChIP versus the input. The red
dots indicate bins that overlap with what we refer to hereafter as
“Pol Il loci,” i.e., annotated Pol I1I genes (whether occupied by Pol
IIT or not) as well as previously identified Pol Ill-occupied loci (see
Table S2 in Renaud et al. 2014). With the standard protocol (upper
panel), many of the bins overlapping with spike human Pol Il loci
showed strong enrichment in the ChIP sample with respect to the
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Figure 1. Normalization can obscure global effects. (A) Schematic representation of peaks obtained after ChIP-seq in a hypothetical example where all
peaks are uniformly diminished in the second (purple) sample compared with the first (lightblue). These samples can represent a replicate experiment, in
which case the overall decrease observed in the second sample is the result of experimental variation, or they can represent experiments performed with
samples collected under different conditions, in which case the global decrease might reflect a biological difference. No spike chromatin is included. (B)
Normalization by scaling to total number of tags aligned onto the genome (i.e., normalization for sequencing depth) showing tag counts (top) and log»
fold change (bottom). In this hypothetical example, the number of tags aligned onto the genome is quite similar in both samples, and this type of
normalization indicates a general decrease for each peak in the second sample, whether the two samples are biologically different (and thus should indeed
indicate a protein occupancy decrease in sample 2) or similar (and thus should in fact display similar signals). (C) Normalization by scaling followed by
quantile normalization showing tag counts (top) and log» fold change (bottom). In this example, the second step—quantile normalization—will equalize
the sample distributions whether the samples are biologically different or not, because the decrease in sample 2 is uniform. In D and £, spike chromatin is
included in the sample and gives rise to signals symbolized by the yellow bars. (F,G) Normalization by scaling followed by spike adjustment showing tag
counts (fop) and log, fold change (bottom). In F, the spike adjustment factor increased the signals in sample 2 by a factor of about two, in G, the spike
adjustment factor decreased the signal in sample 2 by a factor of about 0.8 (see yellow bars). Spike adjustment reveals whether the samples are in fact
similar (example in £) or are in fact biologically different (example in G).

input. In contrast, the poor sample (lower panel) showed almost control. A quantitative metric to characterize signal content can be
no enrichment. Thus, the amount of signhal in human Pol III loci the percentage of tags aligning in gene regions. Indeed, as shown
reflects sample quality, as expected, and can be used for quality in Supplemental Table S1B (sheet 2), the percentage of human tags
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Table 1. Samples used in this work

Sample name  Mouse chromatin (%)

Human chromatin (%) Antigen

Amount of antibody used (pL) Number of sonication cycles

97.5_R1 97.5 2.5 POLR3D 10 10
95_R1 95.0 5 POLR3D 10 10
90_R1 90.0 10 POLR3D 10 10
97.5_P1 97.5 2.5 POLR3D 10 (1.5% supernatant added back) 10
97.5_85 97.5 2.5 POLR3D 10 5
97.5_S10 97.5 2.5 POLR3D 10 10
97.5_815 97.5 2.5 POLR3D 10 15
mR1T_WT 97.5 2.5 POLR3D 10 10
mR1_KO 97.5 2.5 POLR3D 10 10
mR2_WT 97.5 2.5 POLR3D 10 10
mR2_KO 97.5 2.5 POLR3D 10 10
RPB2_95 95 5 POLR2B 10 10
RPB2_90 90 10 POLR2B 10 10

The numbers in the names (27.5, 95, or 90) refer to the percentage of mouse chromatin in the sample (the rest correspond to human chromatin). R1 or
R2 refer to technical replicates (separate immunoprecipitations performed with the same chromatin sample); P1 refers to a “poor” sample in which the
immunoprecipitation conditions were changed with the aim of reducing efficiency; and S5, $10, and $15 refer to different sonication conditions. mR1_WT
and mR2_WT, as well as mR1_KO and mR2_KQ, are in each case replicate ChIPseq performed at a 10-mo interval with the same batch of wild-type (WT)
and Mafl knockout (KO) mouse liver chromatin. The replicates were spiked with the same batch of human chromatin. All samples were immunopre-
cipitated with antibodies directed against the POLR3D subunit of Pol lll, except for the samples labeled “RPB2,” which were immunoprecipitated with

antibodies directed against the POLR2B subunit of Pol II.

in human Pol III loci was 8.7- to 16.7-fold lower for the poor
97.5_P1 sample compared with the standard 97.5_R1 or any of the
other standard replicate (R) samples (column G). Together with
visual inspection of scatter plots as shown above, this information
can be used to identify samples that should be discarded (and ex-
periments that should be redone).

The next step after assessing sample quality consisted in scal-
ing the samples relative to the total number of aligned tags (scaling
for sequencing depth) in each experiment, which was performed
separately for the mouse and human tags (Fig. 2, step 2). We then
selected signal loci (step 3; see Methods) and calculated scores for
the human sample and preliminary scores for the mouse sample
(step 4). We then used the sample-to-sample differences in human
signals to compute a spike adjustment factor for each sample. This
spike adjustiment factor was applied to the preliminary scores of the
mouse Pol III loci (for a list of these loci, see Table S3 in Renaud et al.
2014) to obtain final scores (step 5; see Methods).

Effect of sonication on the spike signal

As sonication is performed before addition of the spiking material,
a possible problem with the SAP might arise as a result of sonica-
tion of the human and mouse samples to different average frag-
ment sizes. This is illustrated in Figure 4A. In this example, the
human chromatin, which is from a single batch, is sonicated to an
average size of 500 bp. In contrast, the first mouse chromatin is
sonicated to a larger average size (upper panel), whereas the second
sample is sonicated to a smaller average size (lower panel). Size
selection of DNA fragments from 200 to 400 bp during library
preparation (indicated by the rectangle) would result in a smaller
percentage of mouse chromatin in the first case compared with the
second case. This problem should be in large part circumvented by
the first normalization step, in which we scale independently
the human and mouse signals to the total number of aligned se-
quence tags.

To directly test the effects of different average sizes of the
mouse sample, we sonicated mouse chromatin for five, 10, and 15
cycles. As expected, increasing the number of sonication cycles

resulted in shorter average mouse chromatin fragment lengths, as
visualized after analysis on a Bioanalyzer 2100 from Agilent (Fig.
4B, upper panel, lanes S5, S10, S15) or after agarose gel electro-
phoresis (lower panel). Figure 4B also shows the human spike
chromatin, which was fragmented less completely than the mouse
samples but nevertheless contained an abundance of fragments
<1000 bp.

Despite the variable length distributions of the mouse chro-
matin samples, the SAP did not disrupt the data and sample
alignments remained very high in all cases, as illustrated by the
scatter plots in Figure 4C (for Pearson and Spearman correlations,
see Figure 4 legend). Thus, spike adjustment is quite impervious to
differences in sample sonication.

Spike adjustment both improves similarity between biological
replicates and reveals biological differences

To test the usefulness of the SAP to both improve similarity be-
tween replicates and reveal biological differences, we made use of
two experiments that are part of an independent study (N Bonhoure,
V Praz, RD Moir, IM Willis, and N Hernandez, unpubl.). In these
experiments, which were performed at different times, before and
after upgrade of the sequencer, but with the same batches of mouse
and human chromatin, we compared Pol IIl occupancy in the liver
of wild-type (WT) mice (samples mR1_WT and mR2_WT) (see
Table 1) and mice lacking the MafI gene (mR1_KO and mR2_KO).
MAF1 is a repressor of Pol III transcription, both in yeast (Pluta
et al. 2001; Upadhya et al. 2002) and in mammalian cells (Reina
et al. 2006; Johnson et al. 2007b; Rollins et al. 2007), which
prevents transcription complex assembly by binding to Pol III as
well as to BRF1, a member of the Pol III preinitiation complex
(Desai et al. 2005; Oficjalska-Pham et al. 2006; Reina et al. 2006;
Goodfellow and White 2007; Vannini et al. 2010). In the absence
of MAF1, one might expect a difference in Pol III occupancy at
Pol III loci.

‘We first compared the replicates before and after spike ad-
justment (step 5 in Fig. 2). As shown in the scatter plots in Figure 5,
A and B, the scores for Pol IlI-occupied loci were closer to thex =y
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Figure 2. Schematic diagram summarizing the SAP. The main steps,
i.e., examination of sample quality, scaling to total amount of genome-
aligned tags, selection of signal genes, score calculation, and spike ad-
justment, are numbered.

line after (black) than before (orange) spike adjustment, both for
the replicate samples from WT mice (panel A) and for those of the
Maf1 KO mice (panel B).

‘We then compared the four samples using scaling to total
number of tags (Fig. 1, cf. A and B), scaling and quantile nor-
malization (Fig. 1, cf. A and C), or scaling and spike adjustment
(Fig. 1, cf. D-G). Figure 5, C through E, shows the resulting box-
plots of the occupancy scores on Pol III loci in WT (green) and
Mafl KO mice (blue), in the first (light colors) or second (dark
colors) experiments. After just scaling (panel C), the average and
median occupancy were in each case higher in the Mafl KO
samples compared with the corresponding WT sample. However,
the average and mean of the first Maf1 KO sample (mR1_KO) were
very similar to the average and mean of the second WT sample
(mR2_WT; cf. the second and third box plots), making the results
difficult to interpret. Upon scaling and quantile normalization,
the distributions of all samples became similar, as expected (panel
D). In contrast, the SAP not only remarkably improved the
agreement between replicates, in particular for the KO samples,
but also revealed a clear difference between the WT and KO
samples, with higher average Pol Il occupancy in the KO samples
(panel E). This was also evident in the empirical cumulative dis-
tribution function (ECDF) graphs (panels F-H), showing identical
distributions for all samples after scaling and quantile normalization
(panel G), but more similar distributions for the two WTand the two

KO samples, as well as better separation of the WT and KO sample
pairs, for the samples normalized with SAP (cf. panels F and H).

To examine the effect of scaling and quantile normalization
versus the SAP on a locus per locus basis, we performed a differ-
ential analysis with the two sets of normalized scores. The results
are displayed as mean-difference plots in Figure 5, [ and J, with the
scores showing a significant difference in the WT versus Mafl
KO samples in yellow (P = 0.01) and red (0.01 < P = 0.05). With the
scaling and quantile normalization method (panel I), 34 loci
had significantly different occupancy, but the minimum false-
discovery rate (FDR = 0.045) was close to the cutoff 0.05, and there
was a roughly equal number of loci with higher and lower scores
in the Mafl KO compared with the WT samples. With the SAP,
490 loci scored as having significantly different Pol III occupancy,
and all but one (with a very low score) showed higher Pol III oc-
cupancy in the KO compared with the WT samples (panel ]). Thus,
the SAP both improves similarity of replicates and reveals biological
differences, even when these are quite uniform for all loci.

>
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Figure 3. The spike chromatin can be used for quality control. Mean-
difference scatter plot of human Pol Il genome bin counts (in log scale).
Red dots indicate genomic bins that overlap with Pol lll loci. The genome
was binned into 400-bp bins (corresponding to a typical Pol Il gene
length [~100 bp] extended by 150 bp in both the upstream and
downstream directions). Zero-count bins were filtered out prior to plot-
ting. (A) An example of a good-quality sample (90_R1). (B) An example of
a poor-quality sample (97.5_P1).
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Figure 4. The SAP tolerates sample-to-sample differences of average chromatin fragment length. (4)
lllustration of two hypothetical cases. (Top) The mouse chromatin sample (blue) is sonicated to an
average size >500 bp; (bottom) the average size is <500 bp. The human chromatin (red) used to spike
the samples is from the same batch and has an average size of 500 bp. Size selection from 200 to 400 bp
is expected to resultin a smaller proportion of mouse chromatin in the first case than in the second case.
(B) Size representation obtained by fragment analyzer (top) and 1% agarose gel electrophoresis (bot-
tom) of three mouse chromatin samples sonicated for 5 (§5), 10 (§10), and 15 (515) cycles of 10 sec, as
indicated above the lanes. The position of DNA size markers (in bp) is indicated on the feft. The last lane
shows the human chromatin spike sample. (C) Scatter plots showing the relation of mouse Pol lll loci scores
before and after spike adjustment for the three pairs of samples sonicated for different amounts of time. The
Pearson and Spearman correlations before and after spike adjustment were as follows: 97.5_S5 versus
97.5_510, 0.9927—0.9935 and 0.9678—0.9653; 97.5_S5 versus 97.5_S15, 0.9900—0.9885 and
0.9728—0.9663; and 97.5_510 versus 97.5_515, 0.9917—0.9926 and 0.9626—0.9636.

Improvement of Pol Il ChIP-seq biological replicate similarity

by spike adjustment applicable.

In the examples above, we used a method to calculate preliminary
scores (Fig. 2, step 4) that is tailored to ChIP-seq experiments where
the total genomic target of the factor of interest s relatively small and

Discussion

occupancy, tags mapping to known targets
for both human and mouse Pol III (Canella
et al. 2010, 2012; Renaud et al. 2014) rep-
resented 0.01%-1% of the total number
of aligned tags (see Supplemental Table
S1A,B). To determine whether the spike
adjustment method might be more gen-
erally applicable, we applied it to chroma-
tin samples immunoprecipitated with
anti-POLR2B antibodies, and we calcu-
lated preliminary scores around TSSs using
the SPP software (https://sites.google.com/
a/brown.edu/bioinformatics-in-biomed/
spp-t-from-chip-seq) (Kharchenko et al.
2008). The samples, referred to asRPB2_95
and RPB2_90 (see Table 1), contained dif-
ferent percentages of human chromatin
(which was managed in the analysis by
the species-specific scaling) (step 2 in
Fig. 2) but otherwise were derived from
the same batch of mouse chromatin
and processed similarly (for numbers of
tags aligned to mouse and human ge-
nomes, see Supplemental Table S2A,B)
and can thus be considered technical
replicates. We calculated Pol II scores
in mouse regions extending from —250
to +250 bp around 11,217 annotated
TSSs selected to be separated by at least
1000 bp from any other annotated TSS or
polyadenylation site (see Le Martelot et
al. 2012).

Figure 6A, left and right panels,
show ECDF graphs of the samples after
SPP score calculation, or after SPP score
calculation and spike adjustment. The
replicates were of high quality such that
they were very close even before spike
adjustment. Nevertheless, spike adjust-
ment decreased the Kolmogorov-Smirnov
distance between the two samples by
more than half. The improvement is also
visible in the scatter plot in Figure 6B,
showing a tightening of the scores along
the x = y line after spike adjustment.
Thus, spike adjustment performs well
not only for samples immunoprecipi-
tated with an antibody targeting Pol III,
but also for samples immunoprecipitated
with an antibody targeting Pol II. More-
ovet, it can be applied to scores calculated
by a method other than the one we spe-
cifically developed for Pol III occupancy.

As further discussed below, this method is thus likely to be widely

where, therefore, the tags mapping to this target represent a small
percentage of the total amount of tags aligning onto the genome, as
is the case for many factors (Landt et al. 2012). Indeed, for Pol III

We describe a normalization method for ChIP-seq experiments
that is not confined to computational treatment of the data but
includes an experimental step, namely the addition of an internal
reference to each sample. This internal reference consists of a small
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amount of chromatin (spike) from a different species than the
chromatin being tested, but a species close enough that the factors
of interest share conserved epitopes, in our case human chromatin
added to mouse chromatin. The internal reference is mixed with
the experimental sample and undergoes all experimental steps
following fragmentation of the chromatin, i.e., immunoprecipitation,
library preparation, and sequencing. The method is related, in its
principle of introducing an internal reference into each sample, to the
method recently described by Loven et al. (2012) to normalize RNA-
seq data. In that case, a synthetic RNA standard is added to each RNA
sample to be analyzed in proportion to the starting number of cells,
thus allowing quantification of RNA relative to starting cell number
(Loven et al. 2012).

‘We show that the spike signal allows quality control. Indeed, it is
in principle affected only by experimental (rather than biological)
variations, and thus allows one to pinpoint dubious experimental
samples that should be considered with circumspection and possibly
discarded. For samples passing this quality control test, the SAP both
improves similarity between replicates, without disrupting the dis-
tribution of the data, and reliably reveals true biological differences.
Thus, on one hand, spike adjustment prevents the erroneous per-
ception of differences when there are no genuine differences in
protein occupancy; i.e., it reduces false-positive calls. On the other
hand, it allows reliable recognition of real differences in occupancy;
i.e., it also reduces false-negative calls.

The amount of spike material to be added to the sample
should be as low as possible to give a robust spike signal and yet to
contribute as few ambiguous tags as possible. This amount will
vary with sequencing depth and size of the ChIP genomic target
(for an exploration of this relationship, see Methods). We tested
adding different amounts of human “spike” chromatin to the
mouse chromatin and found that for our experiments, 2.5% was
sufficient to provide a robust spike signal (Fig. 3). It might be ad-
vantageous to use as much as 5% spike chromatin because this may
allow the “rescue” of poorer quality experimental samples. On the
other hand, an increase in spike material might result in an in-
crease in the number of ambiguous tags, i.e., tags that map to both
the mouse and the human genomes, and this in turn might affect
the mouse scores, especially for lowly occupied genes near the
detection limit and in genes highly conserved in mouse and
humans, as these tags are removed from the analysis. Thus, for
analyses focusing on individual gene scores rather than on score
distributions, it may be beneficial to add the ambiguous tags to the
mouse tags, their most likely origin given that most of the starting
material is mouse chromatin, with some attention to cases where
a highly expressed spiked-in gene shares tags with a lowly
expressed mouse gene.

The spike chromatin was added to the sample chromatin after
the sonication step. Indeed, although it would in principle be
preferable to mix the two materials before sonication, the difficulty
of precisely quantifying tissue, cells, or the viscous presonication

chromatin makes it impractical. Thus, when samples with differ-
ent fragment size distributions are mixed with the same batch of
sonicated spike chromatin, the proportion of spike chromatin
fragments will differ in different samples. This is in principle cor-
rected by the scaling to total number of tags, as this scaling is per-
formed separately for the human and the mouse tags. Indeed, we
found that the SAP gave very similar results for chromatin samples
varying up to threefold in sonication time.

‘We tested the SAP in the study of Pol IIl occupancy, because this
is one case where genome occupancy is likely to vary in a global
manner and where current normalization methods are prone to
failure. Indeed, Pol III transcription is, for example, elevated in
cancer cells, and is globally diminished under certain conditions
such as nutrient deprivation or other kinds of stress (for reviews,
see White 2004; Goodfellow and White 2007; Gjidoda and Henry
2013). In yeast, a global Pol III transcription decrease upon nutrient
deprivation is accompanied by a general decrease in Pol III occu-
pancy at Pol IIT loci (Roberts et al. 2003, 2006; Oficjalska-Pham et al.
2006). Consistent with such global regulation, most known regula-
tors of Pol III transcription act on general transcription factors used
by all Pol III promoters such as TFIIIB or, in the case of the general
Pol III repressor MAF1, on the polymerase itself (for reviews, see
Geiduschek and Kassavetis 2006; Willis and Moir 2007; Ciesla and
Boguta 2008). Indeed, we show here that deletion of the mouse Mafl
gene leads to generally increased Pol III occupancy at Pol Il loci in
a tissue, the mouse liver. Such global changes in chromatin occu-
pancy are likely to be more common than generally appreciated. For
example, it has recently been shown that an increase in MYC protein
leads to a general “transcriptional amplification,” which is accom-
panied by increased MYC and Pol II occupancy at most promoters
(Lin et al. 2012; Nie et al. 2012). The SAP can make detection of such
global changes by ChlIP-seq experiments more reliable.

Although we developed the SAP for the specific purpose
of comparing Pol IIl occupancy under various biological condi-
tions, the method is not limited to this particular application.
‘We have also shown that the SAP improved similarity of replicate
samples for Pol Il ChIP-seq scores calculated with the SPP software;
spike adjustment can thus be applied for ChIP-seq results other
than Pol III and for scores calculated by different methods. More-
over, although the SAP is in principle limited by the availability of
an antibody capable of recognizing the target of interest in different
species, such antibodies are in fact common for many factors widely
studied by ChlP-seq experiments, such as RNA polymerases and
other members of the general transcription machinery, or histones
and their modifications, as these are in general highly conserved in
different species. Indeed, in this work we used antibodies that rec-
oghize human and mouse Pol III as well as human and mouse Pol II,
and showed that for both of these factors, the method performs well.
‘We have used human chromatin to spike mouse chromatin, but the
reverse can be done, and chromatin from other species could be used
for spiking according to needs, as long as the epitopes in the targets

Figure 5. Spike adjustment improves similarity between replicates and reveals genuine differences in Pol lll occupation. (A, B) Scatter plots showing the
relation of Pol lll loci scores between the two WT (4) and the two Maf? KO (B) replicate samples before (orange) and after (black) spike adjustment. The red
line corresponds to x = y. (C-£) Boxplot representations of the Pol lll loci score distributions for the two WT samples (light and dark green, mR1_WT and
mR2_WT) and the two Maf? KO samples (light and dark blue, mR1_KO and mR2_KQ). The scores were normalized to total number of tags aligned onto
the genome (C) followed by either quantile normalization (D) or spike adjustment (£). (F-H) Empirical cumulative frequency distributions functions
(ECDFs) of the log scores of the indicated distribution. Samples were normalized to the total number of tags aligned onto the genome (f) followed by
either quantile normalization (G) or spike adjustment (H). The Kolmogorov-Smirnov (KS) distance for the two WT (green lines) and the two Maf? KO (blue
lines) samples is shown at the bottom right of each panel. (1,f) Mean difference scatter plots illustrating Pol lll occupancy in WT and Maf? KO livers. Samples
were normalized to the total number of tags aligned onto the genome followed by quantile normalization (), respectively by spike adjustment (f). Scores
for WT and KO conditions are the average of the two replicates. Loci with scores showing a significant difference in the WT versus Maf? KO samples are

represented with yellow (P = 0.01) and red (0.01 <P = 0.05) dots.
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were sonicated with five and 15 cycles,
respectively, of 10 sec each. Chromatin
samples from three mice were pooled
and de-cross-linked, and an aliquot was
extracted for DNA quantification. Human
HelLa cell chromatin was prepared as de-
scribed in Canella et al. (2010), and DNA
concentration was assessed.

ChlIPs were performed with 30.8 pg
of total DNA in the appropriate mouse/
human chromatin ratio and 10 pL of rab-
bit serum immunized against a peptide
100% conserved in human and mouse
POLR3D (CS681 antibody, C-terminal
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Figure 6. Spike adjustment improves the similarity of two Pol Il ChIP-seq replicate experiments. (A) ECDFs
of the scores of the indicated distributions. Preliminary scores were computed around the TSS (+250 bp) with
the SPP software. The KS distance is shown at the bottom right of each panel. (Dark line) RPB2_90 sample;
(light line) RPB2_95 sample. (B) Scatter plots showing the relation between the RPB2_20 and RPB2_95 scores
before (orange dots) and after (black dots) spike adjustment. The red line corresponds to x = y.

studied are conserved. Further, when using cells or organisms ex-
pressing tagged proteins combined with antibodies directed against
the tags, an internal control chromatin, i.e., chromatin from cells
expressing a chosen factor carrying the same tag, can be designed.
The spike adjustment method should thus be widely applicable.

Methods

Spiked mouse ChIP

Perfused C57BL/6 mice liver were homogenized in 4 mL of PBS
containing 1% of formaldehyde and left in the same buffer for cross-
linking for a total of 10 min. Nuclei were isolated as described in
Ripperger and Schibler (2006). Nuclear lysis was performed in 1.2 mL
of 50 mM Tris/HCI (pH 8.1), 10 mM EDTA, 1% SDS, 50 p.g/mL PMSE,
1 p.g/mL leupeptin. The nuclear lysate was then supplemented with
0.92 mL of 20 mM Tris/HCIl (pH 8.1), 150 mM NacCl, 2 mM EDTA, 1%
Triton X-100, 0.01% SDS, 50 pg/mL PMSE, 1 pg/mL leupeptin and
sonicated with a Branson SLPe sonicator during 10 cycles of 10 sec at
50% amplitude, resulting in an average fragment size between 300
and 1000 bp. Between each sonication cycle, the chromatin was kept
in an ice-cold bath during 20 sec. The samples 97.5_85 and 97.5_S15

30 35 40 45 50 55
-log scores

T T T Deptide CSPDFESLLDHKHR) (Chong et al.

2001). This antibody has been used ex-
tensively for ChlIP-seq experiments, in
both human and mouse cells (Canella
etal. 2010, 2012; Renaud et al. 2014). For
the anti-Pol II ChlIPs, the commercial
antibody anti-POLR2B (H-201; catalog
no. sc-67318, Santa Cruz Biotechnology)
recognhizing human, mouse, and rat
POLR2B was used. The ChlIPs were per-
formed as described previously in Forsberg
et al. (2000) and Dhami et al. (2010) with
a few modifications. Briefly, the chromatin
samples were incubated with the anti-
bodies overnight at 4°C. The next day, 20
wL of protein A-sepharose beads (CL4B GE
Healthcare) was added and the samples
were further incubated for 3 h. The beads
were next washed once with 20 mM Tris/
HCL (pH 8.1), 50 mM NaCl, 2 mM EDTA,
1% Triton X-100, 0.1% SDS; twice with 10
mM Tris/HCL (pH 8.1), 250 mM LiCl,
1 mMEDTA, 1% NP-40, 1% deoxycholic
acid; and twice with TE buffer 1X (10 mM
Tris-Cl at pH 7.5. 1 mM EDTA). Bound
material was then eluted from the beads
in 300 pL of elution buffer (100 mM
NaHCOj3, 1% SDS), treated first with RNase
A (final concentration 8 pg/mL) during 6 h
at 65°C and then with proteinase K (final concentration 345 p.g/mL)
ovemight at 45°C. The next day, the samples were purified with
a PCR clean-up kit from Macherey Nagel and eluted in 50 pL of
elution buffer. Sample 97.5_P1 was prepared as described above ex-
cept that 1.5% of the immunoprecipitation supernatant was added
back to the bead-eluted immunoprecipitated material.

Ultra-high-throughput sequencing

Ten nanograms of DNA from each ChIP was next used to prepare
sequencing libraries according to the Illumina ChIP-seq DNA
sample prep protocol (Illumina, catalog no. IP-102-1001), except
that size selection of the samples was performed after, rather than
before, library amplification. Sequencing libraries were loaded
onto one lane of a HiSeq 2000 flow cell and sequenced at 100 cy-
cles. For each condition, we sequenced input chromatin sample
and the corresponding ChIP sample(s).

Analysis method principle

Samples contain a fixed amount of added-in reference (human)
chromatin (spike). We assume that any variation in the back-
ground-adjusted counts from this constant reference chromatin
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reflects technical experimental variations and that, therefore, a scal-
ing factor estimated from the reference chromatin can be used to
adjust tag counts in the experimental chromatin. Tags are assigned to
the reference (human) or the experimental (mouse) chromatin and
analyzed separately, each according to the model below. For both, the
input samples are used for computing background-adjusted counts.
To simplify notation, we consider that there is only one ChIP sample
per condition, indicated by the index k. We assume, as in Enroth et al.
(2012), that tags in the ChIP sample come from the following sources:
specific binding to the antibody (true enrichment), nonspecific
binding (to the antibody and the beads), and random noise.

The genome is partitioned into segments roughly the size of
the regions of interest. Tag counts are computed for all such ge-
nomic segments. The probability distribution for the nonspecific
tag counts is denoted as x;, where i indicates a genomic segment (or
x;x for segment i in sample k). The distribution of the specific tags
for condition k is denoted as y;z. The observed counts for the
segments in the input sample are denoted as b; ; and are a multiple
of x; x with experimental errors g;z:

big =viXix + Eix- (1)
For the ChlIP samples, the observed counts z;; are given by
Zig =axy;x +BrXix + ik, 2)

where agy;x are the specific tag counts corresponding to protein
occupancy scores (signal), x; x is the nonspecific tag distribution, as
in Equation 1, and &; is random noise. Equation 1 is used to es-
timate Bzx;x in Equation 2.

Analysis method principle: preliminary score calculation
for Pol Il data

Our goal is to estimate the signal counts in regions of interest,
namely a;y;x in Equation 2. A key assumption is that the nonspecific
segment counts in ChIP are proportional to their observed input
segment counts. When most segments are not enriched by ChIP,
this implies a linearity of segment counts in the ChIP sample
versus the input sample. As shown in Supplemental Figure S1,
this is indeed the case for our data, in which tags mapping to the
regions of interest (400-bp bins overlapping with “Pol III loci,”
i.e., annotated Pol III genes [whether occupied by Pol Ill or not] as
well as other previously identified Pol IlI-occupied loci; for the
list, see Tables S2 [human loci] and 83 [mouse loci] in Renaud et al.
2014) represent a small percentage of the total amount of tags
aligning onto the genome (0.01%-1%) (see Supplemental Table
S1A,B). To adjust for variation in the amount of specific counts in
segments of interest, i.e., here Pol III loci, we consider the signal
axyix Formally, from Equation 2,

3

where By is estimated from 400-bp genomic bin counts outside of
the regions being scored. In practice, using the observed back-
ground (Equation 1) we estimate them as the positive residuals of
the regression of ChIP counts z;; on input counts:

@xVix = Zik—PrXix

Wi = max(0, Y5 ). (4)
The above scoring scheme is applied to calculate preliminary signal
counts in both human and mouse samples independently.

Note that the principle of the SAP can also be performed suc-
cessfully with simple log ratio scores (of ChIP with input, data not
shown), as well as SPP scores (Fig. 6; Kharchenko et al. 2008).

Analysis method principle: determination of the spike
adjustment factor

For the spike chromatin, we expect that background-adjusted
counts should in principle be identical from sample to sample and
that any difference reflects technical experimental variations. Thus,
we use the human spike chromatin to compute a scaling factor to
adjust for different yields in specific background-subtracted counts.
Let Wix and W;; be the set of positive residuals computed from
Equation 4 for a single sample k and a reference r. In practice, as
reference we take the mean of positive residuals across all samples.
Then the spike-adjustment scaling factor for sample k can be written
using the means of signals in spike chromatin as
e = mean (W) /mean, (W;z) = ¥,k /¥, Wir, (s)

where the index jis used instead of i to indicate that only a selected
set of regions with reliable signals in the spike material is used in
Equation 5.

The adjustment is then applied to the spike material for
quality control and to the experimental chromatin to obtain ad-
justed protein occupancy scores:

(6)

where the tilde symbol (~) is used to refer to scores obtained after
spike adjustment. The Wiy values are non-negative and can be used
for analysis of relative occupancy in linear or log scale.

To obtain (log) ratios between the counts in the IP sample and
in the input sample, we use the estimator:

Wik = Wi,k/ Nk»

7)

—— Wik + Boxig TPC
£ g, (AR ),

where the pseudo counts (pc) are typically set to one but can be set
higher to regularize ratios. In regions of high occupancy, Lz is
positive, whereas in regions where Wiy is very small or zero, the log
ratio can be negative. These are the (log) scores we used in our
analysis (Figs. 4-6).

Analysis method principle: sequencing depth and spike
percentage

The calculation of the spike adjustment factor in Equation 6 is
based on the mean of the sum of # signals in regions that, for us,
correspond to annotated Pol IlI genes (whether or not occupied by
Pol III) and other previously identified Pol Ill-occupied loci
(Renaud et al. 2014). In principle, any set of known regions
enriched in the factor of interest can be used. The efficiency of
spike adjustment depends on sequencing depth and percentage of
spike material. Here we make an estimate of the standard error of
the adjustment factor considering the random variation of tag
sampling. The adjustment factor is the ratio of the estimated
means for the regions used (Equation 5). The sum of signals used
for correction can be estimated as such: For the data in Figure 5, the
sequencing depth is R= 1.3 X 10%. The spike percentage is s = 2.5%,
and signal content in the entire sample, computed for our set of
700 lodi, is p = 0.2%. Therefore, the total signal count sumis S=R X
s X p = 6500. Of the 700 human Pol III loci studied previously
(Renaud et al. 2014), we singled out about 500 significantly oc-
cupied loci, which account for >90% of all Pol III loci counts (S =
6000). The mean count per locus used for adjustment is thus about
S/n=13, butitis the precision of S that determines the precision of
the adjustment factor. Under the classic Poisson assumption for
sampling error, the theoretical relative error r = sqrt(S)/S is about
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0.013. For the adjustment factor, which is the ratio of two such
quantities, the relative error is the double, thus ~2.5%. To halve
the theoretical relative error, one needs about four times more se-
quence tags, for example by increasing the proportion of the spike
material to s = 10%. If there are more counts in known sites in the
spike chromatin, say p = 10%, then one could reduce the spike
chromatin percentage or sequence less deeply. Exact conditions
need, however, to be determined for the specific parameters of
each experiment.

Data analysis: tag afignment

The 100-nt sequence tags obtained after ultra-high-throughput
sequencing were mapped onto the UCSC genome versions men-
tioned in Supplemental Tables S1, A and B, and S2, A and B, via the
eland_extended mode of ELAND v2e in the [llumina CASSAVA
pipeline v1.8.2. Only the tags with perfect matches, which repre-
sented >85% of the data, were kept for the analysis. Tags sequenced
more than 50 times were given a maximum score of 50.

For the Pol III samples, counts were assigned to previously
defined lists of human and mouse annotated Pol Il genes and Pol
[II-occupied loci (Tables S2 and 83 in Renaud et al. 2014). For each
locus the annotated RNA-coding region (e.g., tRNA) was extended
by 150 bp on each side. One tag sequence was worth one count,
and fractional counts were attributed in the case of a partial
overlap between tag and locus. For the Pol Il samples, tag counts
were attributed in the same manner to regions extended by 250
bp on each side of the 22,572 annotated RefSeq TSSs (human),
and on 11,217 annotated TSSs selected to be separated by at least
1000 bp from any other annotated TSS or polyadenylation site
(mouse) (Le Martelot et al. 2012). The total numbers of tags, with
and without redundancy, aligned onto the mouse and human
genomes, as well as the numbers of tags falling in either mouse or
human Pol III loci, are listed in Supplemental Tables S1, A and B,
and S2, A and B.

Data analysis: normalization for sequencing depth

‘We normalized the mouse and human tags separately. We took the
median of the total numbers of aligned tags across all the samples.
‘We used this median as a reference total count. We then scaled bin
counts in all samples to obtain a new total sample count equal to
the reference total count. The typical reference total countwas 150
million tags for mouse and 3 million for human tags. The input
samples were normalized to the same total reference count as the
ChIP samples.

Data analysis: calculating preliminary scores

For the Pol III data, we calculated scores as the non-negative re-
siduals of the regression of ChIP bin counts versus input bin counts
(see Equations 2—4). For the Pol II data, we calculated spp scores
(Fig. 6). The regression coefficients from Equation 3 were estimated
based on genomic bin counts outside of the regions being scored.
For the Pol III experiments, we thus used a set of 400-bp bins
covering the genome (6,637,291 bins on the mouse genome and
7,739,205 on the human genome). For the Pol II experiments, we
used 500-bp bins (5,309,835 bins on the mouse genome and
6,191,402 on the human genome). We calculated tag counts for all
bins, for ChIP and input samples. After selecting bins that did not
overlap with the regions to be scored, we performed a robust linear
regression on ChIP versus input. We used the regression co-
efficients to compute &xY;y, in regions to be scored. The values Wiy,
which were background-adjusted, estimated the counts due to
specific immunoprecipitation.

Data analysis: calculation of the spike adjustment factor
and score adjustment

We used either a subset or all of the scored regions in the spike
chromatin to calculate the score adjustment factor. Subselecting is
inherent to our scoring method, since we select positive residuals
only and set negative residuals to zero. Depending on the data
analyzed, it might be appropriate to take upper quantiles or use
a threshold score. The spike adjustment scaling (v) between two
samples k and r was then computed as

iz
Nk z}my

where the W's were the preliminary scores in the human
regions j for these two samples. The index r here indicates a “ref-
erence” sample. The spike adjustment factor n was then applied
as scaling factor to adjust the corresponding mouse gene scores:
Wix =Wix /g The example above considers the spike adjustment
of one sample k with respect to a reference sample r. In practice,
we adjusted multiple samples together. In our analysis and all
figures, the reference was taken to be the mean of means of scores
in all samples.

Data analysis: final scores for follow-up analysis

After spike adjustment, for final quantification we used the ad-
justed log ratios, as shown in Equation 7. The adjusted gene scores
w are still in linear scale. We re-added the estimated background
and then took a log ratio with the observed background. These
final scores were used in all figures in this manuscript.

Data access

The data from this study have been submitted to the NCBI Gene
Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/geo)
under accession number GSE52049.
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Figure $1. Scatter plots comparing the counts in 400 bp bins for the input 97.5 sample and either the 97.5_S5
ChIP sample (panel A) or the 97.5_S15 ChIP sample {panel B). Bins overlapping with pol lll lodi {(see Table S3in
{Renaud, 2014 #45}) are shown in red. The robust linearregression line (exduding the bins corresponding to pol
Il loci) is shown in orange.
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Supplemental tables S1, S2, can be found online at the address:

http://genome.cshlp.org/content/24/7/1157/suppl/DC1
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Chapter IV - Role of Maf1l in Pol 3
transcription and translation in a

mouse

Introduction

RNA polymerase 3 (Pol 3) transcribes a small set of non-coding RNA genes (Canella et
al, 2010) involved in diverse cellular processes including protein translation, RNA
maturation and splicing, and RNA polymerase 2 elongation (Dieci et al., 2007). In
yeast, Pol 3 transcription is tightly regulated by nutrient availability and MAF1 has
been identified as its main repressor (Boguta et al., 1997; Vannini et al,, 2010). Under
favorable growth conditions, Mafl is inactivated by phosphorylation in a TOR
complex 1 (TORC1) dependent manner, which results in its nuclear exclusion (Lee et
al, 2009; Moir et al, 2006; Zaragoza et al, 1998). Under conditions of nutrient
deprivation or stresses like DNA damage, TORC1 is inactivated, MAF1 becomes
dephosphorylated and shuttles into the nucleus where it represses Pol 3
transcription (Cai and Wei, 2015; Lee et al, 2009). In mammalian cells, mTORC1
directly phosphorylates MAF1 on three residues (S60, S68, and S75) (Michels et al,,
2010). Upon serum deprivation, MAF1 undergoes dephosphorylation (Reina et al,,
2006) and represses Pol 3 transcription, but there is no clear evidence that this

involves any shuttling between cytoplasmic and nuclear compartments.

tRNAs genes account for almost 2/3 of the Pol I transcriptome in the mouse (Canella
et al, 2012; Renaud et al., 2014) and, with the 5S ribosomal RNA genes, are involved
in protein translation. tRNAs control ribosomal elongation by bringing a new amino
acid into the nascent polypeptidic chain. The production of a mature, fully functional
tRNA involves several steps, all of which can be regulated. tRNA precursors are

synthetized in the nucleus where they are then trimmed at the 5’ and 3’ ends by
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RNase P and RNase Z, respectively, modified by addition of a CCA sequence and the 3’
end, and exported into the cytoplasm where intron-containing tRNA are spliced
(Lodish et al,, 2000). At several steps during this maturation process, tRNA residues
are modified; for example, an adenine in the first position of the anticodon is
frequently deaminated to inosine, a modification that occurs in the tRNA precursor

(Torres etal., 2015).

The regulation of the various steps in forming a mature tRNA can have consequences
on translation. Thus, the ratio of nuclear/cytoplasmic tRNAs is critical as an
imbalance in this ratio is followed by a shutdown of translation (Calvo et al., 1999).
Moreover, several tRNA modifications impact on translation efficiency. Mice lacking
both tRNA methylases DNMT2 and NSUN2 have tRNA methylation defects and a
reduced protein translation generating developmental defects (Tuorto et al., 2012).
Translation is also regulated by the levels of amino-acylated tRNAs. tRNAs are bound
to the appropriate amino acid by several aminoacyl tRNA synthetases. In yeast,
elevation of the number of non amino-acylated tRNAs by amino acid deprivation
activates GCN2, the primary responder to amino acid deprivation and a kinase of the
translation initiation factor elF2-a (Wek et al, 1995; Zaborske et al, 2009).
Phosphorylated elF2-a blocks recycling of the ternary complex elF2-a-GTP-tRNAimet

and thus inhibits translation (Jackson et al., 2010).

Mafl indirectly controls tRNAs processing by regulating the rate of Pol 3
transcription. Yeast cells lacking Maf1l have increased levels of precursor tRNAs in the
nucleus due to saturation of the yeast exportin Los1 responsible for tRNA trafficking
between nucleus and cytoplasm (Karkusiewicz et al., 2011). In the mouse, in addition
to its role in controlling Pol 3 transcription, MAF1 also acts for metabolic economy, as
mice lacking MAF1 in the entire body are resistant to diet-induced obesity (Bonhoure
et al, 2015). Although the mechanism leading to this phenotype is not entirely clear,
one contributing factor is likely the higher production of precursors tRNAs in the
Maf1l KO mouse that are then degraded. This futile cycle of production / degradation
of pre-tRNAs may explain, at least in part, the higher energy expenditure displayed by
these mice, and thus their inefficient metabolism. Another contributing factor is

factor altered lipid metabolism. As for tRNAs, lipid production and lipophagy are both
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increased in the Mafl KO mice liver, which creates another energy-demanding futile

cycle.

In addition to being lean and resistant to high fat diet-induced obesity, Maf1 KO mice
are slightly smaller than their wild-type counterparts (Bonhoure et al., 2015). Both
phenotypes are puzzling given that knock-down of Mafl expression with RNAI
methods has been reported to lead to opposite effects in the fly (Rideout et al,, 2012),
the worm (Khanna et al,, 2014), and in mouse liver (Palian et al., 2014). Thus, in the
fly a decrease in Maf1 level leads to increase larvae volume and a specific deletion in
the fat body of the fly larvae increases levels of tRNAi™¢t which in turn increases
protein translation. In C.elegans, increased Mafl levels are followed by reduction of
expression of Fasn and Accl genes and vice-versa. In mouse liver, Mafl levels were
reduced by targeted siRNA leading to increased levels of Fasn and Accl genes and

thus increased de novo lipogenesis.

In mammalian cells, mTORC1 is known to regulate the phosphorylation state of
MAF1, however, nothing is known about the connection between the feeding status of
an animal and MAF1 regulation of Pol 3. In this study, we used wild-type and Mafl KO
mice that were either fasted or refed, i.e. whose metabolism switched from using
mostly glucose as a carbon source to using mostly lipids, to examine Pol 3 regulation
and the role of MAF1 in such regulation. We show that the removal of MAF1 results in
widespread higher Pol III occupancy on pol III genes, and higher pre-tRNA
accumulation. The effect is largest under fed conditions, indicating that MAF1 keeps
Pol 3 transcription in check even under favorable conditions. We also show that the
absence of MAF1 results in defects in translation, which can be explained by a
deficiency in tRNA modifications. Thus, complete absence of MAF1 results in much
higher synthesis of pre-tRNAs, but most likely in diminished amounts of mature and
thus fully functional tRNAs, perhaps because the RNA maturation machinery becomes
overwhelmed. This suggests that although reduced MAF1 always results in higher
levels of Pol 3 transcription, maximum levels of fully functional tRNAs require precise

MAF1 dosage.
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Results

Fasting and re-feeding affects Pol 3 occupancy in mouse

liver

In mammalian cultured cells, Pol 3 transcription is diminished after serum
deprivation or rapamycin treatment (Felton-Edkins et al., 2003; Mauck and Green,
1974; Michels et al,, 2010; Scott et al., 2001). To determine how feeding and fasting
might affect Pol 3 occupancy in animals, we collected livers from wild-type (WT) mice
that had either been fasted (WT_F) or fasted and refed for 4 hours (WT_R). We first
monitored gene expression changes using the Affymetrix microarray technology.
Gene ontology (GO) analysis (Figure 1A) for both upregulated and downregulated
genes with a FDR < 0.05 showed significant differences in several categories, notably
the “response to nutrient levels” as well as several metabolic process categories,
confirming that liver metabolism is affected under these experimental conditions.
Moreover, fasting led to downregulation of TORC1 activity as determined by the
decreased phosphorylation of two of its direct targets, RPS6 and 4E-BP1, as well as to
decreased activity ERK1/2 as determined by its decreased phosphorylation (Figure
1B).

We measured, as a proxy for Pol 3 transcription activity (Canella et al, 2010),
genome-wide Pol 3 occupancy. For each condition, we pooled the livers of three mice
and performed replicate chromatin immunoprecipitations with an antibody directed
against the POLR3D subunit of Pol 3 followed by high throughput sequencing (ChIP-
seq). As an internal reference for sample-to-sample normalization, we included in
each immunoprecipitation a spike of human chromatin from a single pool, as
previously described (Bonhoure et al., 2014). We calculated scores for a list of loci
including annotated Pol 3 genes, whether occupied or not, as well as other Pol 3
occupied loci (see Table S3 in (Renaud et al.,, 2014)).A cut-off defining genes as “not
occupied” or “occupied” was calculated as before (Renaud et al., 2014). As shown in
the box plot in Figure 1C, the median of the Pol 3 occupancy scores decreased after
fasting. However, loci with high scores under refed conditions (red and orange dots

corresponding to top and second quintiles of WT_R scores) generally also had high
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scores under fasting conditions, whereas genes in the third, fourth and fifth quintiles
generally had lower scores under fasting conditions. The correlation plot in panel 1D
illustrates the score changes on a gene per gene basis. Whereas most genes are below
the x=y line, reflecting lower scores in the sample from fasted mice as compared to
refed mice, genes with high scores tend to cluster along the x=y line. Indeed, the MvA
plot in panel 1E confirms that many loci with intermediate scores but very few loci
with high scores showed significantly lower occupancy under fasting conditions (red
dots). Among the loci with lower occupancy were nearly all 5S genes, some tRNA
genes and some SINEs; in contrast, the 4.5S genes as well as all the Pol 3 genes with
type 3 promoters, including the occupied selenocysteine tRNA gene, did not show

decreased Pol 3 occupancy in fasted liver (see Table S2).

Mafl KO mice have higher Pol 3 occupancy than WT mice,
and the effect is more pronounced in livers from refed mice than

liver from fasted mice.

In serum-starved cells, Pol 3 repression is mediated in large part by the Pol 3
repressor MAF1. To determine the role of MAF1 for Pol 3 transcription in mouse liver,
we checked Pol 3 occupancy in the livers of WT and Mafl KO mice(Bonhoure et al.,
2014, 2015). As shown in Figure 2A, out of 672 loci examined, there were more loci
with scores above the cutoff in liver of refed mice as compared to liver of fasted mice
(467 versus 419). In both conditions, these numbers were higher for the liver of Maf1
KO mice as compared to WT but the difference between the two was greater in the

refed condition.

The distributions of Pol 3 loci scores for each condition in Figure 2B, revealed greater
occupancy in the Mafl KO mice livers in both refed and fasted state, with a larger
increase in the refed condition. This is further illustrated with the MvA plots in Figure
2C.

Under refed condition (Figure 2C, left panel), out of the 467 loci bound by Pol 3 in
either WT or Mafl KO mice or in both, 399 displayed a statistically significant

increase in Pol 3 occupancy in the Mafl KO. These genes correspond to most tRNA
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genes (265 out of 285), all but two 5S genes, all 4.5S genes, 8 out of 14 “other Pol 3
genes”, and more than 60% of the SINEs (Table S3). Under 8h fasted condition
(Figure 2C, middle panel), 276 loci had a higher occupancy in the Maf1 KO liver than
in the WT, and the score differences were smaller than those observed in the refed
state (Table S4). Importantly, in Mafl KO mice, Pol 3 occupancy scores were
significantly decreased in 8h fasted relative to refed condition, as illustrated in the
right panels of Figure 2D (see also Table S5 for the list of loci), indicating that there

are Mafl-independent mechanism to reduce Pol 3 occupancy in response to fasting.

We next focused our analysis on the tRNA genes, which constitute almost 65% of the
genes transcribed by Pol 3 (433 out of 672). To determine whether the absence of
MAF1 might alter Pol 3 occupancy differentially on different tRNA isotype classes, we
compared the cumulative scores for all tRNA genes for each isotype under refed
(Figure 2D) and 8h fasted (Figure 2E) conditions. The tRNA isotypes were divided
into 22 classes (tRNAMet genes were considered separately from tRNAMetnit genes). In
both conditions, the increase in Pol 3 occupancy associated with the Mafl KO was
general. We divided the isotype classes into quantiles according to Pol 3 occupancy in
the WT samples, and observed that the various isotypes remained in the same
quantile in the Mafl KO samples, both under refed of 8h fasted condition. However,
isotypes in the more occupied quartiles displayed a larger difference in Pol III
occupancy in the Mafl KO samples than less occupied quantiles, an effect especially
marked in the refed samples. We finally analyzed Pol 3 occupancy for each tRNA locus
in refed or 8h fasted condition respectively in figure 2F and G to check if Mafl
regulation could be specific for some tRNAs. Circular plots represent here the ratio of
occupancy in Mafl KO cells over occupancy in WT. Loci where score was below the
cut-off in both WT and Mafl KO were set with a ratio at 0. In refed condition all the
occupied tRNA were showing an increase in Pol 3 occupancy following the KO of Maf1
with a range going from 1.7 to almost 10 fold for the tRNAMet, 8h fasted condition
showed similar pattern but with only 4 tRNAs having a occupancy being statically
higher by at least 1.4 fold in the WT. Altogether these results identify MAF1 as a
global inhibitor of Pol 3 transcription in mouse liver but also indicate an alternative

way, in the absence of MAF1 to repress Pol 3 transcription after fasting.
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Maf1l KO mice have higher levels of pre-tRNAs.

To determine the effects of increased Pol 3 occupancy in the Mafl KO mice, we
analyzed by RNA-seq a pool of liver RNA collected from three 16h fasted mice. We
attributed sequence tags to either pre-tRNAs or processed tRNAs according to the
strategy depicted in Figure 3A. Tags starting or ending precisely at the annotated 5’ or
3’ ends (which correspond to the processed 5’ end 3’ ends), or spanning an exon-exon
junction, were assigned to processed tRNAs. Tags containing upstream or
downstream sequences, or intron sequences, were allocated to precursor tRNAs. As
shown in the scatterplots in Figure 3B, total tRNA levels were generally higher in the
KO than in the WT (left panel), as were pre-tRNA levels (right panel). In contrast,
there appeared to be no systematic increase in processed tRNAs (middle panel),
although in this case the relatively low number of tags that could be attributed
uniquely to processed tRNAs prevented a firm conclusion. To confirm these results,
we performed northern blots with probes specific to processed or precursor tRNAs.
As shown in Figures 3C and 3D, levels of mature tRNAs were unchanged in Mafl KO
and wild-type mouse liver in both 16h fasted and refed conditions whereas levels of
an isoleucine pre-tRNA were clearly increased in the Mafl KO. This specific increase
in pre-tRNA is also illustrated in Figures 3E and 3D, showing Fluorescent In Situ
Hybridizations (FISH) of liver sections performed with a probe matching the entire
tRNA leu1911 intron (precursor RNA) or a probe spanning the exon-exon junction of
the same tRNA (mature). The pre-tRNA signal (red) is mostly nuclear and clearly
increased in the Maf1l KO (panel E). In contrast, the processed tRNA signal is mostly

cytoplasmic and similar in the WT and Maf1 KO samples (panel F).

The Maf1l KO mice have a decreased translation in liver.

In other systems, down-regulation of Maf1 has been reported to result in an increase
in animal size and in translation (Rideout et al., 2012). To assess the general levels of
translation in the Mafl KO mice, we first obtained polysome profiles by sucrose

gradient sedimentation (Figure 4A). We repeatedly observed a reduction of the

97



polysomal fraction for the Maf1l KO mice under refed conditions, suggesting a reduced
rate of protein synthesis. To confirm these results, we injected mice with low doses of
puromycin, a structural analog of aminoacyl-tRNA and more particularly of tyrosyl-
tRNA. Mice were sacrificed 30 minutes later and the incorporation of puromycin into
nascent chains of amino acids, which reflects on-going translation (Schmidt et al,
2009), was monitored by western blots performed with antibodies directed against
puromycin. As shown in Figure 4B, we observed a decrease in total protein synthesis
in the Mafl KO mice, which incorporated as little as half of the puromycin as
compared to wild-type (Figure 4C). The same protein lysates were analyzed by dot
blots with similar results (Figure 4D). We confirmed these results by
immunohistochemistry of puromycin-injected mice livers, using the same anti-
puromycin antibody as in panels B and D (Figure 4E). The cytoplasmic red signal,
corresponding to incorporated puromycin, was again clearly decreased in the Mafl
KO mice. If translation is decreased in the Mafl KO mice, one might expect a smaller
amount of total proteins per cell. As shown in Figure 5F, we indeed measured a
smaller protein content relative to DNA levels in the Maf1 KO livers. A similar result
was obtained with MEFs isolated from WT and Mafl KO mice (Figure 4G). Moreover,
these Mafl KO MEFs were smaller than the wild-type MEFs (Figure 4H), consistent

with decreased translation.

tRNAs from Maf1 KO mice liver have lower level of

modifications

The observation that Mafl KO livers display reduced levels of translation was
surprising as the lack of MAF1 was expected to result in higher levels of tRNAs and
thus higher levels of translation, as reported in other systems. Our results indicated
elevated levels of pre-tRNAs and normal levels of processed tRNAs, providing no
simple explanation for a reduced translation. We therefore examined whether the
processed tRNAs were fully modified. We used a RT-qPCR method based on the
ability of reverse transcriptase to pass through certain modified nucleotides in the
presence of high (1 mM), but not low (10 pM) concentration of dNTPs (Figure 5A)
(Belin et al., 2009). We first looked at the modification levels of four tRNAs using
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primer that do not distinguish between the precursor and processed forms (see
Figure S1 for the list of primers) and observed a higher proportion of at least partially
unmodified tRNAs in the Maf1 KO samples (Figure 5B). We also used sets of primers
specific for the spliced forms of Leul1911 and Tyr27 tRNAs and again observed a
modification deficiency (Figure 5C). We conclude that although the levels of mature
length tRNAs are similar in WT and Mafl KO mice, the levels of fully modified, and

thus fully mature, tRNAs are lower in the Maf1 KO mice.
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Figure 1. Pol 3 occupancy in mouse liver is lower under fasting conditions than under
refed conditions. (A) GO analysis of genes differentially expressed (FDR < 0.05)
between 16 h fasted samples and 4 h refed samples from microarray data. For each
condition, we performed three microarray hybridizations, each with a pool of RNA
originating from 3 different mice (9 mice per condition). (B) Immuno-blots
performed with proteins extracted from the liver of three mice fasted or refed as in A.
(C) Box plots indicating average Pol 3 occupancy scores for two replicate
immunoprecipitations performed with pooled liver samples from three mice. The
colored dots correspond to genes in different quantiles as indicated, the grey dots to
genes with scores below the cut-off. (D) Scatter plot showing the correlation of Pol 3
occupancy scores for samples from refed (x-axis) or fasted (y-axis) mice. The x=y line
is in blue, the regression line is in red. (E) Mva plot showing, for each analyzed locus,
the average of the scores in the fasted and refed conditions (x-axis) and the log2 fold
change in fasted versus refed conditions (y-axis). Loci with significant changes are

indicated in red. See Table S2 for the corresponding scores and limma analysis.
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Figure 2. Mafl KO mice have altered Pol 3 occupancy in liver under refed and fasted
conditions. (A) Number of Pol 3 loci occupied by Pol 3 in ChIP-seq experiments in
mouse liver. Numbers are given for loci found occupied by Pol 3 only in WT mice (in
blue), only in KO mice (in green) or in both WT and KO mice (merge colour). Results
are given for 4h refed animals on the left panel and for 8 h fasted animals on the right.
(B) Box plots showing Pol 3 occupancy scores for Pol 3 loci in the liver of wild-type
refed or fasted (WT_R and WT_F8 samples) and Mafl KO refed or fasted (KO_R and
KO_F8 samples) mice. The x-axis indicates the sample identity, the y-axis indicates
scores. Scores are given as the Log2 (IP/Input). Mice were fasted for 8 h and refed for
4 h. Genes with scores below the cut-off are symbolized by grey dots. (C) MvA plots
with the score means on the x-axes and the score differences on the y-axes, as
indicated. The small black dots correspond to Pol 3 loci with scores below the cut-off
in both samples, the large black dots to Pol 3 with scores showing no significant
change, and the red dot to Pol 3 loci with scores showing significant changes as
determined by limma (p-value < 0.01). (D) Spearman rank correlations of Pol 3
occupancy total scores for each tRNA isotypes between WT and MAF1 KO mice in a 4
h refed condition. The twenty-one tRNA gene isotypes (tRNASeC gene was left out,
tRNAMet genes were considered separately from tRNAMet genes) were clustered in
four different quantiles (blue, grey, pink and orange ovals) according to their Pol 3
occupancy. (E) Spearman rank correlations of Pol 3 occupancy total scores for each
tRNA isotypes between WT and MAF1 KO mice in a 8h fasted condition. The tRNA
genes were clustered as in E. (F) Circular plot indicating the ratio of Pol 3 occupancy
scores between WT and Mafl KO samples for each annotated tRNA in a 4 h refed
condition. (G) Circular plots indicating the ratio of Pol 3 occupancy scores between

WT and Maf1 KO samples for each annotated tRNA in a 8 h fasted condition.
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Figure 3. Mafl KO mice have higher levels of precursor RNA in liver. (A) Schematic
representation of the strategy to assign tags to precursor or mature RNA following
RNA-seq experiment. (B) Spearman rank correlation of tRNA RNA-seq scores for liver
samples from WT and KO mice fasted for 16 h. The left panel shows the correlation
for all tags, the middle panel for the tags attributed to mature tRNAs, and the right
panel for the tags attributed to precursor tRNAs. The x=y line is blue, the two fold
change lines are red dotted lines. (C) Northern blots analysis of liver mature tRNAs in
both 4 h refed and 16 h fasted conditions. The intensity of each band was quantified
and the mean values and standard deviations for the 3 WT and the 3 KO samples are
indicated on top of each panel. Small nucleolar RNA U3 was used as a loading control.
(D) As in C, but for a precursor isoleucine tRNA. The values under each panel
correspond to the t.test-associated p.value. (E) Precursor tRNA FISH signal. A specific
digoxigenin-conjugated RNA probe covering the intron of the tRNA leu1911 was used
and detected with a horseradish peroxidase-conjugated anti-DIG antibody (red
signal). Nuclei were stained with DAPI (blue signal). (F) As in E, but with a probe
spanning the intron of the tRNA leu1911.
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Figure 4. (A) Polysome profiles of liver samples from 3 WT (red curves) and 3 Mafl
KO (blue curves) 22-24 week old mice in Refed condition. (B) SUnSET western blot of
liver proteins. Mice were injected with 40 nmoles of puromycin per g of body mass,
and livers were harvested 30 min later. Puromycin incorporation into newly
synthesized proteins was detected with an anti-puromycin antibody. y-tubulin was
used as a loading control. (C) SUnSET western blot lanes quantification. y -tubulin was
used as a loading control. (D) SUnSET Dot-blots of liver proteins. 0.5 pg or 1 pg of
total protein from three puromycin-injected WT and Maf1l KO mice was spotted on a
nylon membrane and newly synthesized proteins were detected with an anti-
puromycin antibody. (E) ISH-SUnSET of liver sections. Livers from puromycin-
injected mice were harvested and embedded into paraffin blocks. Paraffin sections
were incubated with an anti-puromycin antibody for the detection of newly
synthesized proteins (red signal). Nuclei were stained with DAPI (blue signal). The
two panels on the right show the negative controls of sham-injected mice. (F) Liver
protein levels normalized to DNA content. Protein and DNA from 3 WT (black) and 3
Maf1 KO (red) were extracted from the same liver tissue lysate, quantified, and ratios
were plotted. (G) As in F, but for proteins extracted from 3 samples of 1 million WT
and 3 samples of 1 million Mafl KO MEFs. (H) WT and Mafl KO MEFs were stained

with an anti-f3-catenin antibody (red signal) and DAPI (blue signal).
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Figure 5. (A) Strategy used to quantify level of methylation on liver tRNAs in WT and
Maf1 KO mice in Refed condition. Blue arrow: tRNA-specific primer used for RT. Red
arrows: tRNA-specific primers used for PCR. (B) Ratios of unmodified total (precursor
+ mature) tRNAs in WT (black) and Maf1 KO liver cells. Experiments were performed
with high concentration of dNTPs (1 mM) to assess the level of total tRNA and with
low concentration (10 UM) to assess the levels of unmodified tRNA. (C) Ratios of

unmodified total mature tRNA in WT (black) and Mafl KO liver cells. Experiments

were performed as in B.

108



Asn_381
GTCTCTGTGGCGCAATCGGTTAGCGCGTTCGGCTGTTAACCGAAAGGTTGGTGGTTCGAGCCCACCCAGGGACG

Gly_887
GCATTGGTGGTTCAGTGGTAGAATTCTCGCCTGCCACGCGGGAGGCCCGGGTTCGATTCCCGGCCAATGCA

His_586
GCCGTGATCGTATAGTGGTTAGTACTCTGCGTTGTGGCCGCAGCAACCTCGGTTCGAATCCGAGTCACGGCA

Met_792
AGCAGAGTGGCGCAGCGGAAGCGTGCTGGGCCCTAACCCAGAGGTCGATGGATCGAAACCATCCTCTGCTA

Leu_1911
GTCAGGATGGCCGAGTGGTCTAAGGCGCCAGACTCAAGgtgacaagccttacctacgggtgT TCTGGTCTCCGAATGGAGG...

Tyr_27
CCTTCGATAGCTCAGCTGGTAGAGCGGAGGACTGTAGCctaactccccgttagaagacATCCTTAGGTCGCTGGTTCGACTCC...

Used primers

Asn_381_RT: gtccctgg
Asn_381_Fwd: tctctgtggcgcaatcggttag
Asn_381_Rev: ctgggtgggctcgaaccacc

Gly_887_RT: gcattggcc
Gly_887_Fwd: cattggtggttcagtggt
Gly_887_Rev: tggccgggaatcgaacccgg

His_586_RT: ggcgtgac
His_586_Fwd: ccgtgatcgtatagtggttag
His_586_Rev: tgactcggattcgaaccgag

Met_792_RT: agcagagg
Met_792_Fwd: gcagagtggcgcagcggaag
Met_792_Rev: gaggatggtttcgatccatcg

Leu_1911_RT: cagaactt
Leu_1911_Fwd: tcaggatggccgagtggt
Leu_1911_Rev: agaacttgagtctggcgc

Tyr_27_RT: aggatcta

Tyr_27_Fwd: cttcgatagctcagctgg
Tyr_27_Rev: gatctacagtcctccgct
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Figure S1. (A) List of primers used to quantify the level of modification on several
tRNAs. The red lines represent where primers used for the reverse transcriptase are
mapping on the tRNA sequence and the blue lines represent primers used for the

qPCR.
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Discussion

We have reported before that mice lacking the Pol 3 repressor MAF1 are lean and
resistant to diet-induced obesity, probably in part due to futile synthesis and
degradation cycles of both tRNA precursors and lipids. In addition, these mice are
slightly smaller, a trait that becomes evident as they reach 24 weeks of age (Bonhoure
et al. 2015). In this study, we characterize the effects of the lack of MAF1 for the

synthesis of Pol 3 products.

We first show that as mice fast, i.e. as they switch from using mostly glucose as a
carbon source to using mostly lipids, there is a decrease in Pol 3 occupancy for the
loci that have low or middle Pol 3 occupancy, but not for the loci with the highest
occupancy in fed condition, which tend to remain highly occupied after fasting. Thus,
out of 354 occupied Pol 3 loci in fed condition, 266 have no significant decrease of Pol
3 occupancy after fasting. Interestingly, this pool of stably occupied genes includes
tRNA genes for all amino acid isotypes as well as all the other categories of Pol 3
genes (see Table S1). Thus, after 8h of fasting, Pol 3 occupancy is decreased at a
number of specific loci while others remain occupied. This may ensure that some
essential functions such as splicing or RNA processing can continue to be carried out,
and, in the case of tRNAs, it may reflect adaptation to a new metabolic mode requiring

translation of a set of genes with different codon biases (Gingold et al., 2014).

The Mafl KO mice also showed decreased Pol 3 occupancy after 8h of fasting,
indicating that other factors besides MAF1 could repress Pol 3 transcription after
nutritional stress. MAF1 is thought to be the major repressor of Pol 3 transcription
but several other proteins have been shown to regulate Pol 3 activity including Rb
and p53. Moreover, Pol 3 transcription factors can be regulated by phosphorylation;
for example, yeast and human BDP1, one of the TFIIIB transcription factor subunits,
are inactivated by phosphorylation driven by either Sch9 or CK2 (Hu et al., 2004; Lee
et al, 2015). One could imagine these or other unidentified factors contributing to

repress Pol 3 occupancy under nutrient stress.
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A very striking effect in the Mafl KO mice was the much higher Pol 3 occupancy
observed in the refed conditions. This result was unexpected, as MAF1 is believed to
act mostly under stress conditions. This indicates that in fact, MAF1 plays a
dampening role on Pol 3 transcription even in the absence of stress. Perhaps MAF1 is
needed to keep Pol 3 activity within a pretty narrow range of activity where it
provides enough precursors to fulfil the needs of the cell, but not too many to avoid
cell transformation by increased protein translation and, at higher levels, incomplete

modification of pre-tRNAs (see below).

The much higher Pol 3 occupancy observed in the Mafl KO mice results in higher
levels of precursor tRNAs but not processed, i.e. 5’ and 3’ trimmed as well as spliced,
tRNAs, as determined by RNAseq as well as northern blot and FISH experiments
where specific probes for intron of tRNAs were used. A possible interpretation of
these results is that the very high levels of precursors overwhelm the processing
machinery, of which the nuclear-localized tRNA splicing endonuclease (TSEN)
(Peebles et al., 1983) is a major component. Indeed, in Xenopus oocytes, elevated
levels of pre-tRNA have been shown to saturate the pre-tRNA splicing machinery
(Arts et al., 1998). Unprocessed pre-tRNAs are rejected by the nuclear export
machinery (Lund and Dahlberg, 1998), which increases the levels of pre-tRNAs in the
nucleus. Consistent with this, we observed that the higher levels of pre-tRNAs in the

absence of MAF1 were localized in the nucleus.

In addition to being processed at their 3’ and 5’ ends and spliced, tRNAs are subjected
to chemical modifications that stabilize their structure and allow them to function
optimally during translation (Torres et al., 2014). In addition to increased precursor
signal in the cytoplasm, we also noticed some nuclear FISH signal from processed
tRNAs in the Mafl KO mouse liver. These may correspond to properly spliced but not
completely modified tRNAs, as it has been shown before that partially modified
tRNAs can be re-imported in the nucleus to finish their maturation (Kramer and
Hopper, 2013). Indeed, our experiments showed a reduced level of tRNA
modifications associated with the loss of MAF1. We tested, however, only a small
number of tRNAs, and we did not identify the specific modifications affected. We plan

to use a method developed by Peter Dedon’s group in which tRNAs are first
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hydrolyzed to single bases and then analyzed by GC-MS/MS (Dennis et al., 2012). This
will reveal which modifications are affected in the MAF1 KO mouse. It will be
interesting to check whether the differences are located at position 34, 35, or 36 of
the tRNAs corresponding to the anticodon or whether they are found at other key
positions. tRNA modifications were shown to protect the tRNAs against angiogenin-
driven cleavage. It could be interesting to check if the pool of tRNA-derived fragments

is increased in the Maf1l KO mouse.

tRNAs are key molecules for protein translation participating in translation
elongation by bringing the new amino acids that are incorporated. Recently, several
studies have shown that a defect in tRNA modification is followed by a decrease in
protein translation (Damon et al., 2015; Lamichhane et al.,, 2013; Rojas-Benitez et al.,
2015; Tuorto et al., 2012). Thus, the deficiency in tRNA modification in the Mafl KO
mouse might explain one of our key findings, namely that the Mafl KO mice display
reduced protein synthesis in the liver. This result could explain, in turn, the slight
decrease in size of the Mafl KO mice (Bonhoure et al, 2015). Our experiments
indicate a reduction of protein synthesis, however, we do not know whether some
proteins are more affected than others, or whether the translation reduction is global
and quite uniform. An important follow-up study will be to perform ribosome
profiling experiments, i.e. to sequence ribosome-protected mRNA fragments, as
described in (Ingolia et al., 2009). This might allow the identification of the specific
targets that are less translated. As Mafl KO mice develop a resistance to diet-induced
obesity (Bonhoure et al., 2015), one could imagine that specific genes involved in lipid

metabolism might be less translated in the Maf1 KO mice.

In summary, MAF1 is a regulator of RNA polymerase 3 transcription in mouse liver
both in fasted and refed condition. In fasted condition, MAF1 acts for metabolic
economy by decreasing the level of synthetized Pol 3 transcripts. In refed condition
the role of MAF1 is probably rather to control Pol 3 activity to prevent overwhelming
of both RNA processing and modification machineries. The loss of Mafl increases the
level of ineffective tRNA molecules in the cell leading to a decrease in protein

translation.
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Material and Methods

Animals

C57/BL6 male, 12-14-week-old (at time of sacrifice), mice were sacrificed after 16h
of fasting (from 4PM to 8AM), 8h of fasting (from 4PM to 12AM) or after 4h of
refeeding (fasting followed by full access to food during 4h) as indicated. All animal

care and handling was performed according to Swiss law for animal protection.

Spiked Mouse Chromatin Immunoprecipitation

Perfused C57Bl/6 mice liver were homogenized in 4 mL of PBS containing 1% of
formaldehyde and left in the same buffer for cross-linking for a total of 10 minutes.
Nuclei were isolated as described in (Ripperger and Schibler 2006). Nuclear lysis was
performed in 1.2 mL of 50 mM Tris/HCl (pH 8.1), 10 mM EDTA, 1% SDS, 50 pg/mL
PMSF, 1 pg/mL Leupeptin. The nuclear lysate was then supplemented with 0.92 mL of
20 mM Tris/HCI (pH 8.1), 150 mM NaCl, 2 mM EDTA, 1% Triton X-100, 0.01% SDS, 50
png/mL PMSF, 1 pg/mL Leupeptin and sonicated with a Branson SLPe sonicator for 10
cycles of 10 s at 50% amplitude, resulting in an average fragment size between 300
and 1000 bp. After each sonication cycle, the chromatin was kept in an ice-cold bath
during 20s. Chromatin samples from three mice were pooled, de-cross-linked, and an
aliquot was extracted for DNA quantification. Human HeLa cell chromatin was

prepared as described in (Canella et al. 2010) and DNA concentration was assessed.

ChIPs were performed with 30.8 pg of total DNA containing 2.5% of human spike
chromatin and 10 pL of serum from a rabbit immunized with a peptide 100%
conserved in human and mouse POLR3D (CS681 antibody, C-terminal peptide
CSPDFESLLDHKHR) (Chong et al. 2001). This antibody has been used extensively for
ChIP-seq experiments, both in human and mouse cells (Canella et al. 2010; Canella et
al. 2012; Renaud et al. 2014). The ChIPs were performed as described previously in
(Forsberg et al. 2000; Dhami et al. 2010) with a few modifications. Briefly, the
chromatin samples were incubated with the antibodies overnight at 4°C. The next
day, 20 pL of protein A sepharose beads (CL4B GE Healthcare) were added and the

samples were further incubated for 3 h. The beads were next washed once with 20
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mM Tris/HCL (pH 8.1), 50 mM NaCl, 2 mM EDTA, 1% Triton X-100, 0.1% SDS, twice
with 10 mM Tris/HCL (pH 8.1), 250 mM LiCl, 1 mM EDTA, 1% NP-40, 1% deoxycholic
acid, and twice with TE buffer 1X (10 mM Tris/Cl (pH 7.5), 1 mM EDTA). Bound
material was then eluted from the beads in 300 pL of elution buffer (100 mM NaHCO3,
1% SDS), treated first with RNase A (final concentration 8 pg/mL) during 6 h at 65°C
and then with proteinase K (final concentration 345 pg/mL) overnight at 45°C. The
next day, the samples were purified with PCR clean-up kit from Macherey Nagel and

eluted in 50 pL of elution buffer.

Ultra-high throughput sequencing.

Ten ng of DNA from each ChIP was next used to prepare sequencing libraries
according to the Illumina sample Prep ChIP Seq Kit protocol (Illumina; San Diego,
California, USA; Cat. No IP-102-1001), except that size selection of the samples was
performed after, rather than before, library amplification. Sequencing libraries were
loaded onto one lane of a HiSeq 2000 flow cell and sequenced at 100 cycles. For each

condition we sequenced input chromatin sample and corresponding ChIP sample(s).

ChIP-seq analysis

Data analysis was performed as described in Bonhoure et al. (2014).

RNA-seq analysis

Liver tissue from overnight fasted 22-24 week old mice maintained on a breeder
chow diet was harvested and freeze-clamped in liquid nitrogen. Total RNA was
prepared (Qiagen miRNeasy), treated with DNase 1, and RNA quality was assessed by
capillary electrophoresis (Agilent 2100 Bioanalyzer). Library preparation and
directional RNA-seq was performed at the Einstein Epigenomics Core Facility. Three
biologically independent samples (RNA integrity numbers >7.5, Agilent Bioanalyzer)
from wild-type and Mafl KO mice were sequenced. For analysis of the Pol 3
transcriptome, sequence tags were mapped in three sequential steps. The first
mapping was performed with Bowtie on the Mm9 Mouse genome assembly release.
The tags left unmapped were then aligned with BLAT on the Pol 3 loci listed in Table
S1. As twenty four tRNA genes contain introns, the remaining tags were aligned in a

third round with BLAT to sequences corresponding to spliced tRNAs. The results of
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the three alignment steps were pooled and the tags aligning in the Pol 3 loci listed in
Table S1 were counted. The tags were scaled to the total number of tags aligning in
Pol 2 genes, and tags with multiple matches in the genome were given a weight
corresponding to the number of matches divided by the number of times they were
sequenced. Scores corresponding to the log2 of tags per gene were then calculated.
Tags were considered derived from precursor tRNAs when they extended either
upstream or downstream of the mature tRNA coding region or overlapped with tags
extending upstream or downstream of the tRNA coding region, or for tRNA genes
containing an intron, when they contained intron sequences. Sequence tags were
considered derived from mature tRNAs when they start or end precisely at the 5’ and
3’ ends of the annotated tRNA, and for tRNA genes containing an intron, when they

spanned the exon-exon junction.

Northern Blot analysis

Liver samples (50-100 mg, flash frozen in liquid N2) from 16 h fasted or 4 h refed
mice were homogenized in Trizol (Thermo Fisher Scientific) and RNA was purified
according to the manufacturer’s directions. RNA was precipitated twice, quantified,
and resolved by denaturing polyacrylamide electrophoresis before electrophoretic
transfer to nylon membranes (GE Healthcare Amersham Hybond N*) and
hybridization with [32P]-end labelled oligonucleotide probes at 40°C (Li et al. 2000).
tRNA signals detected by phosphoimaging were quantified and normalized to U3
snRNA to compare expression in wild-type and knockout samples. The probe
sequences were: tRNAG(CTCO: 5'-CGCCGAATCCTAACCACTAG-3’ ; tRNALeu(CAA); 5’-
CTCCATTCGGAGACCAGAA-3’ ; mature-tRNA!e(TAT): 5'-ACCTCGGCATTATAAGTACC-3’;
pre-tRNAle(TAT):  5-ATCGCTTACGCCTAGCACTG-3’; U3 snRNA:5-GGAGGGAAG
AACGATCATCA-3'.

Fluorescent In Situ hybridization analysis

Liver tissues were fixed in 4% paraformaldehyde during 24 h followed by
cryoprotection in 30% sucrose/PBS during 24 h at 4°C. Tissues were embedded in
Tissue Tek OCT compound and 10 pm section were cut with a cryostat. Prior to
hybridization, sections were digested with 10 uM of proteinase K (ABI AM2546)

during 12 min at 37%. Sections were washed with 0.2% glycine/PBS and treated with
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0.1M triethanolamine (pH 8) during 10 min and 0.1M triethanolamine / 0.25% acetic
anhydride again during 10 min. Double digoxigenin-labelled probe were hybridized
overnight at 54°C in hybridization buffer (50% de-ionized formamide, 5X SSC, 5X
Denhardt’s solution, 0.5 mg/ml of salmon sperm DNA). Sections were washed and
incubated with anti-DIG antibody (Roche Cat N. 11 207 733 910) at RT during 30 min.
Sections were washed again and incubated with fluorophore (Perkin Elmer
NEL744001KT) at RT during 10 min followed by incubation in DAPI diluted 1/10000
in PBS at RT during 15 min. Pictures were taken with the Zeiss Axio imager M1
microscope. The sequences of the probe specific to precursor and mature
tRNALeu(CAA) were 5’-CACCCGTAGGTAAGGCTTGTCAC-3’ and 5’-
GGAGACCAGAACTTGAGTCT-3’, respectively.

Western Blot analysis

Liver samples (50-100 mg, flash frozen in liquid N2) from 16 h fasted or 4 h refed
mice were homogenized with a dounce in RIPA lysis buffer (Millipore 20-188).
Proteins were separated on 8-12% gradient SDS-polyacrylamide gels and transferred
onto nitrocellulose membranes (GE Healthcare Amersham Protan). Membranes were
incubated with antibody directed against RPS6 (Cat N.2217), phosphor-RPS6 (Cat
N.2211), ERK (Cat N.9102), phosphor-ERK (Cat N.4370), 4E-BP1 (Cat N.9452),
phosphor-4E-BP1 Cat N.9459) from Cell Signaling Technologies, and against y-
Tubulin (B-12) from Santa Cruz Biotechnology. Secondary antibodies were obtained

from LI-COR and membranes were scanned with an Odyssey imager.

Polysome Profiling

Liver samples (50-100 mg) from 4h refed mice were directly homogenized with a
dounce in Polysome buffer (20mM Tris-HCL pH 7.4, 150mM NaCl, 5mM MgCl;, 1mM
DTT, 100 pg.mL1 Cycloheximide, 1% Triton, 25 Units mL-1 Turbo Dnasel, 0.2 Units
mL-1 RNasin, 1mg/mL heparin, complete protease inhibitor). A fraction of the
homogenate was used to assess RNA concentration and a volume corresponding to
50pg of total RNA was loaded on a 15%-60% sucrose gradient. Samples were
centrifuged with a SW-40 rotor at 35000 rpm, 4°C during 4h. Profiles were obtained
reading the OD at 260nm with the AKTA purifier 10 from GE Healthcare (Amersham).
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SUNnSET puromycin labelling.

Twelve week old mice were injected with 40 nmol.g-! of puromycin at 9PM, and livers
were collected 30 min later. For western blot analysis, a piece of liver was
homogenized with a dounce in RIPA buffer and samples containing equal amounts of
DNA were loaded on a 10% SDS-polyacrylamide gel. Proteins were transferred onto
nitrocellulose membranes (GE Healthcare Amersham Protan) and the membranes
were incubated with an antibody directed against Puromycin (Millipore MABE343).
For Dot-Blot analysis, the protein samples normalized according to the DNA content
were directly spotted onto the nitrocellulose membrane. Antibody directed against y-
Tubulin (Santa Cruz B-12) was used to control for loading.

For immunostaining experiments, a piece of liver from puromycin-injected mice was
fixed in 4% PFA/PBS during 8 h and embedded in paraffin. Sections were rehydrated
with incubation in several baths of xylol and EtOH 100%, 95%, 80% and 70%.
Sections were next incubated with citrate buffer 0.01M, pH 6, and warmed during
10min. Sections were washed several times with PBS and protein were blocked with
1% NGS during 30min at RT followed by incubation of goat anti-mouse IgGZa
antibody (Abcam, Cat N° Ab98694) to prevent unspecific binding. After washing,
protein were blocked with NGS and sections were incubated with antibody directed
against puromycin (Millipore MABE343) at 4°C overnight. Goat anti-mouse A568
antibody (Thermo Fisher Scientific - Cat N° A11019) was next applied for 30min at
RT followed by several washes of PBS. Nuclei were next stained with DAPI (Sigma -

Cat N° D9542) at the dilution of 1/5000.

Genomic DNA extraction.

A small piece of liver was homogenized in lysis buffer (50 mM Tris/Cl (pH 8.0), 100
mM EDTA, 0.125% SDS, 0.8 mg/ml proteinase K). Samples were incubated at 55°C
overnight and DNA was extracted with 1 mL of phenol/chloroform (50/50) followed
by centrifugation at 2000g for 10 min. The aqueous phase was collected and the
phenol/chloroform extraction was repeated. DNA was precipitated and concentration

was assessed by fluorometry with the Qubit technology from Invitrogen.
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Cell immunostaining

MEF cells were extracted from WT and Mafl KO mice and fixed with 4% PFA during
10min. Cells were washed with PBS and protein were blocked with 1% NGS during
30min at RT. Cells were incubated with antibody against b-catenin (BD Bioscience -
Cat N° 610153) at the dilution of 1/50 during 1h. After washing with PBS, cells were
incubated with goat anti-mouse A568 antibody (Thermo Fisher Scientific - Cat N°

A11019) for 30min. Pictures were taken with the Zeiss Axio imager M1 microscope.

tRNA modifications quantification.

Modifications of tRNA were assessed by qRT-PCR. 100 ng of tRNAs was used for
reverse transcription with 200 units of M-MLV reverse transcriptase, 40 units of
RNasin Ribonuclease inhibitor (Promega N2515), 1 mM of each reverse primer
targeting a sequence downstream of a specific methylation site, 0.1M of DTT and
either 10 mM or 1 mM of dNTPs. Quantitative amplification of the resulting cDNA was
performed with FastStart SYBR Green Mastermix from Roche (04673492001). The

primers are listed in Supplementary Figure 1.
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Supplemental tables S1, S2, S3, S4, S5, and S6 can be found online at the address:
https://www.dropbox.com/sh/ellawnxku364bru/AAD1u2iwhPGOT7yNoXTO0dcLRa
?2dl=0
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Discussion and Perspectives

During my thesis I worked on several projects, all related to the study of Pol 3
transcription and its main repressor MAF1. | mainly worked with a Mafl KO mouse
model, which was designed prior the start of my PhD project in collaboration with Ian
Willis, Albert Einstein College of Medicine in New York. The Maf1 KO mouse was first
designed to study the effect of Pol 3 transcription in cancer development. Maf1 being
a repressor of Pol 3 transcription, we speculated that the Mafl KO mouse might
display elevated Pol 3 products levels. Since increased tRNA levels are linked with
cancer development, we thought that the Mafl KO mouse might be prone to
developing tumours. Surprisingly, we never observed any cancer development
associated with the Maf1 KO mouse; instead, the mouse developed resistance to high-
fat diet-induced obesity. It is important, however, to underscore that we never
challenged the mouse with tumorigenic treatments, which might still reveal a
propensity to develop cancers. Further experiments using carcinogenic drugs could
reveal a tumour suppressor role for MAF1 in mouse. For example, one could
determine whether Mafl KO mice develop hepatocarcinomas with faster kinetics
after a single injection of diethylnitrosamine (DEN) (Bakiri and Wagner, 2013).
Another commonly used method of inducing tumours is the use of 12-0O-
tetradecanoylphorbol-13 acetate (TPA) to induce skin tumours (Massoumi et al,
2006), which could also be tested on Mafl KO and WT mice. Nevertheless, given the
lack of any spontaneous tumour, we consider it unlikely that the Maf1 KO mice might
display an unsuspected higher propensity to develop tumours when challenged with

tumorigenic products.

Although the Maf1l KO mice did not develop cancer, they remained abnormally thin
and resistant to high fat-diet-induced obesity. Our experiments revealed defects in
lipogenesis and lipolysis as well as a futile cycle of tRNA synthesis and degradation,
which may account for part of the phenotype. In addition, we found changes in
metabolite profiles, notably polyamine pathway metabolites. Recently, a knockout of
the nicotinamide-N-methyltransferase (Nnmt) gene was shown to affect polyamine

pathway metabolites and to protect mice against diet-induced obesity (Kraus et al.,
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2014). We were, therefore, excited when we observed diminished levels of liver and
muscle NNMT. Lower NNMT activity can increase nicotinamide levels, which in turn
increases NAD*levels, and indeed higher NAD* levels were observed in the Nnmt KO
mouse. Consistent with this observation, NAD* level were upregulated in the muscle
of the Mafl KO mouse. Previous report showed that increased NAD+* levels are linked
with high fat diet-induced obesity resistance and enhanced oxidative metabolism
(Cantd et al,, 2012). Thus, altered NNMT expression in the Mafl KO and its impact on
the polyamine flux as well as NAD+ metabolism are very likely to contribute to the
resistance to high fat diet-induced obesity for the Mafl KO mouse. The mechanism by
which knockout of Mafl leads to reduced NNMT expression remains, however,

unclear.

Additionally to their role in protecting mice against high-fat diet induced obesity via
enhanced oxidative metabolism, NAD* levels were also reported to control longevity
in worms (Mouchiroud et al,, 2013). NAD* controls the activity of the deacetylase
SIRT1, of which one function is to control mitochondrial function (Bai et al., 2011;
Canté et al, 2012). SIRT1 main targets include PGCla and PPARy, which control
glucose and lipid metabolism, and the transcription factor FOXO1 involved in
mitochondrial biogenesis and autophagy. We observed impairment of autophagy and
lipid metabolism in the Mafl KO mouse. Future experiments should focus on SIRT1
activity. The levels of SIRT1 protein as well as the acetylation levels of its main targets
should be determined. Further, one could for example measure mRNA levels of
FOXO1 transcriptional targets.

Enhanced SIRT1 activity increases mitochondrial, but not cytosolic, translation
creating a “mitonuclear imbalance” leading to a mitochondrial unfolded protein
response (UPR™Y), and promotes longevity in fly (Owusu-Ansah et al,, 2013), worms
(Yokoyama et al., 2002), and mice (Houtkooper et al., 2013). The Maf1l KO mice have
an increased longevity and, under high-fat diet, display enhanced mitochondrial
activity without changes in mitochondrial number as determined by indirect
measurements of mitochondrial DNA level and mitochondrial oxidative chain
(Oxphos) protein levels. Mafl KO mice display reduced cytoplasmic translation, but
mitochondrial translation was not assessed. Further studies should be focus on the

analysis of mitonuclear imbalance in these mice, in this case perhaps resulting from
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reduced cytoplasmic translation rather than increased mitochondrial translation.
Mitochondria should be extracted from the mouse tissues and mitochondrial
translation should be assessed using a radioactive marker, as puromycin does not
enter the mitochondria. Expression of the proteins ClpP and Hsp60 should also be
measured as they were identified as UPR™ markers. To complete the mitochondrial
study, protein of the Oxphos pathway could be separated on blue native gels for
better measurement. The quality and morphology of mitochondria could be studied

by electron microscopy.

The Maf1l KO mouse phenotype could also be due to a direct action of MAF1 on key
metabolic genes. Earlier studies identified MAF1 as a protein capable of binding to the
promoter of the Tbp and Egr-1 (Johnson et al., 2007) genes and repressing their
activity. Later work reported that MAF1 also binds to and represses the promoter of
the key metabolic genes Fasn and Accl (Palian et al., 2014). Thus, additionally to its
role repressing Pol 3, MAF1 could be a repressor of key genes involved in
adipogenesis. The results implicating MAF1 in the regulation of Pol 2 promoters
were obtained with the ChIP-qPCR method, and I have been unable to reproduce
them using a cell line expressing a tagged version of MAF1 (HA tag). I also performed
ChIP-seq using liver cell from WT and Mafl KO mice and an antibody directed against
the endogenous protein but binding profiles were similar between the two conditions
(Figure 5.1) indicating no convincing evidence of Mafl binding on DNA for the tested
conditions. The regions identified bound by MAF1 in both experiments did not
correspond to any Pol 3 loci or known MAF1 targets Pol 2 genes. A possible
explanation for this negative result is that MAF1 binding on DNA is extremely
transient, and the used conditions are not optimal to detect such transient binding on
DNA. Future experiments should use the DamID method, which should reveal MAF1-
DNA interaction even if the binding of MAF1 is transient. In this experiment, MAF1
would be fused to a DNA adenine methyltransferase (Dam), which methylates
adenine present in the palindromic sequence GATC. If the MAF1-Dam fusion comes
into the DNA vicinity, the Dam moiety will methylate position 6 of the adenine on the
DNA, an epigenetic mark that should be stable through one generation and that is
normally absent in eukaryotic cells. Adenine methylation profiles could thus be used

next to clarify the relevance of the previous results indicating MAF1 binding to some
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Pol 2 promoters. Ideally the experiment would be performed with mouse adipocytes

or hepatocytes, both cell lines expressing Accl and Fasn.
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Figure 5.1: Identification of genomic regions bound by MAF1 in liver of WT mice (A)
and Mafl KO mice (B). Each dot represents a 400 nucleotide genomic bin. Red dots
correspond to region with background signal, blue dot to regions with a statistically

significant MAF1 signal. Other regions with non-significant binding of MAF1 are in grey.

In addition to being lighter, the adult Mafl KO mice are also statistically smaller
compared to their WT counterparts. Protein translation has been linked to both body
weight and cell size (Faridi et al, 2003; Rui, 2007; Ruvinsky and Meyuhas, 2006;
Tavares et al., 2015). We monitored protein translation in the mouse liver using
ribosome sucrose gradient sedimentation profiles and puromycin incorporation and
observed that the Maf1 KO mouse displayed a reduced protein translation. To confirm
this, we used the ribosome profiling method, in which the ribosome-protected

mRNAs are sequenced by high throughput sequencing. The results did not show any
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obvious differences for specific mRNA. They also did not reveal obvious global
differences in protein translation between WT and KO, perhaps due to the data
analysis. If the reduction in translation is global, the differences between the samples
will be lost during normalization of the high-throughput data. For future experiments,
we should reproduce the ribosome profiling but this time including commercially
available spike-in RNA. DNA concentration of the liver extracts (as cell counting is not
easy) should be assessed and spike-in RNA should be added in constant proportion
relative to DNA content just after the RNAse digestion step. Having spike-in material

for normalization will allow detection of global differences between the samples.

The lower level of translation in the liver of Mafl KO mice was surprising for us as,
MAF1 being a repressor of Pol 3 transcription, we had hypothesized that with more
produced tRNAs, translation would be enhanced. However, we found that higher Pol
3 occupancy in the Mafl KO mouse was leading to an enhanced level of precursor
tRNAs but not mature tRNAs, the effective molecules involved in translation.
Moreover, RT-PCR based experiments on a few mature tRNAs revealed a lower
degree of modification in the Mafl KO mouse. tRNA modification is a critical step in
tRNA physiology to maintain a normal level of translation. Our observation suggested
that the higher level of precursor tRNAs production in the Mafl KO mouse is
overwhelming the tRNA maturation as well as the tRNA modification machineries. To
complete the study, it would be highly interesting to examine the levels of tRNA
modifications in greater details. The Dedon group developed a method (Su et al,
2014) where tRNAs are isolated by HPLC, hydrolysed, and single nucleotide
modifications are analysed by mass spectrometry.

Such analysis would permit the identification of the tRNA modifications affected in
the Mafl KO mouse, although it would not allow the identification of the specific
tRNAs lacking the modification. We might for example find a reduction in tRNA
methylation, one of the most studied tRNA modifications whose importance in
regulating protein translation has already been demonstrated. Such a finding would
give weight to the hypothesis that a tRNA modification defect is causing reduced
translation in the Mafl KO mouse. Another possibility would be to use bisulphite
sequencing, which would allow us to map the differences in tRNA methylation and

check for their roles in protein translation. Indeed, protocols have been developed in
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which cytosines (but not m5C) in RNA are first deaminated and converted to uracil by
bisulfite treatment, followed by PCR base amplifications of cDNA and DNA sequencing
(Schaefer et al., 2009).

[ think future investments on the Mafl KO mouse project should focus on MAF1
inhibitory drug development. Apart from its resistance to diet-induced obesity, the
Maf1l KO mouse does not present any clear symptoms of disease. Altogether, the data
suggest that Mafl could be a potential target for drug development in obesity
treatment. Drug development implies the development of an assay amenable to high
throughput studies. The project should thus be first oriented towards the design of an
in vitro system allowing the assessment of MAF1 activity. MAF1 activity is regulated
by its phosphorylation state, with the under-phosphorylated form being the active
one in Pol 3 repression. One would therefore be interested in developing drugs that
either prevent de-phosphorylation of MAF1 or prevent the interaction of
dephosphorylated MAF1 with Pol 3. In the first case, one could imagine a compound
binding to phosphorylated MAF1 and preventing de-phosphorylation. However, as
we have currently no efficient way to obtain correctly phosphorylated MAF1 in vitro,
this approach might be difficult. It might be easier to identify compounds blocking the
interaction of MAF1 and Pol 3. One possible assay would involve cells transfected
with a Pol 3 promoter fused to a GFP reporter gene devoid of runs of T residues. A
decrease in Mafl activity due to drug treatment would lead to an increase in Pol 3
activity and so to an increase in GFP expression. Indeed, the expression from a Pol 3
promoter of RNAs that can then be translated has been documented. Gunnery and
Mathews have shown expression of the viral trans-activator Tat from a Pol 3
promoter (Gunnery and Mathews, 1995), and Rollins and colleagues have shown

expression of luciferase (Rollins et al., 2007).

A probably more sensitive system would be to establish cell lines expressing GFP,
either constitutively or from an inducible promoter such as in the Tet-on or Tet-off
systems. One would then express a siRNA from a Pol 3 promoter directed against GFP
itself or against the Tet repressor fusion protein. In the first use, more active Pol 3
would reduce the GFP signal and in the second it could be designed to increase or

decrease it depending on the Tet system used. This type of assay would be important
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because it tests the final step, Pol 3 regulation. However, earlier assays might test
directly ability of the drug to inhibit MAF1-Pol 3 interaction. Maf1 has been reported
to bind to the largest subunit of Pol 3, both in yeast and mammalian cells, and the
region of interaction has been narrowed down to the N-terminal part of the protein.
However, our group not being experienced in drug development, it would be more
efficient to collaborate with a specialized company for the drug design part. This
would be a long-term project but new results in Maf1 inhibition could reveal novel

insights for obesity treatment.

A second interesting project would be to monitor the level of tRNA modifications and
translation of key proteins in several human metabolic diseases. Altered expression
of Cdkall, a tRNA modifying enzyme, has been reported to reduce the level of
modification of tRNAWs, which causes the development of type 2 diabetes (Wei et al,,
2011). However nothing is known about putative links between other modifications
and severe metabolic disorders. Using GC-MS/MS and bisulfite sequencing would
help to understand the differences in tRNA modifications between samples from
healthy and sick patient and ribosome profiling would reveal which mRNA are more
or less translated and thus which proteins might be affected. Such studies would
further our understanding of the development of metabolic diseases and give us new

perspectives to fight them.
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