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Abstract

Background: In the era of evidence-based medicine, decision-making abounémtabtf individual patients involves conscious, specific, and
reasonable use of modern, best evidences. Diagnostic tegsialy obeying to the well-established quality standardspobdecibility and validity.
Conversely, it could be tedious to assess the validation studitestsfused for diagnosis of mental and behavioral disorderswdhiksaims at
establishing a methodological reference framework for thdatadn process of diagnostic tools for mental disordersinfgeemented this framework
as part of the protocol for the systematic review of burselftreported measures. The objectives of this systematiew are (a) to assess the
validation processes used in each of the selected burnout esamod (b) to grade the evidence of the validity and psychomeglity of each
burnout measure. The optimum goal is to select the most valid measore®) in medical practice and epidemiological research.

Methods: The review will consist in systematic searches in MBENIEE| PsycINFO, and EMBASE databases. Two independent authiossreen the
references in two phases. The first phase will be the titlealstract screening, and the second phase the full-text readingwilhée 4 inclusion
criteria for the studies. Studies will have to (a) addrespsfiehometric properties of at least one of the eight vatidatenout measures (b) in their
original language (c) with sample(s) of working adults (18 to 65 year¢d)ldreater than 100. We will assess the risk of bias of eadi ssing the
Consensus-based Standards for the selection of health Measumstreménts checklist. The outcomes of interest will be thevfalidity, response
validity, internal structure validity, convergent validity sciiminant validity, predictive validity, internal consistentgst-retest reliability, and
alternate form reliability, enabling assessing the psychien@operties used to validate the eight concerned burnout meadigewill examine the
outcomes using the reference framework for validating ureaf mental disorders. Results will be synthetized déiseldypand, if there is enough
homogenous data, using a meta-analysis.
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Ethics and dissemination

We will publish this review in a peer-reviewed journal. pag will be prepared for the health practitioners and scierdistl disseminated through
the Network on the Coordination and Harmonization of European Owoogla Cohorts Iittps://www.cost.eu/actions/CA16216
http://omeganetcohorts.g@nd the Network of scientists from Swiss universitvesking in different areas of stredgips://www.stressnetwork.gh/

PROSPERQO registration numberCRD42019124621

Declarations

Extracted data will be available as supplementary material of shensstic review article.
Acknowledgements

The authors thank Aline Sager, the Unisanté/DSTE librarian.

Authors’ contribution

IGC designed the research protocol for this systematieweVCG performed the literature research quiries and made ti@lidahecks of the
preliminary research results. SCM and PP elaborated thremeéeframework, FC, LG and RB critically reviewed anddeatd it. IGC and SCM
drafted the manuscript. All the authors read it and approved the finaversi

Funding

University of Lausanne and University of Bern BNF — Nati@palification Program funded the salary of young researchéraiid SCM); European
Cooperation in Science & Technology (COST Action CA16216), OMEGA-NEetwork on the Coordination and Harmonization of European
Occupational Cohorts covered the meetings and travel expenses as elbpsrt access publication costs.

BACKGROUND
Rationale

In the era of evidence-based medicine (EBM), decision-maitiogt treatment of individual patients involves conscious, fipead reasonable use
of modern, best evidences (1). The purpose of EBM is ultimatgisovide patients with the best treatment solutions. Thuls| EBps avoid mistakes
in the course of treatment and raises the quality and theftestiveness of health care. Diagnosis and prognosis, two bpsissf medicine and
paramedicine, provide valuable information enabling patientpeofdssionals to make decision. The results of diagnostip@gghostic processes
must be as correct as possible, as they can have far-reachseguences. The application of the EBM methods in diagnostic@grbstic processes
used in healthcare is thus essential (2).

EBM requires from the physician the ability to search tedioal literature and the skills in the interpretation oflepiiological and statistical results.
However, evaluating the quality of a given study can be chatigngisome cases, depending on the nature of the diagnostic tesidthdesign and
statistics used. For instance, diagnostic tests involvingunaklle functional, biological or morphological changes of clinigalificance usually obey
to well established quality standards of reproducibility and validityaxe relatively easy to compare based on their predictive valuatyggmsd
specificity (3). In contrast, validity studies of tests ingjimnaire format, commonly used for the diagnosis of mental andibeddadisorders, are
more challenging to assess. Diagnostic questionnaire assessimgl disorders should obey to a number of methodological standactisas
psychometric properties, as part of its validation procesklyever, terms that denominate the psychometric propertiesditres broad, sometimes
vague definitions, while the statistical methods for theseasment vary widely across publications (4-11). Moreoveilabiea methodological
guidelines are heterogeneous and generally incomplete. Some airéhewen contradictory (4, 6, 7). To date, no consensual methodbtpguteline
exists for the whole validation process of mental health questires and rating scales used for screening and diagnosisitafl hisorders. The
currently available standards focus on the methodological gjo&ltngle studies reporting diagnostic accuracy and psychiompetperties. Examples
of those standards are the Quality Assessment of Diagiastioacy Studies (QUADAS) (12) or the Standards Reportingiagridstic Accuracy
Studies (STARD) (13). The Consensus-based Standards for ¢élstiasebf health Measurement Instruments (COSMIN) (14) enafised for the
qualitative evidence appraisal in the systematic reviews. Hoynelatest is rather unhelpful from the statistical point of view.

This lack of harmonization regarding acceptable validigndards or criteria for various mental health questionndiirestly challenges the EBM
application in diagnosis and subsequently in treatment of mestatidi's, in particular, among non-specialized health professiémakder to remedy
this situation, we have established a general referenceviainéor the validation process of diagnostic tools for menisrders, including self-
reported measures of burnout. The burnout syndrome remains iledefnd nosologically uncharacterized (15). Despite its inngeasportance
(16), burnout syndrome still has no consensual definition, which madiéiciilt to manage. Maslach and Jackson (17) proposed the moshprdm
definition of burnout: a psychological syndrome that occurs in profeeds who work with other people in challenging situations thatgasured
through three domains: 1-emotional exhaustion 2-depersonalisation argbBgbeiccomplishment. From this definition, Maslach developedta fir
burnout measure: the Maslach Burnout Inventory (MBI). Apart fronMiBE a meta-analysis by O’Connor et al. (18) cited six otlatidated burnout



measures: the Pines Burnout Measure (BM), the OLdenburg Bunvaumtory (OLBI), the Copenhagen Burnout Inventory (CBI), the Bedi@al
Quality of Life Scale (ProQOL Ill), the Psychologists Burhtnventory (PBI), the Children’s Services Survey (C38) the Organizational Social
Context Scale (OCS). Considering that psychological syndromesiragase heterogeneous, a closer look to the validation procigsafrrently
used burnout measures should give insight on their legitimacy in medicdice and research.

Objectives

This article aims at presenting our methodological referérmemework for the validation process of diagnostic toaisrfental disorders as part of
the protocol for our systematic review of burnout self-replomeasures. The objectives of this systematic revietnargsess the validation processes
used in each of the selected burnout measures and to gradedrece of the validity and psychometric quality of each burnoasume to select the
most valid one(s) for use in medical practice and epidemiological cbsear

METHODS AND ANALYSIS

We developed the protocol according to the Preferred Reporting Itef8gdtmmatic Reviews and Meta-Analyses (PRISMA) recomntiemga \We
registered the protocol with the International Prospective Regisf&ystematic reviews (registration number CRD42019124621).

Reference framework for the validation process of diagnostiobls for mental disorders

This framework is provided in Supplementary material Tdhlerganized in four columns, as follows: 1-psychometric validiiyeréa, 2-their
definitions, 3-the methods commonly used to analyze them, and 4titengestatistical estimates and indices as well as trectibg criteria for their
respective interpretation. To construct this framework, wepbteted the demarche initiated by the French National InstifuResearch on Security
(INRS) for a comparative analysis of different scales and toels$ fas assessing psychosocial risks available in French languader&t) we listed
as exhaustively as possible the psychometric validity aitand their definitions, using handbooks and published guidelines (4-1115,147-44).
Second, we sorted the validity criteria, according to thestraonsensual denomination and definition and grouped them bypasbagcording to
Bolarinwa (6). Third, we filled the third and fourth columns of #ide with appropriate analyses and indices’ interpretatiozefch validity criterion,
using handbooks and published methodological guidelines (4-6, 8-11, 19-33, 36rt)wieé submitted the completed table of our framework to two
independent experts with strong psychometric skills for critemaew of the retained definitions, the completeness afrtbilnods, and the appropriate
choice of interpretation criteria. Finally, after discussionhef reviewers’ comments and getting consensus, we produngdeat version of the
framework. We consider it as a methodological referential becoakaws non-specialized health professionals and researchers totandensd to
correctly interpret the overall and specific validity ena of a diagnostic tool for mental disorders, whatevestindy design and statistical method
used for its validation. Thanks to its multiple entries, it is bss0o shift through validation studies by picking up terms abdureualidity criteria
(20 criteria), analytical methods (21 methods) or the resultingeadind statistics grouped into 19 categories. Becausanéligical exhaustiveness
and completeness for the three elements of the validation griadiic tests (i.e., validity, reproducibility and sensitivity)canstitutes a useful
framework for quality appraisal of diagnostic tests for mental diéssr

Eligibility criteria

We will include 1-studies with quantitative methodology; 2-putalcsin the original scientific article formats; 3-adiag the psychometric properties
of at least one above-mentioned burnout measures in its origindtgnskated) version; 4-with sample size of at least of 1@ipants. We will
exclude 1-studies that do not meet the inclusion criteria; 2-stémlievhich no abstract and full text could be found; 3-studiesentrge of the eight
burnout measures was used as a reference against anothestaneluded in this review; 4-studies where a translatesioreiof burnout measure
was used (e.g., translational validity and cross-cultural sydiestudies in which quantitative data on reliability ordidliwere missed; 6-studies
where participants were not professionally employed (e.g., students, niedidahts).

Participants

We will include studies with working adult participants adetween 18 and 65 years old. We will exclude studies where partisi had no
professional occupation (e.g., students, medical residents).

Exposures/I nterventions

This review is focused on the psychometric properties andtyatitthe selected burnout self-reported measures. It wouldomsider the exposures
or predictors of burnout in workers.

Comparators
We will consider measures of depression, anxiety, and somatic disasdewmparators to assess the discriminant validity of burnout measures
Outcome measures

The outcome are the psychometric properties used to valfgatgight aforementioned burnout measures: Face validigpdRse validity; Internal
structure validity; Convergent validity; Discriminarglidity; Predictive validity; Internal consistency reliatyil Test-retest reliability; Alternate form
reliability.

Time frame

As we include quantitative studies reporting one of the above-mentionexnastcwe expect different time frames to be used in the selected.studies
Thus, no restriction to any particular time frame will be applied.

Setting

Given that the study population consists of working adult®calupational settings will be considered. If enough homogenousigatvailable per
type of occupation, we will perform additional analysis for specific catoipal settings (e.g., health care, education).

Language
There will be no language restriction
Information sources

Systematic literature search will be performed forgéeod from 1980 to 2018 (September). This period was determined wiingtin@ent that the
first validated measure of burnout was published in 1981 with thig(MB. We will use three databases to search for studiageoést via the online
catalog of databases OVID interface: the Medical Liteeafuralysis and Retrieval System Online (MEDLINE) databéweworld-class resource for
abstracts and citations of behavioral and social sciencecbhdesycINFO database, and the Excerpta Medica databa&A&H). In addition, we
will check the reference lists from articles and reviewsensgd in our electronic search for any additional studies to include.



Search strategy

An experienced librarian will review the search strategyilltconsist of free-text words to specify three seatrimgs: terms focusing on the burnout
measure of interest (e.g., MBI), terms related to the vabidatf the measure, and a combination of the two first search stesgiss. Finally, one
additional search string will consist of removing duplicates.

Study records

Data management

We will import the collected studies in the bibliography software EndX8te
Selection process

Two independent reviewers will screen the referencesnorglte the eventual remaining duplicates within each databhsg.will also eliminate
duplicates between databases. They will screen the remairticigsabased on their title and abstract. They will retaireject the articles based on
the above-mentioned inclusion and exclusion criteria. The twowexsewill then screen the remaining articles based on fullreading. They will
discuss any discrepancies and if needed, ask a third reveaitrate the decision. A reviewer will illustrate the stta process with a flowchart
following the PRISMA guidelines.

Data collection process

To elaborate a standardized data extraction form convenieall fands of study design and methods applied; we will useefarence framework

for the validation process of diagnostic tools for mentalrdess (Table 1). Each burnout measure will have its own exeyrgfldata extraction form

(MS Excel file) that will be filled with studies’ datacerning the burnout measure in question. Two independent revisiegest the form using
articles on different burnout measures. They will discussdasgrepancies and if needed, they will ask a third resfig¢w arbitrate the decision and

add clarification. This process will continue until complete agrent is reached between both reviewers on the finalizecexagation form. The

data of the included studies will be extracted by one of two reviewesscdnd reviewer will crosscheck a random 20% sample of the extracted data.
The missing data will be identified by a code depending on tls®meahy they are missing (e.g., hot assessed, not reportedjafichextraction
process will provide additional validation of the referential fram completeness.

Data items

The extracted data will concern studies’ identificatioa. (iauthors, year of publication, journal, and title); samplesw’acheristics (i.e., size, gender
ratio, age, occupational activity, participation rate, represeityaburnout scores’ distribution); burnout measures’ charities (i.e., name, version,
number of items, number of domains, domains’ names); and statistical methods asseédsing the psychometric properties outcome.

Outcomes and prioritization

The outcomes of interest will be the face validity, respaadieity, internal structure validity, convergent valididiscriminant validity, predictive
validity, internal consistency, test-retest reliability, and aligx form reliability. Those criteria will enable to assess tiiehmsnetric properties used
to validate the eight concerned burnout measures.

Risk of bias in individual studies

Two reviewers will independently assess the quality of eaaly sising the COSMIN checklist (14). They will discuss angréigancies, and they
will resort to the arbitration of a third reviewer if needed.

Data synthesis
Descriptive analyses

We will interpret the quantitative based on our methodologiafarence framework. We will create a narrative synshekithe findings from the
included studies. We will structure this synthesis around the burnout mgigutarget population characteristics, and the type of outcome.

We plan to carry out subgroup analysis on the primary outcomes by groupiieg &taskd on the following: 1-Burnout self-reporting measure: MBI,
BM, OLBI, CBI, ProQOL Ill, PBI, CSS, and OCS.

2-Burnout domain: Emotional exhaustion, Depersonalization, Personal atdomgit (MBI); Physical exhaustion, Mental exhaustion (BM);
Disengagement, Exhaustion (cognitive and physical) (OLBI)eBsdbnal exhaustion, Personal Exhaustion, Relational ExhausBbty C@mpassion
fatigue burnout (ProQOL IlI); Aspects of control, Support in thekwsatting, Type of negative clientele, Overinvolvement \ilii client (PBI);
Emotional exhaustion (CSS); Culture, Climate, Work attitudes (OCS)

3-Participants’ characteristics: gender, age, and burnout score.
Meta-analyses

There might be a limited scope for meta-analysis. Therde/ill range of different factors and outcomes measured anctepomss existing studies.
However, we will pool summary estimates in form of multiple logisegression coefficients whenever possible. We will do ittisfysoverlapping
in terms of outcome measures, for at least one of the burnout doRiaice the participants in the various studies might be ceasas coming from
the same population (workers) or from different populations (i.e., accaalearh study’s inclusion criteria) we will use a fixed effects model.

Meta-biases

According to standard practice in meta-analysis, the fiegt &ill be to represent the data as forest plots includiag-square that estimates the
percentage of the between-study heterogeneity. If the lattary large, this means that the between-study heterogéseituch larger than the
between-subject heterogeneity and any attempt of obtaining a referamedovahdividual subjects will not be valid(45).

Assessment of publication bias
We will produce funnel plots to investigate possible publication biagcasnmended in the epidemiological literature.
Assessment of heterogeneity

For each model, heterogeneity will be assessed by quantitygnn¢onsistency across studies using I?2 statistic gréeiar50% as criterion. If
heterogeneity is identified, potential causes will be exgdldeseg. clinical and/or methodological diversity). We will toyclarify heterogeneity via
subgroup analysis, but if it cannot be explained (i.e. there isdawable variation in the results), then a meta-analysig wsrandom-effect model



will be conducted. We will exclude studies with a high riskias to determine the extent to which the synthesized reseibgasitive to risk of bias.
Statistical analysis will be performed using STATA software, 16thioar

Confidence in cumulative evidence

The strength of the evidence for the relationship betweemrelift risk factors and burnout onset will be assessed usingrding of
Recommendations Assessment, Development and Evaluation (GRAPERah. It will allow to rate the certainty of a body widence as suggested
by GRADE guidelines 18 (46). We will use a checklist designdddnder et al. (2014) (47) to improve consistency and reproducifilityr GRADE
assessment. The results will be presented using the GRADE Summary n§&ifhdbles and Evidence Profiles (48).
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Table 1. Referential framework for validation of questionnairs and rating scales

Validation step

Definition Analysis/techniques Indices and interpretation

Validity assessment

Capacity of a scale to measure effectively

what it is supposed to measure

Translational/representational

How well the idea of theoretical construct

validity is represented in an operational measure
(Theoretical construct) (scale).
Face validity Acceptability of the scale by users or by Expert judgement Subjective measurement (halo effect)

subjective judgement of experts. Itis a
superficial and not a robust validity

methodology.

Content validity

The degree in which the scale content Scale items cover all aspects of the consttuct
adequately reflects the construct thatis Compare test content to the theoretical construatent to see if they are relatéd
being measured; it evaluates how much ath) Qualitative approach: assessment by an expannitbee a) Deductive approach.
item sample represents in a defined
universe or content domain 2) Quantitative approach: calculation of the cohtextidity index CVI) to measure the b) Four points Likert scale where items rated Withr 2 points have to be removed.
proportion of judges who agree on certain aspddastaol and its item$ CVI = number of answers 3 or 4/total number of answers
.>8 = acceptable

>.9 preferablé.

All aspects of the construct must be representétehns in a proportional manner
(e.g. number of items by facets of the constfuct)
Compare test content to the theoretical construatent to see if they are related
1) Qualitative approach: assessment by an experiitiee a) Deductive approach.

2) Quantitative approach: calculation of (D€l 2 b) CVI calculation as above

No item should tap outside the construct domain.
Compare test content to the theoretical construatent to see if they are related

1) Qualitative approach: assessment by an expenitee a) Deductive approach.

2) Quantitative approach: Quantitative approacttutation of theCVI 2. b) CVI calculation as above

3) Structural equation modeling (method to asdessheoretical models that might  ¢)
explain the interrelations among a set of variahléxploratory and confirmatory
approaches. When doing both exploratory factoryaiglEFA) and Confirmatory

factor analysis@FA), they should be made on different samples inraimavoid



overfitting. CFA is preferred to EFA because in EFA varialpiesiuce loads to all
factors*, whilst in CFA the variables only produoads in the factors* assigned in the

modef.

1. First, you have to assess the suitability ofdata for a factor analysis, which is
done by analyzing the adequacy and the spheritityeodata thanks to the following
tests:
1.1. Adequacy: Kaiser-Meyer-OIlkilKMO ) test measures sampling adequacy forl.1.KMO test: results vary from -1 to 1 where:
each variable in the model and for the completeahdtimeasures the proportion of  0.00 to 0.49 unacceptable / 0.50 to 0.59 miserable / 0.60 to 0.69 mediocre / 0.70 to 0.7¢

variance among variables that might be common reeiaThe lower this proportion,  mjiddling / 0.80 to 0.89 meritorious / 0.90 to 1.00 marvefous
the more suited the data is to factor analysis

1.2. SphericityBartlett's Test tests the hypothesis that the correlation matranis 1 > artlett's Test: Values < 0.05 of the significance level indictitat a factor analysis may be
identity matrix, which would indicate that the \ales are unrelated and therefore | ,seful with the datd

unsuitable for structure detectfon

2. Second, if you have no a priori hypothesis endbmposition of the sub-
dimensions of a construct, you can use explorapproaches: Principal Component
Analysis PCA) andEFA. PCA and EFA are sometimes confused, but they are
mathematically and conceptually different: PCA imapla formative measurement
model (i.e, a model assuming items’ scores to be#uses of a construct), while
EFA implies a reflective measurement model (i.maalel assuming a direct effect
from the construct on the items scofe$he observed items in PCA are assumed to
have been assessed without measurement error,asheFé include a measurement
error. Both PCA and EFA are computed based on lediwa matrices, but the former
assumes the value of 1.00 (i.e., perfect relighilit the diagonal elements, while the
latter utilizes reliability estimatés PCA and EFA use different techniques to achieve
two goals®:

a. Data reduction by discovering optimal weighting¢he measured variables so 5
that a large set of related variables can be retitcca smaller set of general summary
scores that have maximal variability and reliapilithis goal is achieved witRCA.

The components are estimated to represent thenecagaof the observed variables in
the as small as possible number of dimensionspardtent variables underlying the
observed variables need to be invoked. Principadpmments are linear composites of
the original measured variables and thus contatin t@mmon and unique variance.
PCA should not be used as an extraction méthed it should not be used for

psychometry.

b. Identification of the underlying dimensions®(ifactors) of a domain of b.

functioning, as assessed by a particular measurgtigument. This goal is achieved



with an EFA) or common factor analysis, which is based omtiteon of a "latent
structure”, i.e, the presence of a certain numbé&ators (or dimensions*) that allow
explaining why certain variables are intercorrelathile other variables are not. The
EFA uses the matrix of correlations or covariara@®ng measured variables
(items/subscales), to identify a set of more gdratant variables/factors*, that explain
the covariances among the measured variablesetmththese latent variables are the
underlying causes of the measured variables.
EFA requires to choo$e
1.The type of correlation matrix to analyze: 1.Polychoric correlation: for items with4 categories
Pearson correlation: for itera$ categories
2.The number of factors* to retain, thanks to défe techniques: 2.
2.1. Scree-test 2.1.Scree-test allows computing first differences between vatias When this difference
becomes negative, the computation stops and atiymaxes are to be kept. A graphical analysis
of the involvement of the axes permits to lookdaharp bend (“elbow”) in the plot, which

indicates the number of factors. It is approprigben the number of factors is cléér

2.2. The Minimum Average Partial (MAP) method isée on the matrix of partial 2.2.MAP: Extract the number of factors until the stoppiragnt.
correlations, and gives an exact stopping poiet {hen the averaged squared partial

correlation reaches a minimum) after which no fextare extracteld.

2.3. Parallel Analysis (PA): random data sets armegated pm the basis of the same 2.3.PA: The point where the two plots meet provides @&aidf the absolute maximum
number of items and persons as in the real dataxnahen the scree plot of the number of factors to extract. A factor that expédiess variance in the real data than a
eigenvalues from the real data is compared wittstinee plot of the eigenvalues from corresponding factor in the simulated data shootdoe extracteé’.
the random data.

2.4. Kaiser’s K1 rule (or Kaiser-Guttman criterion)e. This criterion is commonly  2.4.Kaiser’s K1 rule: Select only axes with a bigger variance tharatferage one as they
used, but it is not recommended as there is nistitat justification for it*. have an explanatory variance that is smaller tharvariance of one manifest variable. The

average variance is 1/x where x is the number e$ areeded to explain all the information.

3. The Extraction method: It exists different egtiran methods (Principal 3. When there is no severe violations of distritwil assumptions solutions provided by these
Component Analysis; Unweighted Least-Squares MetBaheralized Least-Squares methods are usually very simitar
Method; Maximum-Likelihood Method; Principal AxisaEtoring; Alpha; Image

Factoring®).

4.The rotation method relates the calculated fattar theoretical entities, 4.
depending on if the factors* are believed to bealated (oblique method) or
uncorrelated (orthogonal methétd)
4.1. Orthogonal: equamax, orthomax, quartimax,\arinax*. Varimax is 4.1. Usually a loading is considered significant-.30'°.
automatic method that maximizes the variance afraibns for each factor*. Varimax

gives orthogonal axes, when the sub-dimensionstnalependent a priori. It minimizes



the number of variables implying strong changesach factor*, which simplifies the
interpretation of the factors 4.2. When delta is null, the solutions are the nobditjue. The more negative the value of delta,
4.2. Oblique: binormamin, biquartimin, covarimirett oblimin, indirect the less oblique the factorg*
oblimin, maxplane, oblinorm, oblimax, obliquimaxptees, orthoblique, orthotran,
promax, quartimin, and tandem critéfia
3.
3. Confirmatory approaches are used to confirmaigrypotheses based on theory
or resulting from previous empirical studies. Comst validity is supported if the factor
structure of the scale is consistent with the aoesthe instrument purports to measure.
Confirmatory factor analysisCOFA) is a method for evaluating whether a prespecified
factor model provides a good fit to the data. Adastructure is explicitly hypothesized

and is tested for its fit with the observed covac@structure of the measured variables.

Confirmatory factor models can be assessed withligess of fit criteria. It exists

hundreds of fit indices gathered under three caiegd ° 1.y2: a nonsignificany2 is indicative of a model that fits the data vé&ll
1.Absolute fit indices category measures hovifarmodel is from perfect fit; 0 ¥2/df ratio: no consensus, recommendations range from 5.@tdat the lower the value, the
corresponding to the best fitting model. It inclade higher the fitting®.

Chi-squaredy?2): Two limitations exist with this statistic: 1-is$ts whether the model RMR: range is calculated based upon the scales of adutator, therefore, if a questionnaire

is an exact fit to the data, and finding an exadsfrare; 2-large sample sizes increase contains items with varying levels (some items mamge from 1 — 5 while others range from 1 —
power, resulting in significance with small effsizes®, so it's not good for large 7) the RMR becomes difficult to interpreBRMR ranges from O to 1, with a value <0.05 or
sample sizeg2 is affected by a) sample size, b) model size tfi@ more variables, the <0.08 being indicative of an acceptable mddel

higher theg2), c) the distribution of the variables, d) theission of variabledt. 42 is RMSEA: The interpretation of RMSEA varied a lot. Untd'S, a RMSEA between 0.05 and 0.10
therefore more useful for testing whether two mediffer in their fit to the data, indicated a fair fit and a RMSEA > 0.10 a poorliitthe 90’s, a RMSEA between 0.08 and 0.10
which is done with thg2/df ratio (minimizes the sample size impact). Root mean indicated a mediocre fit and needed to be <0.Q8dwide a good fit. At the beginning of the’21
square residuaRMR) is a simple transformation of chi-squagg)( so it presents the century, a cut-off value close to 0.06 or a stririggoper limit of 0.07 seemed to be the general
same affectatiods The RMR ranges is based on the scales of thedtuik in the consensus amongst authorities in this area.

model, which is hard to interpret. Standardized rmean square residu8RMR) GFI ranges between 0 and 1. Values >0.9 indicate taiglepmodel fit®.

removes this difficulty in interpretation (it isefe of they2 affectations). For a gived, AGFI ranges between 0 and 1 valu€s9 indicate acceptable modekit

Root mean square error of approximati®MSEA) decreases as sample size,

increases. Goodness fit indeéXKl) calculates the proportion of variance that is

accounted for by the estimated population covag&nadjusted goodness-of-fit

statistic AGFI) adjusts GFI based upon degrees of freedom, waitte maturated

models reducing fif.

2.Incremental (or relative, or comparativejriices category compares tfizvalue 2. Range between 0 andNINFI good fit with value > 0.80 ar 0.95 /NFI: good fit with value >
to a baseline mod¥| It is analogous to r2, with values ranging frofw@rse model) to 0.90 or> 0.95°/ CFI: larger values indicate better fit. Previouslf| >.90 was considered to
1 (best model). It includes Non normed fit ind®&NF1) or Tucker-Lewis indexTLI ), indicate acceptable model fit. However, recentissidthdicate that a value >.90 is needed to
which take into account the size of the correlationthe data and the number of avoid the acceptance of misspecified mofekhus, a CFl value.95 is presently accepted as an
parameters in the model, Normed Fit indsl¥€l) , which compares the2 of the model indicator of good fif.

to they2 of the null modelComparative fit index@FI, or Bartlett's fit index ), which



is a revised form of the NFI that takes into acdedba sample siZé&

3.Parsimony fit indices category adjusts forltss of degrees of freedom or for the 3. PGFI andPNFI: no consensual threshold, but a value > 0.50cismenended for good fit.

sample size. It includes Parsimonious Goodnesstdffex (PGFI) and Parsimonious AIC andBIC require a sample size >200 to be reliable. The moile the smallest AIC or
Normed Fit Index®PNFI) that adjust for the loss of degrees of freedonGBl and BIC is preferred® 2 BIC is most popular than AIC variation. If model pameiny is important,
NFI respectively. It includes also information erian indices which adjust for the then BIC is more widely used as the model-size ipefar AIC is relatively low. The model
sample size : Akaike information criterioAIC ), the Consistent Version of AIC with smallest BIC is preferretd.

(CAIC) and Bayesian information criterioBIC). They compare non-nested or non-
hierarchical models estimated with the same dadaraticates to the researcher which

of the models is the most parsimonitus

4) Harman'’s single-factor test: technique usedstess the common method variance.d) If the single factor explains >50% of the vadanthere is a common method bias.
All variables are loaded on an unrotated factoutsmh to determine the number of

factors necessary to account for the variancedrvémiables?

5) Item Response Theory (IRT) e)

1Rasch Modepostulates that items have a similar discriminapmwer but a 1.Measures are originally expressed in log-oddsumit may be rescaled to suit conventional
distinct difficulty level. It bases its theory omdividual answers to practical items scaling, as from 0 to 100, while still retaininghgaint additivity. The model also estimates the
rather than scores. Each item and each respormseedfdividual to one item are scoring error at each level as standard erroriseofrteasuré’.

considered separately as sources of informationtadbecale.

Appropriate for one-dimensional variable and usediscriminate an item by the
degree of difficulty. Raw scores have unknown spgtietween them. Rasch model
builds estimates of true intervals of item diffiguand person ability by creating linear
measures. In this process, item values are cadtbia@td person abilities are measured
on a shared continuum that accounts for the lateitt Should an item rating be
missing, the model estimates the person's prolvabifey without imputing the missing
data®. Used to analyze items during test developmeptdduce a health measure that
taps single dimension* of health and to select@imum set of items evenly spaced

across the continuum being measuiedRasch model developed for tests with a lot of

itemst4,
2Mokken analysiss prefered for tests with small number of itefwo models 2.Interpretation of an IRT function that shows hitve probability of a positive answer (correct,
a)The monotone homogeneity model is the leastictgt one. It assumes yes, agree) increases with the ability (latentalad). The ‘ability’ of the persons is viewed as a

unidimensionality (each person is characterizedr® number, which is called the latent variable, just like a factor in factor arsagyand a true score in test theory. Thus thetsbili
ability of the person); monotonicity (the probatyilihat the person will give a correct is not equal to the total score of the test. Tlal &core is only an estimate of the ability, jasta
answer to the item increases with the ability ef person); local independence (the sample average is an estimate for the populaticanpend the interpretation should be adapted to
probability that the person answers an item cdretgpends only on the person’s the test items™,

ability and, given that ability, not on the persoother answers). b) A more restrictive

model with an additional assumption: the double otonicity (each item is

characterized by one number, which is called tffecdity of the item. The probability

that the person will give a correct answer to theidecreases with the difficulty of the

item) 14,



Empirical construct

How well a given measure relates to one or
more external criterion, based on empirical

constructs.

Criterion-related validity

Validity indicated by comparing the resultsl) Ensure that the subject sample reflects the lptipn for whom the test is designed,
obtained using a measurement scale withespecially with regard to sex, age, educationalistand social class. Tests designed for
“criterion standard" or indicator of the truepsychiatric use should be administered to the apfat@ psychiatric groups.
situation or “gold standard?. 2) Large enough samples (n>200) is required toymmedtatistically reliable
correlations which can bear factorial analysis
3) Use of a variety of other tests of the variasevide as possible is recommended to
ensure that the correlation is not due to a siityjlarf specific factors rather than group
of factors.
4) If factor analysis is used, the simplest streestshould be sought.
5) In discussing the results, clear reasons shmilorovided as to what correlations or
factor loadings would be expected. This allowsrdeder to judge the psychological

significance of the results.

Predictive validity

If a test is applied and its results are 1) Correlation analysis to calculate r correlatoefficient 1) r>0.7 : good correlation

compared with a criterion applied lafer r=0: no correlation

Predictions should be correctly made on

the basis of specific criteria. 2) Mixed effect regression 2) B estimate: mean change in the response variabEn®unit of change in the predictor
variable while holding other predictors in the mioctenstant. Its interpretation depends on the

nature of the variables, e.g. continuous or categbr

Concurrence validity

Concordance between a test results and tBerrelation analysis to calculate r correlationfGoient See above

actual value of other variables

Construct validity

Explores and confirms (or not) the Corrected item-total correlation (the correlatidritem i with the total without item i).  >:40 (focusing too hard on txe40 could deteriorate content validity. A very mavritem pools
relational structure between items. The of a construct could display only item-total coatedn larger than >.50, some impressive "fit" for
degree to which a group of variables really the CFAs, yet, they do not measure the whole dowiaine construct. There might exist a little
represents the construct to be measured trade-off here. Thus, when analyzing these resyis,should go back to content validity too and
2.The more abstract the concept is, the look whether the item "deserves" removal).

more difficult it will be to establish the
construct validity. It is hardly obtained on
a single study. It does not have a criterion
for comparison rather it utilizes a

hypothetical construct for comparisan

Convergent validity

Correlation between the measures of the 1) Multitrait matrix is used for presenting valigiand reliability correlation in which 1) =.40 (focusing too hard on tke40 could deteriorate content validity. A very mavritem
same concept by two different methods. the agreement among several measurement methaggléesd to several dimensions* pools of a construct could display only item-tatafrelation larger than >.50, some impressive
is shown to facilitate the interpretation of constrvalidity "fit" for the CFAs, yet, they do not measure theokehdomain of the construct. There might exist
a little trade-off here. Thus, when analyzing theesailts, you should go back to content validity

2) % of shared variance too and look whether the item "deserves" removal).




Discriminant validity The ability of a scale to distinguish groupsl) Multitrait matrix (see above) 1) See above
from the studied characteristic when they
are supposed to differentiate upon the
latter. Comparison of the convergent 2) Canonical correlation analysis is the studyheflinear relations between two sets oR) r between -1 and -0.5: strong negative cormati-0.5 and 0: weak negative correlation / 0
validity with the correlation between two variables. It is the multivariate extension of ebation analysig®. and 0.5: weak positive correlation / 0.5 and lorggrpositive correlation
concepts measured by the same method.
3) The Heterotrait-monotrait ratio of correlationd TMT ) is the average of the 3)
heterotrait-heteromethod correlations (i.e., theatations of indicators across
constructs measuring different phenomena), relativbe average of the monotrait-
heteromethod correlations (i.e., the correlatidnisdicators within the same construct).
HTMT can assess discriminant validity in two wags,&%
1. Criterion, which involves comparing the HTMTagredefined threshold. 1. A higher HTMT value than the predefined threshaoldi¢ates a lack of discriminant validity.

The threshold value is not consensual, some aufitopose a 0.85, and others G0

2. Statistical test, which allows constructing édefice intervals for the HTMT in order2. A confidence interval including the value ondigates a lack of discriminant validity

to test the null hypothesis (HO: HTMAL ) against the alternative hypothesis (H1:

HTM <1 )%,
Nomological validity A higher-order model cannot exist in Predictive efficiency assumes that using a singhestruct rather than multiple first-  The lower the efficiencies, the higher the posiibdf getting an artificial entity. Note that both
insularity. It needs to relate to other factorsrder constructs represent a concept parsimoniously predictive and mediating efficiencies are definsgharcentages of variance retained; their
or be placed in a nomological network of thresholds cannot go below 50% or the higher-ocdestruct loses more explained or captured

consequent and/or antecedent variables tdlediating efficiency assumes that the domain ofudtirdimensional concept is fully  variance than it retains. The more reasonablelbtésnay be >75%, which means that the
determine if it acts as a better medi#ftor covered by its first-order factors. higher-order construct loses no more than a quaftére variance explained or captured.
than its underlying first-order factors. Such

an aspect of measurement efficacy is

called “nomological validity”.

Known-group validity Comparison of a group with already Since the attribute of the two groups of resporglenknown, it is expected that the
established attribute of outcome of measured construct will be higher in the group watlated attribute but lower in the
construct is compared with a group in group with unrelated attribufe

whom the attribute is not yet establisied

Factorial validity Validation of the contents of the constructThe several items put up to measure a particulaedsion* within a construct of
employing the factor analysigsee the interest is supposed to be related to one anathehigher manner than those

point ¢)2) and c)3) of the content validity).measuring other dimension&*

Hypothesis-testing validity =~ Evidence that a research hypothesis abouthe hypothesis derived from a theory is statidjc®isted thanks to z-test and t-test The samples’ size should be n>30.
the relationship between the measured (the latest is preferred nowadays). The null hypsihHO is tested regarding the meanThe null hypothesis is rejected if the p-value @05 or <0.01 depending on the set alpha (i.e, 5
variable or other variables, derived from adifference between two samples. and 1 respectively), which indicates that diffeesexist between the means of the variables.
theory, is supportet

Reliability Measure of stability, independently of the
interviewer, of the moment of the test, and

of the choice of the questions sample.




Test-retest reliability (stability)

Measure of the results stability between al) Fidelity coefficient
first measure of a scale and a second

measure of the same scale.

1) Sample with n>50 is required to be adegdate
Values >.7 are satisfactofy
A stable short term (2-3 weeks) dimension* showldeha fidelity coefficient from .8 to %.

For a long term (> 2 months) stabilityz& fidelity coefficient is satisfying’.

2) Structural equation modeling/CFA: testing thefagural (same pattern of significant2) See th&ontent validitysection point c)

factor loadings), metric (invariance of the fadtmadings) and scalar invariance

(invariance of the item intercepts) of the meas@mnacross time.

3) Gives a Pearson correlation coefficigntlfetween the mean scale scores at both 3) Pearsom from : -1 to -0.5: strong negative correlatio®/5-to 0: weak negative correlation /0

time points.

to 0.5: weak positive correlation / 0.5 to 1: styqrositive correlation

Alternate-form reliability

(eguivalence)

Alternate forms of a standardized test are Two different forms of the same scale are admirgst¢o the same subjects of a sampRearsorp correlation (see interpretation above)

designed to have the same general and the correlation coefficient (or equivalencefficient) between both test forms is

distribution of content and item formats, assessed.
the same administrative procedures and
approximately the same score, means and
standard deviations in some specified

population. Useful for reducing learning,

memory, and monotony impacts on retest

answerg’.

A strong correlation means a same ranking of thgests for both test forms, so variations due to

the questions/items are negligible.

A weak correlation means that the ranking of subjearies depending on the items, so both test

forms are not equivalent and the scores interpogté ambiguous.

Internal consistency reliability

(homogeneity)

Shows if all dimensions* of an instrument

measure the same characteriétic

1) The Split-half method consists in splitting it®mto two parts and comparing the
results of one half with the results from the othaif”.

2) Kuder-Richardson formula 20 (KR-20) index alloggtimating reliability for

dichotomous (i.e. yes/no; true/false) responseescal

3) Cronbach's alpha (lambda 3 coefficientis typically used during scale
development with items that have several respopsers (e.g. Likert scale). It
demonstrates the covariance level between the idmscale, it is the estimation of

the mean split-half of all possible split-half eddilities3%. The lower the sum of items

1) Spearman’s interpretation criteria are the same as for P@grgsee above)

2) Values>0.7 are satisfactory

3) No consensus about the interpretation existneSstudies establish>0.7 as ideal and other
from .0.6 to 0.7 as satisfactoty
a >0.7 are acceptable for group comparisons,ca¥@.9 are recommended for individual

assessments,

variance is, the more consistent the scale wifl. lieassumes that the item responses a > 0.9: excellent / 0.8 to 0.%10 items: good ; 11 to 30 items: just acceptabl& to 0.8:<10

are continuous. Using Likert type response scéthesmagnitude od can be spuriously items: acceptable / 0.6 to 0.7: questionable t®®&6: poor / <0.5: unacceptable

deflated with less than five scale poir¥fs.

4) Coefficient lambda 2 estimates the reliabilifyttee total score based on relationshipg)

Classical standard:

between item&*. It is an estimation of between-score correlafanparallel measures 0.7 is acceptable in preliminary research / 0gbisd enough for group research / 0.9 is the

minimum required for individual decisions




%2 pased on relationships between ité¢t T he problem of this coefficient is that it Most published values considered as acceptable

ignores the experiment’s lasting. >0.85 for individual decisions / >0.65 for groupcdéons

5) Coefficient lambda 4 calculates the likely ctat®n between scores on a test and 5) There is a positive bias for small sample silmmabda 4 value tends to decrease as the sample
another (theoretical) test designed to the samefgadion. Division of the items in a size increases. This bias is less likely to besané if the estimated value of lambda 4 is >0185, i
test into two halves such that covariance betweeres on the two halves is as high ashe number of items is <25, and if the sample is2€3'000.

possible®. >0.9: sample size >1'000

<0.85: difficult to identify the necessary samgpiee dependent upon the number of items

6) As for Cronbach's alpha (see above)
6) Ordinal coefficient alpha is an ordinal estimate. it takes into account the ordinal
nature of the Likert response data. It is used vassuming factor analysis model. It is
suitable of the theoretical reliability, regardlegshe magnitude of the theoretical
reliability, the number of scale points, and thewgkess of the scale point distributions.
In contrast, coefficient alpha is in general a tiwgly biased estimate of reliabilf

7) As for Cronbach's alpha (see above)
7) Ordinal coefficient thetdhas the same definition of the coefficient alptee(above),

except that it used when assuming a principal corapts modéf.

Intra-judge fidelity

Verifies that the coding of the same

1)Kappa concordance coefficiert 1) <.5:poor reliability/.5 to .75: moderate reliitlyi .75 to .9: good reliability/>.9: excellent

sequence done by the interviewer does not reliability

vary with time

2) Intraclass correlation coefficien8¢l) compares two codings of the same sequen2g CCl<.4=poor agreement/CCI between
by the same interviewer when data are measuredcontinuous scale. CCl measure .4 to .75=fair to good agreement

the average similarity of the subjects’ actual esan the two ratings. CCl takes into CCI >.75=excellent agreement

account the measurement error contrary to PearsSpearman correlatiodsTen

forms of CCl exist and the choice of CCI shoulddo@e carefully depending on the

study desigr®.
Standard error of estimation ~ The standard deviation of errors of A measure of how much measured test scores aradspreund a "true" score. The larger the SEmlativer the test’s reliability.
(SEm) %7 measurement that is associated with the If test reliability = 0, the SEm will equal the stiard deviation of the observed test scores.
test scores for a specified group of test If test reliability = 1.00, the SEm is zero
takers®’.
Item analysis Basis to reorganize the scale for it to Item-total correlation: The correlation betweenre#éem or question in a health For values <0.2, the items may not be represeetafithe same content domain

present desired characteristics. Even if theneasurement and the total score, suggesting hogatdr question contributes to the

scale is one-dimensional, some items canoverall theme being measur&d For values >0.4, the items may be only capturisqrall band-width of the construtt

have stronger correlation than with others,

showing different facets of the evaluated

characteristic.

Inter-items correlation: Examine the extent to viahscores on one item are related to

scores on all other items in a scale. It provideassessment of item redundancy.




Sensitivity Ability of the scale to discriminate the
subjects/groups/changes in time. The
measure should cover all the possible
values for the people, i.e. performance

zone.

Sensitivity to change The scale should be able to measure Indices for sensitivity to change are not conseh$imvever, the observed change is
changes in order to compare them. An  quantified by indicators based on the statisti¢strithution of the observation:
evaluation by the same scale should then1 Effect size is the degree to which sample regliMsrge from the expectations 1. If the effect size is:

be administrated before and after the specified in the null hypothesis. It is expressedtandard deviation units, which can be d = 0: the sample results match the null hypotR&sis

setting of an action to measure the be obtained through differents technigiies d = 0.2: small effect siZe& The treatment group mean is 20% of a standarihii@v higher
changé’. 1.1. Baseline SD: average difference divided bystaaedard deviation of the 1st than the control group me#n
measurement (Glass). d = 0.5 : medium effect size

d = 0.8 : large effect siZé.
1.2. Pooled SD: average difference divided by thelgd standard deviation of both

measurements (Cohen's d).

1.3. Standardized response means (SRM): The avditigience divided by the
standard deviation of the differences between tieegd measurement$

2. The Receiver operating characteristic (ROC) eyntots true positive (sensitivity)
versus false positive rates (1 - specificity) teritify cutoff points that maximize

sensitivity and specificity.

Sensitivity of interindividual Ability of the scale to discriminate the Descriptive statistics: histogram of answers, floeiling effect, indicators of central

differences and intergroups subjects/groups. tendency (mean, dispersion, standard deviation)

*A test is composed of different items. The items @eunited under different dimensions (or factordatent variables).
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