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Abstract. Limit distributions of maxima of dependent Gaussian sequence are different according to the convergence rate of their
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1 INTRODUCTION

For a strictly stationary sequence {X,,,n > 1} the seminal paper [10] derived joint limiting distributions of maxima of
complete and incomplete samples. The sample is often incomplete since observations are missing, which is formalized
by introducing a sequence of indicator random variables {e,,n > 1}, where {¢, = 1} means that X,, is observed,
whereas {e, = 0} corresponds to the case X,, is missing. Throughout this paper {e,,n > 1} are independent of
the stationary process {X,,,n > 1}. If F' denote the common distribution function of all X,,’s, then the maxima of
incomplete sample M,,(g),n > 1 is defined by

max{Xj,e; = 1,7 <n}, if Y77 e >1,

M,(e) =
(©) inf{t : F(t) > 0}, otherwise.
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It is well-known (see e.g., [3]) that if for some norming constants a,, > 0 and b, € R

lim F" (apx +by) = G(x) Vz eR, (1.1)

n—oo

with GG being an extreme value distribution of some random variable M, then

lim P{a,' (M, —b,) <z} =G(z), VzxeR (1.2)

n—oo

holds with M,, = maxi<;<, X; under some additional weak dependence conditions. Assume that for some constant
P € [0, 1] the indicator random sequence {e,,,n > 1} satisfies
Sn Z?:l i

— = ==—— — P, in probability (1.3)
n n

as n — oo. The contribution [10] proved that under the conditions D(u,,v,) and D'(u,,),

lim P {M,(¢) < upn, M, < v,} = H(P,z,y) = GT ()G (y) (1.4)

n—oo

for z < y, where u,, := anz + by, v, := any + by; definitions of D(uy,v,) and D’'(u,) can be found in [5], [7]
and [10]. For the case that (1.3) holds with P a random variable, recently [5] showed that (1.4) still holds with
H(P,z,y) =E (Gp(x)Glfp(y)) .
A closely related work to [10] is contribution [6] which considers a strongly dependent stationary Gaussian random
sequence {X,,n > 1} with correlation r,, = E (X3 X,, 1) such that

lim r,Inn =+ € [0,00). (1.5)

n—oo

In this case F' = @ the distribution function of a N (0, 1) random variable, and therefore (1.1) holds with norming

constants a, and b, given by

1 Inlnn + In4n
ay = , bp=VvV2lnn— ——. 1.6
" V2Inn " 2v2Inn (16)

Assuming that (1.5) holds, we have (see [6],[9],[14])

lim P{a;l(Mn —by) <z} =E (exp (f exp (fx -7+ @W))) , (1.7)

n—oo

where W is a N(0,1) random variable. Clearly, when v = 0, the limit distribution in the right-hand side of (1.7) is
the Gumbel distribution A(z) = exp(—exp(—=x)),z € R which is shown in the seminal paper [1]. Commonly the case
~ = 0 is referred to as the case of weak dependence, since the limit distribution of the maxima of the stationary process
is the same as that of an iid sequence with underlying distribution function .

We expect that for this case, again (1.4) holds under the general settings of [5], which is confirmed in the next section.
If v > 0, the limiting distribution of the maxima is a mixture distribution different from the Gumbel distribution, and
thus for that case we cannot use the result of [5]. In order to overcome this difficulty we shall borrow some ideas from
[6] which cover the strong dependence case.

In the seminal paper [13] V.I. Piterbarg considered the joint approximation of the maximum of a stationary Gaussian
process over a discrete and continuous grid of points. The results in [6] and [10] are motivated by the ideas and
techniques developed in the aforementioned paper. Therefore, we shall refer in this contribution to the joint limit
distribution of maxima of complete and incomplete samples such as (1.4) as Piterbarg theorem.

In this paper we are concerned only with stationary Gaussian sequences assuming that (1.5) holds with v € [0, co].

For the case of a weakly dependent stationary Gaussian sequence {X,,,n > 1}, i.e., condition (1.5) (or the so-called



Berman condition) holds with v = 0, then both conditions D(uy,v,) and D’(u,) hold with the choice of constants
Gn, by, given by (1.6). Therefore in view of [5] Piterbarg theorem is valid (see Section2).

Our main results show that Piterbarg theorem also holds for the general case that v € [0,00|. Furthermore, we
generalize the recent findings of [16] which are motivated by [6]. For some related work on asymptotic behavior of
extremes of Gaussian sequences see [2, 11].

Brief organization of the rest of the paper: Section 2 presents the main results, their proofs are relegated to Section 3.

2 MAIN RESULTS

In the sequel, let {X,,,n > 1} be a standard stationary Gaussian sequence with underlying distribution function ¢ and
correlations {r,,n > 1} satisfying the dependence condition (1.5) with v € [0, cc]. As in the Introduction in order to
derive Piterbarg theorem we shall assume further that the indicator random variables {e,,n > 1} are independent of
the Gaussian sequence and further (1.3) holds. Our first result is closely related to the result of [5].

Theorem 2.1 Suppose that the stationary Gaussian sequence { X,,,n > 1} is independent of indicator sequence {e,,,n >
1}. If further (1.3) holds with some random variable P, then under the Berman condition

lim P{M,(¢) < anz + by, My, < any+b,} =E (AP(:C)Al_P(y))

n—oo

holds for all real x,y with x < y and constants a,, and b,, given by (1.6).

Note in passing that the Berman condition implies the convergence of sample maxima {M,,,n > 1} (after normalisa-

tion) to a unit Gumbel random variable, whereas the above result implies that

lim P{M,(c) < anz +b,} =E (47 (z)), VzeR

n—o0

and thus we have the joint convergence in distribution

(Mn(s) —b, M, —b,

Gn an

) 4 (MM), - oo, .1)

where (M, M) have joint distribution function H(P,,y) which is defined by H(P,z,y) = E (AP () AP (y)) if
x <yand H(P,z,y) = A(y) otherwise.

In [6] and later [16] derived the limit of P {M,, — M, (¢) < apz, My(¢) — b, < apy} as n — oo for any x > 0 and
y € R. By continuous mapping theorem, the joint convergence in (2.1) implies thus the following corollary which

generalizes Theorem 1, Corollary 1, and Theorem 2 in [16].

Corollary 2.2 Under the assumptions of Theorem 2.1, we have the joint convergence in distribution

(Mn_Mn(g)jMn(g)_bn> i (M—Mv,.]\—\/l/), n — 00. 2.2)

an an
Next we consider strongly dependent Gaussian sequences.
Theorem 2.3 Suppose that the stationary Gaussian sequence { X,,, n > 1} is independent of indicator sequence {e,,n >

1} and (1.3) holds with some random variable P. If further (1.5) holds with v € (0, 00), then for all real x,y with x < y,

we have

lim P{M,(¢) < anz + by, My, < any +bn} = H(P,x,y),

n—oo
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where a,, and b,, are given by (1.6) and

+o00o

H(P,z,y) =E < / exp (—Pe—x—wmz (11— P)e—y—WmZ) d@(z)) . 2.3)
— 0o

Clearly, the above result can be stated as a joint convergence in distribution, i.e., we have again that (2.1) holds with

(M, M) which has joint distribution function H(P,z,y) given by (2.3) for all x < y and H(P,x,y) equals the

right-hand side of (1.7) for x > y. Consequently, we obtain the following result which extends Theorem 3 in [16]

where P is considered to be a constant.

Corollary 2.4 Under the assumptions of Theorem 2.3, the joint convergence in distribution in (2.2) holds where (Mv , M)
has the joint distribution function H(P,x,y) given by (2.3).

Remark 1. In view of [6] (see also [12]), the condition (1.5) can be slightly relaxed in the case that v € (0,00). The
result of Theorem 2.3 is still valid under the weaker condition stated in Eq. (5) in [6].

It is possible to have a joint convergence of sample maxima and that of incomplete sample maxima even if condition
D’(uy,) is not satisfied see [10]. As shown therein for a stationary non-Gaussian process related to the storage process,
both maxima are completely dependent, which is a result expected in view of the findings of [4].

Theorem 2.5 below shows that the case for strongly dependent Gaussian sequences satisfying (1.5) with v = co. We
recall first the result known in the literature for the convergence of the sample maxima. Namely, under the following

two conditions

ry, is convex with r,, = o(1) and 2.4)

1 1

(rp,Inm)™" is monotone with (r, Inn)™" = o(1) (2.5)

as n — oo, [8] and [9] showed that with Bn =(1—- rn)%bn

lim P {Mn by < rnm} = &(z), VYzeR 2.6)

n—oo

An extension of (2.6) to Piterbarg max-discretisation theorem is given in Corollary 2.2 of [15].

Our last result extends the above convergence as follows:

Theorem 2.5 Suppose that the stationary Gaussian sequence {X,,,n > 1} is independent of indicator sequence {€,,n >
1} and (1.3) is valid with some random variable P € (0,1]. If (2.4) and (2.5) hold, then for all real =,y we have

lim P {Mn(s) —gn < rnz, My, —gn < \/ﬁy} = @(min(z,y)),

n—o0
where by, = (1-— rn)%bn with by, given by (1.6).

Again we can cast the above result in the framework of joint convergence in distribution stated in (2.1), namely

(Mn(e)—gn Mn—gn
Vin

where W has N (0, 1) distribution. Consequently, in the language of [6] we have

) 4 (WW), n— oo, .7)

<M"%E”,M":/¥”(E)) 4 W0), n— oo 2.8)



3 FURTHER RESULTS AND PROOFS

In order to prove the main theorems we need some auxiliary results. We borrow the following notation from [5]. Let

Un(x) = anx + by, v € R and o = {ev,, n > 1} be a non-random sequence taking values in {0, 1}. For fixed k let
Ki={j:(s=1)m+1<j<smj, 1<s<k,

where m = [n/k|. Further, for a random variable P such that 0 <P <1 a.s., set
B Pw) € 0.5, =0,
=<{w:Plw )
b (L, 5], 0<t<ok—1

Bijan={w:ej(w) =a;,1 <j<n}NBy.

and define

In the following C' is a positive constant, its value might change in different lines; we use thus C' to omit O(1)

notation.

Lemma 1. Let { X, n > 1} be a sequence of independent standard Gaussian random variables. For large n, there exists

a positive integer | such that k < 1 < m = [n/k] and | = o(n), then for x <y

k
P{M;(a) < up (), My < un(y)} — [ [PAM™ (K, @) < un(), M*(K) < un(y)}] < (4k +2)I(1 = S(un(2)))
s=1

holds uniformly for all o € {0,1}", where M,y = max{X7,1 < j <n}, M*(K;) = max{X],j € K},

max{X;,a; =1,j € K}, if Xjep a5 > 1,
—0o0, otherwise,

M*(Ks, o) = {

and

—00, otherwise.

M(a) = { max{X;,a; =1L1<j<n}, if>7  a;>
PROOF OF LEMMA 1. First, we classify km integers into 2k consecutive intervals as follows. For large n, let [ be an
integer such that k < [ < m and [ = o(n). Write
Ii={(s—=1)m+1,....,sm—=1}, Jg={sm—1+1,...,sm}
for 1 < s <k, and set
Iy ={(k—=1)m+1+1,...,km}, Jer1={km+1,....km+1}.

Since {X n > 1} are independent, using the arguments similar to the proof of Lemma 4.3 in [10], we obtain the

desired result. O

Lemma 2. Under the conditions of Theorem 2.3 for x < y we have

+oo
‘P{Mn(a) < un (), M < un(y)} /_ P{My(a) < vnlz,2), My < va(y, 2)} do(z)

n 2
U, (T
< On |k — palexp <—1i(w)k>

k=1
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(un(x) — paz), pn = v/ Inn, wy = max{|ry|, pn} and

N =

holds uniformly for all o € {0,1}", where v, (x,z) = (1 —pn)~

some positive constant C.

PROOF OF LEMMA 2. Let {{, 5,1 < k <n,n > 1} be a triangular array of standard Gaussian random variables with
equally correlation p,, = -/ Inn, and define

V() — 4 max{&ngap =11<j<n}, if Y7 05> 1,
n(a) - 1
—00, otherwise,

and MS = max{fn,k, 1 < k <n}. By Berman’s inequality (see e.g., [7] or [12])

P (My(0) < (o), My < ) = P{DES(@) < 0a(0). M < a0}

= u?(z
< an |k — pn| exp <—1+(w)k>

k=1

holds uniformly for all a € {0,1}", where wy = max{|rg|, pn}. According to the proof of Theorem 6.5.1 in [7]

+oo
P{MS(@) < unlo) M < un()} = [ P{M;(0) < vno,2), M < 0n(12) dB(),

—00

where vy, (%, 2) = (1 — pp) "2 (un(z) — p2 2) and thus the claim follows. 0

Lemma 3. Let {Y,, ,,1 < k < n,n > 1} be a triangular array of standard Gaussian sequences with correlation pj, =
(ri, — )/ (1 — ry,) where 1y, satisfies (2.4) and (2.5) for k = 1,2,...,n. Suppose that {Y, 1,1 < k < n,n > 1} is
independent of indicator sequence {e,,,n > 1}. If further that (1.3) holds with some random variable P € (0, 1], then for
all § > 0 we have

lim P { M) () < b, —&é} —0,

n—oo

where

MY(E) _ maX{Yn,j7€j = 17 1 S] S n}, l'fZ;LZI 5j Z 17
' —%% otherwise.

PROOF OF LEMMA 3. Let {Z, 1,1 <k <n,n > 1}, {W,;,1 <k <n,n> 1} be two triangular arrays of standard
Gaussian sequences with correlations defined by
Pi, 1<i<t(n),

R E(Wp1iWhiv1) =0i =
Pt(n), > t(n)>

1*Pt(n) ’

BiPrn 1 < j < t(n),
0, i > t(n),

E(Zy1Zn,i41) = {

respectively, where t(n) = [nexp (—(Inn)'/2)]. Suppose that the two Gaussian sequences are independent of the
indicator sequence {e,,,n > 1}. Define similarly to above M7 (e) and MV (¢) and let n be a standard Gaussian
random variable being independent of {WV,, x,1 < k <n,n > 1}. Using Slepian’s inequality (see e.g., [12]) we have

P{M,‘f(a) Sbn—éré} < JP’{MnZ(a) < bn_ar,%}

= ]P’{(l = prn) MY (@) + i < b — 57“%}

-/ B {MY (@) < (b = 61 — ph )1~ pi) ) d()

—0o0

IN

& (=613 /(207,)) + P { MY (@) < (by — 67 /2)(1 — pru) # .



Further, using Berman’s inequality we obtain

IN

LMY (0) < (b — 67 /21 = pry) 3} — B LM (0) < (bn = 67 /2)(1 = pry) 2 )|

t(n) 1 9
(bn — (57’,%/2)
< E i — =:Cp.
Cn o; exXp < (1 z)(]- t(n)) Cn

=1

Hence by the total probability formula

P{ MY () < bn 5ri b= 2kzl > p{MY(a) < b, - 57"n}P(Bt,k,a,n)
t=0 ac{0,1}"

IN

& (-M%/(zpf(n))) +P{M;(e) < (b - 5ré /2)(1 — pemy) "} + e

By the properties (2.4) and (2.5) of {r,,n > 1}, the following useful facts (see [9], page 9):

b
lim 'n__ oo, lim n/_ft(;) =0
n—o0 pt(n) n—oo Tn/
imply that
Tim (—57«%/(2;);(”))) ~0
and

P{M;(0) < (b — 07 /2)(1 = i) 3 } < PAM;(E) < —and + by

for arbitrary positive number A as n large. By Corollary 1 in [5]

timsup P { M (&) < (b — 07 /2)(1 = pyoy) 73 } < B (AP (=)

n—o0

Letting A — oo, we have

lim P {M;(2) < (b - 51 /2)(1 — pum) 2} =0,

n—oo

By the arguments of [8] p.187-188 we have that lim,_,,, ¢, = 0, hence the claim follows. O
PROOF OF THEOREM 2.1. For a stationary Gaussian sequence, the conditions D(u,,v,) and D’(u,) hold when the
correlations satisfies (1.5) with v = 0, see Lemma 4.4.1 in [7] for details. Hence, according to Theorem 1.1 in [5],
we obtain the desired result. O
(n(2) — pi=). Note that

N =

PROOF OF THEOREM 2.3. Let ¥(n,x, z) = n(1 — ®(v,(z, 2)) with v, (z,2) = (1 — pp)~

oo K n,x,z - n,y,z

kal > E( s

t=0 aec{0,1}

) /+oo£[1 <1 _ P¥(n,z,2) + (; — P)W(n,y, z)> d@(z)>

(P{Mn(a) < un(x), My < un(y)}

]I(Bt,k,oz,n)>

—0o0

< Ei1+ Ey+ E3+ By,

Lith. Math. J., X(x), 20xx, May 27, 2013,Author’s Version.
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where
2k_1
-y ¥ (P{M 0) < (), My < un(y)}
t=0 aec{0,1}"
+o0
= [ TPOM@) < vl 2), M < 002} ()| IBun) )
2k_1
Z Z E(/ P{M; () < wvp(x,z), M) <ovp(y,2)}
t=0 ae{0,1}" &
k
— [P {7 (Ks, 0) < vn(x,2), M*(K,) < vn(y, 2)} | dD(2) H(Bt,k,a,n))
s=1
2k —1 +o0 k
E3 - Z Z E(/ HP{M*(K&O‘) S Un(x7z)7M*(K5) S vn(y, Z)}
t=0 ae{0,1}" % [s=1
_t
_ H <1 _ ’I’l x, Z) + (;; 2k )q/('nny) Z)) d@(Z) H(Buk"a,n))
and
2 i PU(n,z,2) + (1 — P)¥(n,y, 2)
B = > > E / 11(2- k
t=0 aef{0,1}" T Is=1
k t ot
11 <1 g P(n,@,2) + (; 32) ¥ (n, y, )) d@(z)H(Bt’k,avn))
s=1
Using Lemma 2 and Lemma 6.4.1 in [7], we have
E, < Cnih«—p | exp _ufl(x) =0 (3.1)
1 = 7 n 1+wi .

=1

as n — oo. For F», according to Lemma 1, we have

By < (4k + 2)% / T W2 dd(2).

—00

According to the proof of Theorem 6.5.1 in [7], we have v, (z, 2) = un(x + v — v/272) + o(a,), thus

lim ¥(n,z,2) =exp(—x — v+ /27v2) =: h(z, 2,7).

n—oo

Combing with [ = o(n) as n — oo the dominated convergence theorem yields

lim By = 0. (3.2)

n—oo



Next, using Lemma 3 in [5], we have

2" 1
Es < (/ Z P{M*(K,, &) < vn(x,2), M*(Ks) < vn(y, 2)}
t= 0 aE{O 1}
U(n,z,z)+ (1 — )P (n,y, z)
B (1_ 5 ) 2 ) dgb(z)H(Bm@,n))
k k
S E( [y Tier, o _ t | n(un(y,2)) = Hunz,2)) d@(z)ﬂ(Bt,k,a,n>>
t=0 ae{0,1}» 0 s=1 m 2 F

IN
it]-

< zk: [2(23 ~1) <d (SSW,P> +d (é(s_‘i))’;P)) + 21,6] /+OO 2, 2) - P:9:2) g2
s=1 >
% /_;OO(W(n,az7z))2dd5(z),

where d(X,Y) stands for Ky Fan metric, i.e., d(X,Y)

0, taking a limit » — oo and then m — oo we obtain

=inf{e: P{|X — Y| > €} < €}. Since lim,,_oo d (2

Ssm fp)

sm ?

1 +o00 1 +o00
limsup E3 < 2,9/ (h(z,2,7) = h(y,z,7)) dP(z) + k/ h?(z,z,7) db(z). (3.3)
n—oo —00 —0oQ
For E,, we have
2k 1 Too k
v 4
By < ( [ X g P vy H(Bt,k,a,w)
t= 0 e{o 1}
too 2k 1
= / (W(n’yaz)ngp(na:E Z Z E(‘P ok (Btk:)>
TR W (n,y,2) +¥(n,z, 2
1 [T
- oF (h(z, z,7) + h(y, z,7)) d®(2) (3.4)

Lith. Math. J., X(x), 20xx, May 27, 2013,Author’s Version.
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as n — oo. Hence, combining with (3.1)-(3.4), we have

limsup |P{M,(¢) < up(x), My, < upn(y)}

n—oo

E /*"O<1_7>exp(xv+ 272)“1P)exp(ywm@)kd@(z) |

—00

1 “+o0o 1 +o0 5
<y [ ae)de) g [ i)
The claimed result follows by letting & — oc. O
PROOF OF THEOREM 2.5. We show next that
lim P {rE(Mn(a) — (1= 1p)3b) < a:} = &(z), VzeR (3.5)

Let events B;j ., be defined as before. Since by the assumption P > 0 and the indicator random sequence

{€n,n > 1} is independent of {X,,,n > 1} for any z € R we have

2k_1
P{r;E(Mn(s)—(l—rn)% } tz; {2:} P(Bikan),
ae{0,1}m

where P(n,a) =P {rn 2(Mp(a) — (1 — rn)%bn) < m} Applying Slepian’s inequality, we have further

for any 0 > 0. Since lim, oo a,, 17“71/ 2= oo, there exists sufficiently large A such that for all n large

2k _1 2k—1
> Y PO aP(Bigan) = S@-0)Y > P{M(@) < byt ri(l =) E} P(Bypan)
t=0 ac{0,1}" t=0 ac{0,1}"

Bz — )P { M (e) < by + ra(l— )
P(x — 6)P{M,(g) < by + anAd}
B(x — §)P {M? < by + anAS} .

Y

v

Clearly, since

lim lim P{M, <b,+ a,Ad} = hm exp(—exp(—AJ)) =1,

A—o00 n—0o0

we have

lim inf P {rﬁ(Mn(e) — (L= ra)3by) <3} > Bz - 9).

n—oo
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Next, we derive the upper bound. Note that

P(n,a) < /+OOIP’{M3;(0¢) <by+ri(l—r) (e — 2)} daz)

—00

AN
hicd
&
+
e
+
=
—
=
2
VAN
(=
3
|
<
Svl-
—
|
<
N
f
[«
—

implying
P v (Ma(e) = (1= ra)3b) < 2} < (w+6) + P {MY (¢) < b — i (1 —ra) 36}

Using Lemma 3 we obtain

lim sup P {r;%(Mn(s) — (L= ra)iba) S 2} < Bz +0),

n—oo
hence (3.5) follows by letting ¢ | 0. Next note that for any x,y
pn(z,y) = P{rﬁE(Mn(a) —(1- rn)%bn) <z,rp?*(M, —(1-— rn)%bn) < y} < P{rn 2(Mp(e) — (1 — rn)%bn) < x}

and further for z < y

N =

P{r® (Ma(e) = (1= ra)iby) < )
< pal@,y) + P {ra (Ma(e) = (1= ) b) Sy} =P {ra* (My — (1= 1) 3b,) <y}
= pn(x7y) + 0(1)7
where the last claim above follows directly by the fact that (see (2.6))

lim P {rﬁ(Mn — (=)t <2 =B(), VaeR

n—oo

1

Consequently, for z < y we have p,(z,y) = P{rﬁg(Mn(s) —(1 —rn)%bn) < 95} + o(1) and thus the proof is
complete. O
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