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ABSTRACT
Using secondary data has many advantages, but there are also many 
limitations, including the lack of relevant information. This article draws 
on a previous study that used secondary data to investigate substance use 
in young, elite athletes. Three types of missing data appeared: missing 
data, lack of information about the data collection process, and unavail-
able data. Other concerns were also highlighted, such as coverage and 
sampling errors. The impacts of secondary data on scientific research 
results can be divided into unavoidable changes and researchers’ choices. 
The research question should guide the option to use secondary data, and 
it is essential to assess the level of constraint that will result from it early 
on. Additionally, along with the quality of information available, consis-
tency in questionnaires is vital for broadening the scope and ensuring 
research progress.
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Introduction

Scientific researchers should ideally conduct their studies in total independence, without inter-
ference from funders of the study, politics, editors, publishers or any other authority. Also, objective 
quality should assess scientific papers without interference from the reviewers’ ideas or the editors’ 
political views. However, certain constraints, such as financial dependencies, time limits and data 
availability, can significantly influence the research and publication process. Using secondary rather 
than primary data is a good illustration of such constraints.

Secondary data refers to pre-existing data initially collected by the research team or another team 
to answer other research questions (Smith, 2008) and is data that was not intended (dedicated to) 
for a planned study. It may have been collected in different ways and might be quantitative or 
qualitative, but this manuscript focuses on quantitative data collected through a questionnaire. The 
use of secondary data is increasing, and social scientists are no exception to this rule (Punch, 2013). 
There are advantages to using secondary data. Indeed, according to Kiecolt and Nathan (1985, 
p. 11), secondary data ‘requires less money, less time, and less personnel and is, therefore, attractive 
in times of economic fluctuations when the funds available for research are limited or uncertain’. 
Thus, data analysis can start immediately. However, it also means that the research project will have 
to deal with the specifics and possible shortcomings of the existing database, such as missing data 
(MD), a high attrition rate, or, more generally, a non-representativeness of the study population. 
This paper explores how these limitations influence, or even shape, scientific research.
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This manuscript presents the limitations in secondary data in a real case study on substance 
consumption by young, elite athletes in Switzerland. In the beginning, we intended to write an 
article from a longitudinal perspective and target various substances. However, we went through 
freely available databases as we did not have funding to collect the essential data relevant to our 
study. As a result, we identified the C-SURF study (Gmel et al., 2015) as the study of interest. The 
C-SURF study was recent and longitudinal (baseline and two follow-up waves). Moreover, it 
involved young people in Switzerland and included questions about many legal and illegal sub-
stances. However, the use of this database led to the following difficulties:

(1) It was impossible to distinguish between elite athletes and other respondents.
(2) The dataset only included men of Swiss nationality, excluding all women and all non-Swiss 

nationals.
(3) The number of MD, even at baseline, was relatively high according to our standards.
(4) The two follow-up waves of the study had a relatively high attrition rate.
(5) Some important questions for our study were only asked at a baseline level.

All five points above are related to the notion of missing information. Points 1 and 5 are also 
associated with the specific needs of the research question, and point 2 refers to a data coverage 
error. We had to abandon the longitudinal aspect of our study due to points 4 and 5 but could still 
publish a study based on available data (Diatta & Berchtold, 2020). This process motivated us to 
write a discussion paper about the limitations of using secondary datasets, especially regarding 
missing information problems. Throughout this article, we will take the perspective of social 
scientists and consider a population and sample of real people, but our ideas should be easily 
transferable to other fields.

The quest for data

Working with a probability sample of the target population is the gold standard of quantitative data 
collection in the social sciences. The collected data of a study can be cross-sectional, conducted at 
one time, or longitudinal. Longitudinal studies include prospective surveys, repeated interviews or 
questionnaires with the same people at different times, and retrospective surveys consisting of 
a single questionnaire or interview to collect data on the past and present. Surveys with different 
persons at various points in time also exist. The survey collected data must follow guidelines to be 
representative of the population of interest (Draugalis et al., 2008; Kelley et al., 2003). In addition, 
they must also include all the information necessary to assess the research question.

However, not all the studies undertake the recruitment of participants and data collection. 
Firstly, these processes are very long, expensive and require human resources that are not always 
available. Secondly, people are less and less willing to respond to surveys, including scientific ones 
(Boyle et al., 2021; Leeper, 2019), even when they are directly or indirectly concerned with the 
subject and the study results (Berchtold et al., 2017). Also, with the Internet and social media 
development, surveys, especially non-scientific ones such as market research, have increased. And 
this increase in survey solicitations is one of the many reasons for the decrease in response rates 
(Czajka & Beyler, 2016).

Therefore, using existing data rather than collecting new data is an alternative way for research-
ers to conduct studies. Some open data policies even encourage the use of secondary data. For 
instance, in article 47 of its funding regulation (the 2016 revised form), the Swiss National Science 
Foundation ‘obliged grantees to make the research results available to the public in an appropriate 
manner’.

Despite the benefits, previous studies have highlighted the pitfalls of secondary data that impact 
its use (Hox & Boeije, 2004; Kiecolt & Nathan, 1985; Smith, 2008; Vartanian, 2011). For instance, 
researchers cannot tailor questionnaires to their needs in the case of secondary data obtained 
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through quantitative surveys. A direct consequence of this situation is the risk of not having 
information on specific dimensions essential for the new study or a lack of precision or accuracy 
in assessing these dimensions. Also, the population corresponding to the existing data may differ 
from that required in the new study. Finally, the different choices made in data collection and 
management (e.g. modes of data collection, inclusion/exclusion criteria, sample size, MD manage-
ment, treatment of extreme values, level of documentation, metadata, paradata) may be poorly 
documented and cannot be modified posteriorly.

These points imply that the reuse of previously collected data can significantly impact the 
conduct of a new research project, fundamentally altering some of its key aspects and, consequently, 
its results.

Missing information in secondary data

MD represents data that should have been collected but was not. There is abundant literature on the 
causes and types of MD as well as on the remedies (Allison, 2001; Little & Rubin, 1987; McKnight 
et al., 2007; Pham et al., 2018; Resche-Rigon & White, 2018; Rubin, 1976; Schafer & Graham, 2002; 
White et al., 2011). Textbooks in survey analysis emphasise the need to follow an appropriate data 
collection protocol to ensure optimal data quality and prevent MD. When using secondary data is 
the only option and essential information is missing, researchers have to deal with MD – either by 
ignoring the MD, either by using a maximum likelihood estimation procedure, or applying an 
imputation procedure (R. J. A. Berchtold, 2019; R. J. A. Little & Rubin, 2019; Schafer, 1997) .

In general, the use of secondary data can imply three different types of missing information:

(1) Missing data in the classical non-response sense, either at the unit or item level.
(2) Lack of information on the data collection process or on the data itself.
(3) Unavailable data (collection of the data was not planned).

Missing data in the classical non-response sense

The first type of missing information concerns MD, which occurs in almost all quantitative studies 
and affects many data analyses (Huque et al., 2018). Dong and Peng (2013) considered MD 
occurrence a rule rather than an exception in quantitative research. The proportion of MD can 
be significantly substantial depending on the study’s design or the topic’s sensitivity. For example, 
longitudinal studies, increasingly used nowadays, are prone to unit-level MD because of attrition 
(Tsiatis et al., 2014), but sensible questions about participants’ income, sexual behaviour, or 
substance use are likely to lead to item-level MD (Kim et al., 2007; Studer et al., 2013).

This paper will not discuss the causes and direct consequences of classical MD but rather the 
different issues linked to using a secondary database. For example, when using secondary data, it is 
almost always impossible to return to the data collection phase once it has been completed by re- 
interviewing part of the original sample or matching the MD entries with the administrative 
records. Therefore, some treatment forms must be applied when missingness (at the item or unit 
level) occurs in a database. However, additional difficulties and risks could arise when secondary 
researchers perform such treatments. For example, users perform different methods between two 
secondary analyses of the same dataset. Or when reinforcing the central tendency of variables by 
using a constant imputation procedure, such as mean imputation rather than random imputation.

Similarly, using a single imputation rather than a multiple imputation procedure will lead to 
underestimated variances that negatively impact confidence intervals and statistical tests. Therefore, 
the results obtained by different research teams working with the same database could be contra-
dictory and affect the reproducibility of the research results. For this reason, some organisations 
(e.g. Swiss Statistics in the case of publicly available samples from the last census) provide 
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a complete dataset that includes MD already imputed. Still, these treatments remain isolated cases, 
and it is always worthwhile to discuss the relevance of the choices made during the imputation 
phase.

Lack of information on the data collection process or on the data itself

The second type of missing data is a short description of the secondary database. Some of its 
characteristics can be unavailable or hidden when performing secondary analyses if the sampling 
design is not fully described. For instance, researcher users of the secondary data could be unaware 
that stratification occurred during the sampling phase. Thus, not using the information on 
stratification could impact the results as all observations would be considered independent when 
they are not, leading to an artificial increase in statistical power. Also, if the conditions used for 
asking or not asking the respondents’ questions are unclear, non-respondents that should be 
considered logical MD can be interpreted as not-logical MD.

Similarly, it is essential to know which data was imputed and how if there were MD in the 
original dataset. If MD were imputed before publishing the available dataset, it is essential to 
know how they were imputed. Otherwise, the MD percentage on each of the original variables 
should at least be provided. To show another example, if metadata are incomplete, researchers 
can misunderstand the exact meaning of some variables or some of the given answers. For 
instance, if the possible modalities of a variable are {female, male, other}, it is unclear whether 
the respondents had been asked about sex or gender, two different concepts even related. 
Therefore, the dataset could be problematic if its anonymisation was incorrectly performed 
before releasing it for public use. And if the primary researchers erased some essential informa-
tion for its correct interpretation. On the other hand, it could seem like a good idea to suppress all 
information regarding both sex and gender in the final database, especially since crossing these 
two variables can easily help identify some persons in a database. However, such information 
could prove crucial for research in gender studies, and it is also often used as a controlling factor 
in statistical analyses.

These common problems call thus for strict guidelines and caution during the production of 
databases intended to be reused by other researchers. These guidelines and caution have a cost 
because they require expertise, technologies, good research data management and infrastructures. 
However, such tasks and necessary operations are rarely performed as meticulously as they should 
be. Mons (2020) wrote that fixing such problems ‘will require more resources than the scientific 
community is willing to face’. Hence, using experts from renowned data repositories, like FORS in 
Switzerland (forscenter.ch), U.K. Data Service in the U.K. (www.ukdataservice.ac.uk/), or GESIS in 
Germany (gesis.org), should be considered a valuable option.

Unavailable data

The third type of missing information relates to data that would prove essential for a secondary 
research project, but the database’s promoters never collected it. Because they do not need it for 
their research project, it can be information entirely missing. For example, having household size 
without a sufficient degree of precision to be useful (e.g. we know the size of the households, but we 
do not know how many people in each household are dependent, such as young children). This 
information is unavailable because it did not seem helpful at the time of data collection or perhaps 
because the related questions were removed from the questionnaire to keep it sufficiently short. 
Here, we reach the limits of secondary data. Indeed, the lack of information can lead to drastic 
changes in a research question or hypothesis. Therefore, under the assumption that no better 
database is available for performing the required secondary analysis, the researchers have to weigh 
the pros and cons of 1) modifying their research question and/or hypotheses, 2) collecting new data 
with additional induced costs, and 3) calling off the research project.
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The co(u)rse of our research project

Our previous study (Diatta & Berchtold, 2020) aimed to investigate the link between young elite 
sports practice and the consumption of different legal and illegal substances. The objective was to 
examine how substance use differs between young, elite athletes and their non-elite peers and how it 
evolves. In addition, we investigated whether the practice of sports at a high level could be 
considered a protective factor against substance use. Such questions are reasonable as, in the 
collective imagination, sports are seen as a healthy practice, fundamentally incompatible with 
substance consumption. Moreover, it may explain the lack of data on the consumption of sub-
stances by young athletes, especially in Switzerland, except possibly for doping product 
consumption.

Target population

According to our research question, the target population was all individuals between 17- and 22- 
years old living in Switzerland. In 2010, this target population comprised 576,592 individuals, 7.26% 
of the total Swiss population. As interviewing each member of the target population is impossible, 
researchers generally consider only a sample to gather data (Groves et al., 2011). Therefore, we 
searched for publicly available databases with the following minimal requirements: a) the data 
should come from adolescents or young adults living in Switzerland, b) the sample should include 
a subsample of elite athletes, c) the data should have detailed information regarding the use of both 
legal and illegal substances, and d) the data should be a longitudinal study over several years. The 
only database that met these requirements was C-SURF (https://www.c-surf.ch/), but it also had 
limitations. For one, The C-SURF study was conducted only among Swiss male citizen recruits for 
the military service of the Swiss army.

In Switzerland, military service is mandatory for all male citizens. Therefore, recruits take part in 
a two-day recruitment process when they are 19 years old. All young Swiss males who took part in 
this recruitment process from 23 August 2010 to 15 November 2011 in three different recruitment 
centres were invited to participate in the C-SURF study (baseline). These centres cover 21 of the 26 
Swiss cantons. Later, two follow-ups were held during 2012–2014 and 2016–2018. An additional 
follow-up was conducted in 2019–2020, but these data were unavailable when the current study was 
held, so we did not consider it here.

For any sample used to study an underlying population, accurate population coverage is required 
to make sound statistical inferences. However, the representativeness of the C-SURF sample is 
questionable because of the method used to select the units. Only a minority of those who attended 
the two-day recruitment agreed to answer the C-SURF questionnaire – 15,066 recruits, representing 
2.61% of the target population. Therefore, we did not have a probabilistic or quota-based sample, 
and the C-SURF sample must be considered a convenience sample. Moreover, the sample cannot 
even be viewed as a random sample taken from all recruitment participants. The documentation of 
the sample did not mention any comparison between participants and non-participants to identify 
possible systematic differences. Even if this sampling method is ubiquitous in research, mainly due 
to its convenience, it presents two major issues: coverage and sampling errors.

Coverage error

Coverage error is the difference between the population structure under study and the sample 
structure used to perform the analyses. In our case, there was an apparent mismatch between the 
C-SURF sample and our population of interest. Indeed, based on our research design, young adults 
living in Switzerland included Swiss men living in the French and German parts of the country but 
also women, foreign young adults, and people from Italian and Romansch language areas. However, 
the C-SURF data do not cover all the target population segments or anybody under 18 years. The 
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non-inclusion of these categories of the target population represents a fundamental limitation for 
our research question. For example, from a substance consumption point of view, substantial 
differences exist between women and men (Moore et al., 2005) . Furthermore, Henchoz et al. 
(2014) have shown that demographic characteristics are determinants of physical activity in young 
people. Thus, the results obtained from the C-SURF study were undoubtedly not fully generalisable 
to Switzerland’s entire young adult population.

Sampling error

Sampling error refers to the deviation between population parameters and sample estimates. In this 
case, of the 15,066 eligible units, only 7,556 individuals, or 1.31% of our target population, 
consented to participate (Figure 1). Also, only 6,528 individuals among the consenters answered 
the questionnaire (Gmel et al., 2015). Thus, more than 50% of the recruits did not participate in the 
study. In general, the behaviour of respondents regarding substance use differs significantly from 
that of non-respondents, as shown in (Kim et al., 2007) . Therefore, coverage and sampling errors 
became critical because they led to a loss of precision, affecting the overall validity of our results 
(Groves et al., 2011; Hwang & Fesenmaier, 2004).

Figure 1. Coverage and sampling errors.
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Research question

Another issue encountered during our study was that it was impossible to distinguish elite athletes 
from their peers in the C-SURF database. This is due to the fact that there were no questions about 
the respondents’ level of sport participation. Therefore, we had to construct a proxy from the 
combination of several variables. The example above illustrates a critical problem when using 
secondary data. That is the unavailability of information when the purposes of secondary data 
analysts do not match those of the primary data promoters (Kiecolt & Nathan, 1985). Such issue 
with secondary data is not always considered MD in the literature. However, in referring to the 
work of Heitjan and Rubin (1991) and Heitjan (1994), who view coarsened data as MD, and to the 
one of Schafer and Graham (2002), who consider latent variables as MD, we can consider these 
pitfalls in the data as another form of MD in the context of secondary data.

Secondary data constraints are challenging and can drive researchers to alter their research 
questions based on the available data. Given the difficulty of clearly distinguishing between elite 
athletes and their peers, we modified our group of interest by categorising the participants based on 
their activity levels rather than their sports practice. However, we were aware that previous studies, 
such as those conducted by (Caspersen et al., 1985), have demonstrated that physical activity and 
sport are different concepts. Furthermore, physical activity is quite broad and includes sports and 
other physical activities, such as work-related activities. For this reason, relying on the notion of 
physical activity represented a significant shift from our original idea of comparing elite athletes 
with their peers.

To enable better identification, our definition of elite athletes also had to incorporate a notion of 
duration. Because, becoming established elite athlete results from a process that generally begins 
during childhood and continues during adolescence and young adulthood. Therefore, it was 
essential to ensure that classified respondents in our main group of interest pursued this level of 
activity for several years. Accordingly, we categorised respondents based on three complementary 
concepts: regularity, frequency and duration of physical activity. Thus, we defined four groups of 
physical activity levels (low, medium, high and other). C-SURF’s longitudinal design and the 
available information inconsistency throughout the waves had the major impact on this definition. 
Only one out of three variables used to define the groups at baseline was available in other waves 
(the regularity variable). We could not replicate in the two follow-ups the baseline four-group 
classification because the questionnaire was inconsistent between waves or the short questionnaire 
sent to non-respondents to increase the response rate does not cover those variables used for 
categorising the participants. Therefore, we had to give up the longitudinal component of our study 
to focus only on baseline cross-sectional data.

Another indirect consequence of difficulty identifying elite athletes is that we had to add an 
‘other’ category, representing respondents whose physical activity level was unclear. Because they 
did not meet the conditions for inclusion in one of the three different groups, some of their answers 
to the three questions used to define the groups seemed contradictory. For example, someone said 
they had done physical activity several times in the last week but also said they had not done any 
physical activity in the previous year.

This other group comprised no less than 3,004 respondents, compared with 338, 996, and 316 
respondents classified in low, medium, and high physical activity levels.

Missing items and unit missing

Lack of information regarding data collection worsens the proportion of missing information, either 
at the item or unit level. The C-SURF study had dropouts, late entry, and intermittent participants at 
the unit level. Dropouts are participants who left the study after baseline or the first follow-up. Late 
entry participants did not attend baseline but did respond to both follow-ups. Finally, intermittent 
participants who missed the first follow-up answered only to the same follow-up and were all present 
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in the C-SURF study at the unit level. Figure 2 shows the number of respondents for each situation: 
4,981 (baseline, follow-up 1, follow-up 2), 498 (baseline, follow-up 1), 144 (baseline, follow-up 2), 391 
(follow-up 1, follow-up 2), 364 (baseline only), 150 (follow-up 1 only), 0 (follow-up2 only). Adding 
up the numbers in Figure 2, 6,528 people responded to at least one wave of the survey, including 
5,987 at baseline, 6,020 at follow-up 1, and 5,516 at follow-up 2. In the specific case of the C-SURF 
study, the number of respondents was slightly higher at follow-up 1 than at the baseline; we generally 
observed a gradual decrease in the number of available participants in longitudinal surveys (Schafer 
& Graham, 2002). For instance, a longitudinal three-wave analysis of the C-SURF data, without any 
action to impute MD, would only concern 4,981 respondents, that is, 76.3% of those who participated 
in at least one wave of the survey, or 65.9% of those who agreed to participate in the survey. This 
reduction in sample size is often a problem because the probability of answering is generally not 
uniform to the original full sample or a representative sample of the population under study, leading 
to further bias error (De Silva et al., 2017)

In addition to unit-level missingness, we had to deal with item-level MD caused by participants 
who agreed to participate but did not provide an answer to some of the questions. Missing data are 
especially problematic when the sensitivity of the research subject may impact the level of missing 
information. For instance, studies dealing with the consumption of substances often face a high rate 
of MD (Studer et al., 2013), and the C-SURF research study is no exception.

Furthermore, there is the impact of using the short questionnaire to increase response rate on the 
categorisation of groups. Figure 2 includes both the complete and short questionnaires, but in 
practice, the number of short questionnaires was 82, 135 and 83, respectively, in all three waves. 

Figure 2. Distribution of the 6,528 respondents who participated in at least one wave of the C-SURF study.
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When doing everything possible to keep participants in the survey is commendable, using 
a shortened questionnaire implies that some information will be missing for a part of the sample. 
Here, questions we used to categorise participants into different levels of physical activity and some 
questions regarding substance use were missing. Among the variables used in our previous pub-
lication (Diatta & Berchtold, 2019), only 13 (15.66%) of the variables used had no missing values. 
The proportion of missing values was substantial, ranging from 8.30% to almost 70.54% among the 
6,528 recruits who participated in at least one wave of the C-SURF study.

To summarise, the lack of information on the C-SURF survey itself, the inconsistency of 
available information from one wave to another, and finally, the unavailability of critical data 
required by our research question negatively impacted the construction of the proxy variable of 
physical activity and, hence, the whole study. Indeed, we could not classify all individuals with MD 
at either the unit- or item-level on one of the variables used to create our proxy into the three 
physical activity groups of interest (low, medium, and high). Consequently, we added those 
individuals to the group of ‘other’ participants who did not fulfil the inclusion criteria or had 
contradictory answers to some of the questions. To consider these issues and for more consistency 
in the activity group categorisation, we took two actions. First, we consider only baseline data. 
Second, we suppressed the group ‘other’ from all analyses because it was too heterogeneous to be 
compared to the three other physical activity groups.

Due to our different choices, many participants were excluded from the analysis, leaving us with 
a sample of n = 1,650. This sample is perhaps not so small according to research standards but much 
smaller than we had expected when beginning our study. Much of this decrease in the sample size 
can be directly related to the mismatch between our research question and the secondary data we 
chose to use. In addition, we did not consider in our analysis more than three-quarters of the 
recruits who consented to answer the C-SURF study, which is wasteful in terms of information 
(Van Buuren, 2018). Even if our strategy for dealing with missing information was a listwise 
deletion approach rather than a complete case analysis, the main disadvantages are pretty similar 
(King et al., 2001). From a statistical perspective, this is critical for both the point estimates and the 
statistical power of the analyses. Indeed, the sample size is a significant feature in statistics. Ellis 
(2010) stated that ‘power is related to the test sensitivity, but the sample size is usually the most 
important’ (p. 69). Thus, the ability to highlight significant differences through analyses was 
seriously impacted.

Discussion

Researchers conduct every day many studies using secondary data. Some of these research studies 
face the problems described in this article. Our reflection is unique in that we not only conducted 
research marked by problems caused by a perhaps partially inappropriate choice of data, but we 
decided to draw out the consequences and expose them. In this way, we hope to help other 
researchers to make more informed choices in the future than we have done. In particular, we 
offer a set of recommendations for assessing how to effectively use an identified database to conduct 
a study as planned.

We were aware that doing our study with the C-SURF database would lead to a completely 
different article than initially planned. Nevertheless, we decided to continue taking the risk of 
working on a population much more restricted than anticipated and adapting our research 
question. First, we considered the level of activity practice rather than the level of sports practice. 
Then, we worked with a proxy built from the combination of three different available variables to 
assess each respondent’s level of physical activity. Moreover, we rejected performing a longitudinal 
study due to the lack of information and inconsistency in the available information.

Despite all these changes and the limitations implied by such modifications, the article published 
in the journal (Diatta & Berchtold, 2020) contributes to at least three different areas. First, it is one 
of the first to specifically consider differences in substance use as a function of the level of physical 
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activity, especially in the Swiss context. Second, it considers a large number of different substances. 
Finally, in the case of tobacco and cannabis, the consumption level and consumption mode are 
considered.

The ethical question of whether it was a good choice to reshape many of our original ideas remains. 
Here, we used secondary data, knowing that the research project would deal with the specificities and 
possibly the shortcomings of this existing database, such as the presence of MD, a high attrition rate, 
and, more generally, a non-representativeness of the population under study. Still, it is easy to apply 
the same ideas to all datasets, not only to secondary ones, and formulate this fundamental question: To 
what extent does missing information influence or even shape scientific research?

We can classify the different impacts of the dataset on the final results into two types: unavoid-
able changes and choices made by researchers.

In our case, using the C-SURF data is a researcher’s choice. But if we have no other choice but to 
use that data due to a lack of an alternative, we can classify as unavoidable changes everything related 
to the structure of the sample. In particular, women and non-Swiss citizens were excluded. Using 
weights would not have allowed us to correct these two issues unless we assume that women and non- 
Swiss citizens behave exactly like Swiss males regarding physical activity practice and substance use. 
Such assumptions contradict the literature (Henchoz et al., 2014; Moore et al., 2005). Additionally, 
because no variable allowed us to identify elite athletes, we could not replicate the definition of groups 
at baseline for the two follow-up waves of the C-SURF study independent of our will.

Researcher decisions also affected the study. For example, the MD, at least at the item level, could 
have been imputed, which would have resulted in a larger sample and more statistical power. 
Moreover, statistical weights could have been used to ensure better representativeness of our final 
sample of Swiss males regarding language area and Swiss cantons. Treatment of MD, especially by 
imputation has detractors, but is it less critical to let the amount and nature of missing information 
partly shape the research project? Should we stop any research project that the nature of the 
available data would influence? Of course, there is an arbitration to be made here, but can scientific 
research live with compromises?

Research policies and the convenience of secondary data partly help promote their use in recent 
years. Apart from saving money, time, and human resources, secondary data have other advantages, 
such as bringing social benefits or promoting further research (Smith, 2008). However, the use of 
secondary data also has many limitations, especially when the new research question does not 
match the purpose of the primary research.

Kiecolt and Nathan (1985) also state that using secondary data can be risky. Throughout our 
article, we have highlighted that careful considerations and data availability are among many other 
elements that should determine using secondary data. First, the choice of the dataset must be guided 
by the research question because a given question requires a minimal set of information to be 
analysed. From this perspective, our article has limitations since this minimal set of information 
(being an elite athlete in the long term) was unavailable. Furthermore, the proxy we used based on 
the notion of physical activity at a given time was not entirely satisfactory. In addition, researchers 
should carefully assess the consistency of questions from one wave to the next in longitudinal 
surveys before selecting a database.

Conversely, the promoters of longitudinal data collection should ensure more than minimal 
coherence between the questionnaires used in each wave of data collection. Even if this is not 
necessary from their point of view, this will benefit many other researchers who could then reuse the 
data more easily. Such coherence could even be promoted by the funders of data collection, such as 
state scientific foundations, to limit the waste of money on new data collection. Nonetheless, even if 
using the exact measurements from one publication to another allows for better comparability of 
the results, in the future, it may also lead to a lack of originality, and some aspects of our society can 
be entirely left out. Thus, Kiecolt and Nathan (1985) suggest including new items of the same 
measures in follow-up questionnaires to broaden the scope of research and ensure progress in 
research.
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It is difficult to identify research based on secondary data that has encountered the same 
problems as those mentioned in this article because scientific publications’ ‘limitations’ sections 
are usually limited to the essentials. Similarly, if research had to be abandoned because of such 
problems, it certainly did not result in subsequent publications in peer-reviewed journals. Instead, 
we can mention examples from our previous projects. For instance, in a study on the age of first use 
of legal and illegal substances, we could not include the most common substance, alcohol, because 
the corresponding question was not asked (Berchtold et al., 2010). In another study, we have shown 
that the frequency of recording specific temporal data impacts directly these data’s analysis results. 
However, it is impossible to change this recording frequency a posteriori (Berchtold & Sckett, 2007). 
As a final example, it can be argued that meta-analyses or even literature reviews can only be carried 
out if the articles on which they are based contain sufficiently standardised measures or results. 
Their absence will lead to the non-inclusion of perhaps essential studies.

Recommendations

Based on the research in this article and our own experience, here is a list of recommendations that 
researchers interested in using secondary data should pay attention to:

● Begin by clearly defining the research question and hypotheses. Based on this, identify all 
necessary information or variables, including control variables.

● Specifically, identify the population to be studied. Are there explicit inclusion and exclusion 
criteria?

● Determine whether the study requires cross-sectional or longitudinal data.
● Based on the above, identify potential databases and ensure that they meet the needs of the 

study.
● Review the database documentation to understand the data collection design and identify 

possible coverage or sampling error issues. Also, ensure that all variable metadata are present.
● In the case of longitudinal data, check which questions were included in each survey wave.
● Analyse missing data (or processing that may have been done in advance of such data) to 

ensure that it will not excessively impact the planned analyses.
● If specific data characteristics are not in perfect adequacy with the prerequisites of the 

envisaged study, determine as soon as possible if this calls into question the realisation of 
the study to avoid having to adapt the research study as it progresses perpetually.

Conclusion

This paper looked at the issues we had using secondary data to investigate a research question. 
There is a shared responsibility among all persons involved in analysing such data and dissemi-
nating the corresponding results regarding these issues. Of course, users may take the main part 
of this responsibility because they choose to use a specific dataset. If they decide to use it, they 
must carefully evaluate its possible shortcomings and its consequences on their results. Moreover, 
limitations caused by the data should be documented and made available to everyone who has to 
evaluate the research. The data collectors also have their share of responsibility. Indeed, they have 
the possibility 1) to include a sufficient number of items in their questionnaires and to ensure 
a sufficient degree of similarity in the questionnaires used for each wave (in the case of 
a longitudinal survey); 2) to fully document their datasets with metadata and paradata. Still 
related to data collectors, two other actors can impact the quality, hence the reusability of the 
data. The first one is the funders of data collection, who can impose rules regarding good 
practices that should be followed during data collection and archiving. The second one is the 
specialists of data repository services who can explain how to archive datasets that can be useful 
to other researchers.
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Finally, any study aims is to increase our knowledge and understanding so that government 
agencies, commercial companies or the general audience can use the results. Ideally, the publisher 
of an article or the end-user of a report should be aware of the possible issues linked with using 
secondary data. Also, they should question the ethics of publishing an article and/or using study 
results to make decisions or elaborate on new politics.
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