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ABSTRACT
User surveys are essential to user-centered research in many
fields, including human-computer interaction (HCI). Survey
personalization—specifically, adapting questionnaires to the respon-
dents’ profiles and experiences—can improve reliability and quality
of responses. However, popular survey platforms lack usable mech-
anisms for seamlessly importing participants’ data from other sys-
tems. This paper explores the design of a data-driven survey system
to fill this gap. First, we conducted formative research, including
a literature review and a survey of researchers (𝑁 = 52), to under-
stand researchers’ practices, experiences, needs, and interests in a
data-driven survey system. Then, we designed and implemented a
minimum viable product called Data-Driven Surveys (DDS), which
enables including respondents’ data from online service accounts
(Fitbit, Instagram, and GitHub) in survey questions, answers, and
flow/logic on existing survey platforms (Qualtrics and SurveyMon-
key). Our system is open source and can be extended to work with
more online service accounts and survey platforms. It can enhance
the survey research experience for both researchers and respon-
dents.
A demonstration video is available here:
https://doi.org/10.17605/osf.io/vedbj

CCS CONCEPTS
•Human-centered computing→ Empirical studies in HCI ; In-
teractive systems and tools; Systems and tools for interaction
design.
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1 INTRODUCTION
User surveys are a fundamental tool in empirical research studies.
They support user-centered research in many fields related to in-
formation technologies [85]. In human-computer interaction (HCI),
surveys support understanding how and why users perceive and
interact with (online) technologies.

Collecting rich and reliable survey data is essential to provide
meaningful insights. Survey research methodology has evolved
dramatically over the years. Online technologies superseded tradi-
tional methods of administering surveys (e.g., paper- and phone-
based data collection) [23]. Online platforms such as Qualtrics,
SurveyMonkey, LimeSurvey, and Google Forms enable researchers
to design complex questionnaires, deploy them to respondents, and
collect and analyze responses. One benefit of these platforms is
easier personalization; specifically, by adapting questionnaires to
respondents’ profiles and experiences. For instance, addressing re-
spondents by name or customizing the survey layout [22, 23, 39, 60]
tend to increase response rates. Personalization has mixed effects
on data quality [39, 49]. However, several studies suggest that per-
sonalization can improve research quality, build trust, and influence
the way respondents report sensitive information [36].

Survey personalization can be made more powerful by using
richer information about participants’ lives, extending beyond sim-
ple customization to personalized questions and response options
for each respondent. Online platforms, social media, Internet of
Things (IoT) devices, and wearable technologies collect data that
reflects users’ behavior. This data presents an opportunity for data-
driven survey personalization. By accessing (with the respondent’s
permission) select items from the respondent’s digital history, re-
searchers can dynamically modify the survey, including screening,
survey flow, display logic, skip logic, templated questions and an-
swers, and even asking respondents questions about specific bits
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of their digital lives. This approach could increase respondents’
interest in participating, increase their engagement with the survey,
mitigate response biases [21] (e.g., social desirability biases [4]),
and ultimately improve data quality.

Data-driven personalization can enable transitioning from ab-
stract to concrete inquiries. For example, general questions such as
“What is your main driver when you have very active weeks?” can be
replaced with specific questions like, “On the week of [April 12th],
you engaged in [four] different activities and spent a total of [two]
hours exercising. What was your main motivator during this excep-
tionally active period?” By adding granularity to survey questions,
data-driven personalization can improve data quality.

Data-driven personalization also has benefits for recall accuracy.
For example, surveys using methodologies inspired by the criti-
cal incident technique (CIT) [15, 31] rely on participants recalling
past experiences accurately (e.g., [17, 76]). However, memory is
imperfect, and cognitive biases can affect recall accuracy [56]. Data-
driven surveys can mitigate this challenge by using participants’
digital history to present them with a concrete descriptions of past
events (e.g., showing respondents their Facebook/Instagram posts
and the most aggressive comment each post received) thus improv-
ing their recall accuracy. For example, Huguenin et al. [41] used
an ah-hoc system based on LimeSurvey to show respondents their
recent Foursquare check-ins and then asked questions about them.

Further, the benefits of data-driven personalization can be ap-
plied to research across many fields. For instance, social scientists
could incorporate users’ Facebook/Instagram posts in their surveys
to gain insights about their social media behavior; sports scien-
tists could use Fitbit activities to ask athletes about their exercise
habits, and HCI researchers could use GitHub in their surveys when
studying software development practices.1

Despite the benefits of data-driven survey personalization,2 it
comes with certain downsides. One downside is that it may bias
samples to participants who are willing to share their data. This
may make it harder to recruit large samples. Another downside
is that implementing it with existing survey tools can be difficult.
Existing tools lack usable mechanisms for seamlessly importing
participants’ data from other systems in order to enable data-driven
personalization. Instead, when researchers used respondents’ data
to personalize survey questions (e.g., [27, 41, 82]) they had to resort
to complex and resource-intensive methods such as customizing
existing survey platforms and accessing respondent data manually
(e.g., through data subject access requests made by respondents)3
or through ad-hoc API calls. Creating data-driven surveys remains
cumbersome, which prevents unleashing the full potential of data-
driven surveys in research.

In this paper, we explore the design of a data-driven survey sys-
tem, starting with its desirability and usefulness for researchers

1Note that data obtained from social media platforms represents a curated projection
of one’s life. Similarly, data from platforms such as Fitbit and GitHub represents
a projection, as someone may engage in an activity without using an associated
online service (e.g., exercising without wearing their Fitbit tracker). It is important to
acknowledge that data collected from online services such as Fitbit may not be perfectly
accurate [28], but should be sufficiently accurate to provide useful insights [35].
2Data-driven questions cannot and should not replace traditional, more general ques-
tions. Rather, they can enrich the research process with detailed contextual insights.
3See, for instance, https://help.instagram.com/181231772500920, last accessed Feb.
2024.

(i.e., our potential users). Our paper consists of three parts: (i) a
systematic survey of papers that include user surveys (𝑁 = 74)
(see, Section 3.1), (ii) a survey of researchers who do user surveys
(𝑁 = 52) (see, Section 3.2), and (iii) the design of ourminimumviable
product (MVP) platform: Data-Driven Surveys or DDS (see, Sec-
tion 4). These three pillars allow us to: first, establish the need for
DDS; second, identify key features and requirements for DDS; and
finally, present the resultant design. The literature review informed
us about several design implications. For example, we identified a
potential for automating participant screening by using data from
their online accounts instead of solely relying on self-reported data.
The researcher survey underscored our belief that protecting re-
spondents’ privacy should be a priority. Considering these findings,
we designed and implemented DDS: an open-source MVP version
of our system. DDS enables the inclusion of respondents’ data from
online service platforms, such as Fitbit, Instagram, and GitHub,
in the questions and answers of survey questionnaires and in the
survey flow and logic. We provide a 6-minute demonstration video
of DDS on OSF.4 With DDS, researchers can enhance a Qualtrics
or SurveyMonkey survey, for instance, by automatically screening
respondents whose Instagram account was created less than a year
ago, by asking certain questions only to respondents who record
yoga activities on Fitbit, by including the respondents’ total step
counts in a question text, by asking respondents questions about a
specific GitHub repository (e.g., a repository with at least 20 open
issues), and by showing them the map and date of their running
activity for better recollection. The statistics collected from the
respondents’ Fitbit data can also simply be used to characterize
the sample of respondents (slightly active, very active, etc.) and
to identify correlations (e.g., with factor analysis) between their
physical activity and their survey responses. DDS takes multiple
steps to protect respondents’ privacy, such as using OAuth to access
respondents’ accounts, by fetching only data that is needed for a
given survey and only storing it on the survey platform, by inform-
ing respondents about the data that is collected and the way it is
used, etc. For a more detailed overview of the privacy protection
mechanisms, see Section 4.

DDS currently works with Qualtrics and SurveyMonkey, and
can import data from Fitbit, Instagram, and GitHub. It is extensible
to other survey platforms and online services (e.g., Spotify), thus
ensuring data collection efficacy across various contexts.

Our research contributions are two-fold:
• First, we present empirical insights gathered from extensive
formative research, thus offering a comprehensive under-
standing of the challenges and opportunities associated with
data-driven survey personalization. These insights inform
DDS’ design and functionality, ensuring that it aligns with
researchers’ diverse practices and needs across domains.

• Second, we describe the design and implementation of our
minimum viable product platform, DDS, and we showcase
its capabilities through practical use cases.

This work introduces an innovative solution that has the po-
tential to enhance survey research, particularly in the context of
HCI. By simplifying the development of data-driven surveys, we

4See https://doi.org/10.17605/osf.io/vedbj.
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provide both technical and non-technical researchers with a pow-
erful tool—free and open-source—to enhance their survey designs.
This innovation offers researchers new opportunities for in-depth
exploration and provides respondents with more engaging and
personalized interactions.

2 RELATEDWORK
In this section, we primarily review the existing literature and tools
related to online toolkits and surveys. We also highlight the chal-
lenges that some researchers encounter when creating personalized
surveys.

2.1 Existing Survey Tools
Several researchers have studied the user interface of online sur-
veys. Genter et al. [34] compared drag-and-drop and numeric-entry
options for survey ranking questions by using Qualtrics and an-
alyzed responses regarding distribution patterns, response times,
and challenges associated with each design. Ebert et al. [26] de-
veloped QButterfly to overcome integration challenges between
survey tools and stimuli. QButterfly is an HCI toolkit that enables
non-technical researchers to conduct online user interaction stud-
ies by using the Qualtrics and LimeSurvey platforms. QButterfly
enables displaying stimulus web pages and recording clickstreams.

Several studies focused on improving researcher interaction with
survey tools. Molnar [59] presented SMARTRIQS5, which enables
real-time interaction within Qualtrics surveys, such as grouping
respondents, assigning them conditions, and enabling them to chat
with other respondents in the same group. Ajilore et al. [2] studied
if using the local language, Pidgin English, and animated GIFs could
increase online survey interactivity and engagement. They found
that using GIFs and Pidgin English were perceived as highly inter-
active, and had specific benefits such as fun and persuasiveness.
Finally, Rodrigues et al. [69] focused on analyzing survey data. They
developed Lyzeli,6 which enables analyzing and correlating survey
responses to address the error-proneness of survey-data analysis.
Lyzeli provides features such as automatic question type identifi-
cation, sentiment analysis, data filtering, word cloud visualization,
and graphing.

2.2 The Use of Chatbots in Survey Research
In a different approach, several papers [68, 83, 86, 88] explored using
chatbots as an alternative to web-based surveys. Wen and Colley
[83] introduced a real-time moderator chat that prompts respon-
dents to address unanswered questions or to provide clarifications.
Xiao et al. [86] compared the results of an AI chatbot-driven survey
with a traditional online survey in a field study with 600 partici-
pants. They found that the chatbot-driven approach elicited more
relevant, specific, and clear responses compared to the Qualtrics sur-
vey. Participants engaged more with the chatbot, tended to provide
more detailed and disclosing responses, and were willing to partici-
pate in future surveys. Conversely, Zarouali et al. [88] compared
web-based and chatbot surveys for data collection. They found that
respondents of web surveys often have more favorable response

5See https://smartriqs.com/, last accessed Feb. 2024.
6See https://arieslab.github.io/lyzeli/#/, last accessed Feb. 2024.

characteristics and data quality, as compared to chatbot surveys. Fi-
nally, Rhim et al. [68] explored humanization techniques in survey
chatbots. They compared a humanized chatbot with features such
as self-introduction and adaptive responses to a baseline chatbot.
They found the humanized survey chatbot had increased positive
perceptions, increased interaction time, and improved data quality.

2.3 Existing Instrumental Toolkits
Online behavioral research in cognitive psychology is growing,
with a particular focus on reaction-time experiments that often
demand advanced skills. Several studies proposed solutions for im-
proving transparency, replicability, usability, and accessibility in
experimental social sciences. Several studies [2, 5, 7, 61] focused
on the accuracy of measuring reaction time in web experiments.
Nikulchev et al. [61] presented a solution that minimizes the bias
introduced by different devices and improves the precision of re-
action time measurement. Balietti [7] developed nodeGame,7 a
framework for conducting real-time synchronous experiments on-
line or in a lab environment by using web browsers on a wide
range of devices. Anwyl-Irvine et al. [5] also introduced the Gorilla
Experiment Builder,8 which manages time-sensitive experiments
across different participant groups, settings, and devices. Henninger
et al. [40] introduced lab.js,9 an experiment builder for web-based
data collection in both online and lab-based research. The platform
provides a visual interface that does not require coding. Chen et al.
[16] developed oTree10 for implementing interactive laboratory,
online, and field experiments. Gureckis et al. [37] developed psi-
Turk11 to reduce technical barriers for conducting controlled online
behavioral experiments on Amazon’s Mechanical Turk.

Finally, Ferreira et al. [29] developed a mobile instrumentation
toolkit called AWARE. It utilizes smartphones’ built-in sensors to
facilitate the acquisition, inference, and generation of context for
data analysis. Such applications are usually limited to a specific
device or hardware type and can drain device batteries.

2.4 Researchers’ Challenges in Data-Driven
Survey Creation

Several studies used data-driven surveys to varying extents.
Huguenin et al. [41] studied how the precision of a location check-
in impacts its utility as perceived by the user who made it. The
researchers modified the LimeSurvey platform to create personal-
ized questions. First, respondents granted the survey system access
to their Foursquare accounts. Then, they were screened based on
their Foursquare data, and a number of check-ins were extracted.
Finally, for each extracted check-in, a summary of the check-in
was shown in question text along with four alternate versions that
had different levels of information. The respondent then rated the
utility of the four versions.

Epstein et al. [27] studied how to support fitness tracker users
when they stop using their wearables. Using the Fitbit API and an ad-
hoc solution, they asked respondents to grant access to their Fitbit

7See https://nodegame.org/, last accessed Feb. 2024.
8See https://gorilla.sc/product/tools/, last accessed Feb. 2024.
9See https://lab.js.org/, last accessed Feb. 2024.
10See http://www.otree.org/, last accessed Feb. 2024.
11See https://psiturk.org/, last accessed Feb. 2024.
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accounts. In the survey, respondents were shown and asked ques-
tions about seven visual representations of their fitness-tracking
data.

Bauer et al. [9] used a Facebook app to study changes in Facebook
users’ privacy preferences over time. For each respondent, they ran-
domly selected posts, collected their metadata, and included them in
the survey. Ayalon and Toch [6] asked participants to comment on
their privacy preferences for old Facebook posts. However, respon-
dents were asked to select and report individual posts themselves.
Anaraky et al. [3] developed a Facebook app to study how framing
and default techniques influence users’ privacy decisions for auto-
matic public tagging in their friends’ pictures. For each respondent
they retrieved photos and tagging information, and used both in
their survey questions. Johnson et al. [43] developed a Facebook
app to study respondents’ relationships with their Facebook friends.
Two other studies analyzed privacy and data-retention needs by
using custom software to show respondents files and images from
their e-mail and cloud-storage accounts [18, 45].

Wei et al. [82] used advertisement information from participants’
Twitter data in a survey about advertisement targeting mechanisms
preferences. Respondents had to request all their Twitter data and
send it to the researchers. This study demonstrates the value of
including real, personal data when asking participants about their
experiences and preferences.

These examples show that personalized surveys enable advanced
research, but creating them is complex and resource-intensive. Re-
searchers had to customize existing survey platforms, develop cus-
tom applications, and access respondents’ data through APIs with
ad-hoc software tools. Although fruitful, these approaches can be
technically challenging and costly. Some researchers relied on self-
reports, which can also be time-consuming for participants to look
up, be unreliable, and be error-prone. A data-driven survey tool
could significantly mitigate these challenges.

3 FORMATIVE RESEARCH
To understand researchers’ practices when conducting survey re-
search, we conducted two formative research [32] studies: (i) a
literature review of papers with survey methodology and (ii) an
online survey of researchers who conduct survey research.

3.1 Literature Review
One approach to understand researchers’ practices when they use a
particular research methodology is to review their published papers.
Therefore, we conducted a systematic literature review [47] of
papers that used survey methodologies. Many HCI studies employ
surveys. To narrow the scope and make this review more tractable,
we focused specifically on fitness-tracking studies. We chose fitness
tracking because it is an active research area with many studies, a
large proportion of which employ surveys. Also, fitness tracking
research presents a promising initial use case for our work due
to the data they collect being inherently relevant to data-driven
surveys.

3.1.1 Method. For data collection, we first defined keywords12
and searched them in ACM DL, IEEE Xplore, AIS library, USENIX,
Science Direct, and Springer Link. We also used Google Scholar to
include papers from other databases and publishers (e.g., Taylor
& Francis). After removing duplicates, we identified 689 papers.
We excluded the papers that (i) were not written in English, (ii)
were published in 2012 or earlier, and (iii) were not peer-reviewed.
We included only those papers that were: (i) about fitness trackers
and/or how fitness trackers are used, and (ii) conducted a survey
with participants. The second author applied the inclusion and
exclusion criteria and later confirmed them with the first author.
Using the exclusion criteria and the first inclusion criterion, we
selected 234 out of 689 papers.13 After applying the second inclu-
sion criterion, we identified 𝑁 = 74 papers that conducted user
surveys. For data analysis, we employed reflexive thematic analysis
(TA) [10, 11]—a method that encourages researchers to consider
their own perspectives during data interpretation. Reflexive TA has
recently been used in HCI, along with systematic reviews for data
analysis [19]. This approach enabled us to code the papers from
the perspective of data-driven surveys: identifying key themes in
the textual data and examining the way these themes related to
or reflected the use of or need for data-driven surveys. The first
and second author collaboratively conducted the analysis. Initially,
the first author reviewed the abstract and methods sections of the
papers (and other sections if necessary) and coded the parts related
to survey methodology and data collection. Subsequently, the first
and second authors discussed the findings to identify codes, themes,
and to refine the coding structure. To quantify these findings, we
counted the number of papers that included relevant items.

3.1.2 Results. Qualtrics was the most commonly used platform, re-
ported in 𝑛 = 13 papers. Unfortunately, 𝑛 = 54 papers did not
report which platform they used. Other reported platforms in-
cluded Google Forms, Unipark, QuestionPro, REDCap, SoJump,
and LimeSurvey, all mentioned rarely. In contrast, 𝑛 = 32 papers
reported the type of fitness tracker(s) studied in their research, with
Fitbit being the most commonly reported (𝑛 = 32), followed by
Garmin (𝑛 = 8) and Apple (𝑛 = 7). Other brands were reported
fewer than 7 times.

Table 1 summarizes the papers where the researchers requested
participants’ data for further analysis. Out of𝑛 = 8 identified papers,
three papers used the Fitbit API for data collection [27, 62, 90]. One
of them used the data to implement an ad-hoc data-driven survey
system [27] (as discussed in Section 2.4). We identified 𝑛 = 24
papers with survey questions that could have benefited from using
data-driven surveys. Table 2 (top) summarizes the goals of the
surveys in these papers and how data-driven surveys could have
helped. We also identified 𝑛 = 48 papers that used surveys as a
screener tool for recruiting respondents. As highlighted in Table 2
(bottom), most of these screener questions could be measured using
12We used the following search strings: [“physical activity data” OR “physical activity
tracker” OR “fitness data” OR “fitness tracker” OR “wearable activity tracker” OR
“fitness tracking” OR “wearable activity tracking”] AND [“utility” OR “privacy” OR
“security” OR “perception” OR “understanding” OR “experience” OR “expectation” OR
“sharing”] AND [“system” OR “device” OR “application” OR “app” OR “service” OR
“bracelet” OR “wrist-worn”].
13The keywords and exclusion criteria partially overlap with those used in a survey
paper on the utility, privacy, and security of wearable activity trackers [72]. Several of
this work’s authors are co-authors of the survey paper.
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Table 1: The relevance of the papers to data-driven surveys: eight papers used fitness data. Only Three used the Fitbit API for
data collection and only one of them implemented an ad-hoc data-driven survey system.

Paper Data Collection Method Purpose of Data Collection

Epstein et al. [27] Fitbit API to implement an ad-hoc data-driven survey
Zufferey et al. [90] Fitbit API to infer participants’ personality traits
Orlosky et al. [62] Fitbit API did not specify
Dreher et al. [24] used a proprietary service (Fitabase*) to validate Fitbit usage
Stück et al. [75] asked members of a health campaign (AchieveMint) to analyze physical activity behavior
Shin [74] used a mobile app called “HealthExported for Fitbit to CSV” to analyze physical activity behavior
Dai et al. [20] did not specify to validate Fitbit usage
Preusse et al. [66] downloaded manually did not specify

* See https://www.fitabase.com/, last accessed Feb. 2024.

Table 2: Survey types that could have benefited from using data-driven surveys.

Research Purpose* How would a data-driven approach help?**
Freq. Survey Goals Examples Primary Screener Time Reliability Quality Personaliz.

𝑛 = 9 Assessed device ownership, brand,
and usage patterns [25, 67] ✓ - ✓ ✓ - -

𝑛 = 2 Assessed respondent’s motivation
or behavior for physical activity [63, 84] ✓ - - - ✓ -

𝑛 = 3 Assessed perceived usefulness or
value of data [44, 80] ✓ - - - ✓ -

𝑛 = 4 Assessed willingness to share data
and data-sharing behavior [33, 73] ✓ - - - ✓ -

𝑛 = 6 Assessed perceived data sensitivity
and privacy concerns [53, 54] ✓ - - - ✓ -

𝑛 = 4 Presented threat scenarios to study
privacy-coping strategies [8, 33] ✓ - - - ✓ -

𝑛 = 2 Tested data-sharing ideas using hypothetical
scenarios (e.g., mock-up interfaces) [46, 81] ✓ - - - - ✓

𝑛 = 36 Assessed device ownership, brand,
usage patterns, and using 3rd-party apps [58, 79] - ✓ ✓ ✓ - -

𝑛 = 1 Verified device ownership by sharing
a photo of the device [89] - ✓ ✓ ✓ - -

𝑛 = 2 Asked participants to bring sample
data to (follow-up) interviews [38, 74] - ✓ ✓ - ✓ -

* These columns distinguish between papers where the survey was a primary instrument versus those where it was a screener tool.
** These columns show the potential benefits of a data-driven approach for surveys with different goals, including: (i) saving respondents’ time by omitting easily collectible
questions (e.g., device brand), (ii) enhancing response reliability by preventing dishonest answers (e.g., false device ownership claims on Prolific), (iii) improving data quality
by reducing reliance on self-reported information, and (iv) personalizing questions (e.g., customizing mock-up interfaces).

a fitness-tracking platform and thus could benefit from a data-
driven survey platform.

Our literature survey unveiled the following insights into the
potential and significance of data-driven surveys in the field of
fitness tracker research and beyond:

• Promising Potential for Fitness-Tracker Research.
Whereas most existing studies have not directly incorpo-
rated data-driven surveys, there is a clear opportunity for
data-driven approaches to improve the reliability and depth
of insights derived from fitness-tracking studies. Note that
our review of related works (see Section 2) also identi-
fied this potential in other research areas (e.g., privacy re-
search [6, 9, 41]).

• Advances in Survey Quality. Data-driven surveys could
improve survey quality. They can transform abstract ques-
tions into concrete inquiries, directly collect data to save time
and avoid errors (intentional or not) in respondent recall, and
facilitate faster and more precise participant screening. Thus,
data-driven surveys could (partially) bridge the gap between
measurement studies and traditional survey methods.

• Platform and Data Trends. Qualtrics was the most preva-
lent survey platform. Similarly, Fitbit stood out as the domi-
nant source of fitness tracker data in this research domain.
Therefore, it could be worthwhile to include these two plat-
forms in a data-driven survey tool.

3.2 Online Survey
We conducted a survey, targeted at researchers who conduct sur-
veys in their research, to explore whether a data-driven survey tool
would be valuable for researchers in HCI and related disciplines.
Throughout this section, we use the term “researcher” instead of “re-
spondent” to avoid confusion between our respondents and generic
survey respondents.

3.2.1 Method. The full text of the survey is available in Appen-
dix A. The survey began with a consent form, followed by some
background and screening questions about the researcher’s expe-
rience with online survey tools. Next, there were three sections
describing possible features of a data-driven survey tool:

https://www.fitabase.com/


CHI ’24, May 11–16, 2024, Honolulu, HI, USA Velykoivanenko et al.

Table 3: Researcher demographics, primary research fields, and survey experience.

n %

Gender
Woman 26 50.0%
Man 23 44.2%
Non-binary 1 1.9%
Prefer not to disclose 2 3.8%

Age
25-34 years 15 28.8%
35-44 years 24 46.2%
45-54 years 7 13.5%
55-64 years 3 5.8%
65+ years 2 3.8%
Prefer not to disclose 1 3.8%

Main Research Field
Security and privacy (S&P)* 26 50.0%
HCI 19 36.5%
Information systems (IS) 3 5.8%
Social/professional topics 2 3.8%

n %

Surveys Conducted
(Last 5 Yrs)
4+ 43 82.7%
3 5 9.6%
2 3 5.8%
1 1 1.9%

Proportion of Research
Using Surveys
None 0 0.0%
Very little 1 1.9%
A little 5 9.6%
About half 16 30.8%
A lot 11 21.1%
A great deal 16 30.8%
All 3 5.8%

n %

Proportion of the Used
Survey Platforms
Qualtrics 43 82.7%
Google Forms 36 69.2%
SurveyMonkey 27 51.9%
LimeSurvey 12 23.1%
Microsoft Forms 2 3.8%
Typeform 2 3.8%
Unipark 2 3.8%
Alchemer 1 1.9%
AWS 1 1.9%
Checkbox Survey Solutions 1 1.9%
EU Survey 1 1.9%
QuestionPro 1 1.9%
SharePoint 1 1.9%
Slido 1 1.9%
UserZoom 1 1.9%
WJX 1 1.9%
Made their own system 2 3.8%

*Note that 96.2% of these researchers reported working in the sub-field of usable security and privacy.

(1) Conditioning survey flow or skip logic on extracted personal
data, e.g., skip to Question 5 if the participant has made
fewer than 200 posts on Facebook (a.k.a. “Survey Flow and
Display/Skip Logic”);

(2) Using extracted personal data to fill in variables for templated
questions, e.g., “Your most active month (in terms of step
count) this year was [month]. Please explain why.” (a.k.a.
“Templated Questions and Answers”); and

(3) Using extracted personal data to select example activities to
ask questions about, e.g., select the most recent Facebook
post with more than 200 likes, display it, and ask questions
about it (a.k.a. “Custom Variables”).

For each of these three features, we asked researchers whether
they had previously implemented similar functionality, whether
they would find it useful, and how likely they would be to use it,
followed by an open-ended question about scenarios where this
feature might be useful. We then asked researchers to describe (in
an open-ended way) any pain points that would be addressed or
benefits they would derive from using the three features. Finally, in
order to characterize our sample, we asked about age, gender, and
specific research fields.14 We implemented the survey in Qualtrics.
Before deployment, we did cognitive pretests with two colleagues.
We used their feedback to adjust the phrasing of questions to im-
prove clarity. The survey was designed to take less than 10 minutes,
and, in practice, took 7 minutes and 25 seconds (median).

We recruited researchers by advertising within researcher net-
works, including slack channels (e.g., the SOUPS Slack channel),
mailing lists (e.g., the UMD HCIL list and the SOUPS announce-
ment list), and social media groups associated with conferences
and communities (e.g., the CHI Meta group on Facebook). We also
directly e-mailed the authors of the research papers included in
our literature review (see Section 3.1) to invite them to participate.
Researchers were not compensated. The survey was approved by
our university’s institutional review board (IRB).

14Using the ACM Computing Classification System (CCS). See https://dl.acm.org/ccs,
last accessed Feb. 2024.

For this formative research, we report on multiple-choice ques-
tions with descriptive statistics. We analyzed open-ended responses
using an open-coding approach [71], where the second author per-
formed the initial coding and then refined it in consultation with
the entire team.

3.2.2 Results. A total of 76 researchers started the survey, of which
55 completed it. Among them, 𝑁 = 52 researchers had prior experi-
ence with survey tools; we report their answers here. A summary
of their demographics, research areas, and experience with surveys
is given in Table 3. Quantitative results regarding the perceived use-
fulness of the three considered features of data-driven surveys, and
self-reported likelihood to use them, are summarized in Figure 1.

Regarding the proposed Survey Flow and Display/Skip Logic
feature, 57.7% of the researchers (𝑛 = 30) reported having expe-
rience with a similar mechanism. These were evenly divided be-
tween those who considered it easy to implement (𝑛 = 13, 43.3%),
and those who reported it as difficult (𝑛 = 13, 43.3%).15 Among
those who had not used this feature before, 11.5% (𝑛 = 6) reported
they had not thought about such functionality, and 5.8% (𝑛 = 3)
mentioned it was technically difficult to implement. A researcher
mentioned: “I did use survey flows/skip logic and display logic, just
not based on participant data from social networks, but rather data
from inside the survey. That was complicated enough ;)” [4 or more,
a lot, S&P].16 Most researchers found this feature useful and said
they were likely to use it, if it was easy to implement (for details, see
Figure 1). Researchers reported several potentially useful scenarios,
e.g., configuring a survey based on the frequency of interaction
with a particular technology. They mentioned this could greatly
reduce the exhaustive list of questions they must ask beforehand:
“In my recent research, I could configure survey logic based on peo-
ple’s frequency of interaction with VR devices based on their daily
use activity of VR devices.” [4 or more, about half, HCI]. Several

15Note: Four researchers reported it being neither easy nor difficult.
16The content inside the bracket indicates the researchers’ background as follows: the
number of surveys in the last five years, the proportion of research projects with user
surveys, and their primary research area according to ACM’s CCS.

https://www.facebook.com/groups/834637469921428/
https://dl.acm.org/ccs
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researchers mentioned scenarios related to user behavior and pref-
erences research, such as analyzing developers’ practices, users’
unconscious habits, and the correlation between social media be-
havior and privacy preferences. “I would find this very useful when
surveying software developers about secure development practices.
I could imagine skipping a question or changing the flow based on
their commit history on GitHub.” [4 or more, a great deal, S&P]. A
few researchers mentioned use cases in health research and for
conducting experience-sampling and diary methods.

Regarding the proposed Templated Questions and Answers
feature, 26.9% of the researchers (𝑛 = 14) had experience using a
similar approach. Half of those who had used this feature before
found the implementation difficult (𝑛 = 7, 50.0%). Among those
who had not used it, 21.2% (𝑛 = 11) had not thought of it, and 11.5%
(𝑛 = 6) mentioned technical difficulties. A researcher mentioned
a challenge related to data accessibility and scalability: “I was in-
terested in doing this with Spotify listening data; however, the API
provides limited access. We instead had to rely on user-requested data
dumps, which takes about a week per user and doesn’t scale well.” [4
or more, about half, HCI]. A strong majority found the proposed
feature useful and many reported they would be likely to use it.
Scenarios suggested for using this feature included customizing
questions and answers based on technologies that users interacted
with, such as using logged hours on Steam for gaming research or
showing vignettes based on the social media platform users were
using. One researcher mentioned the usefulness of customization
in long-term studies: “On longitudinal surveys reminding a person
how many times they had used an app or feature in the prior month
when asking them how useful they feel the app/features is.” [3, a little,
HCI]. Another researcher mentioned combining social media data
with users’ prosocial behavior (e.g., about vaccination).

Regarding the proposedCustom Variables feature, only 9.6% of
the researchers (𝑛 = 5) reported using a similar approach. Among
those, two researchers found it difficult to implement. Of the re-
maining researchers who had never used it, many said they had
never thought about it (𝑛 = 19, 36.5%), and some pointed to techni-
cal barriers (𝑛 = 7, 13.5%). More than half of researchers expected
the feature to be useful, and around half considered it likely they
would use it. Multiple usage scenarios were suggested, including
evaluating the experiences and behaviors of software developers,
studying user behavior in social media, and applying stratified sam-
pling methods. “I could imagine using this to discuss specific pushes
to GitHub or posts to StackOverflow to ask them about why they did
that with this post or push, how they came up with that post or push,
etc.” [4 or more, a great deal, S&P]. “Showing respondents a random
selection of posts and asking them to answer a series of questions as it
relates to that post.” [4 or more, about half, S&P].

Researchers identified three major advantages the proposed
data-driven features could bring to their research. First was the
potential to improve data quality. Researchers pointed out that
data-driven surveys will bring precise data into the survey, avoid
reliance on only self-reported data, and gain more in-depth in-
sights. “From a research perspective, this would be a treasure trove
of information!” [4 or more, a lot, S&P]. Two mentioned that this
could significantly improve participants’ recall. “It would be nice
to be able to ask about specific experiences the participant has had,
without risking them misremembering the event.” [2, about half,

S&P]. Second, they identified numerous research opportunities
that could be realized with data-driven surveys, including asking
novel research questions, conducting more complex studies with
context-based questions in diverse formats, and collecting more
specific and objective answers rather than generic and subjective
ones. For example, data-driven surveys “would make complex ’if’-
Statements a lot shorter and easier.” [4 or more, a great deal, S&P].
Third, researchers highlighted the potential benefits for respon-
dents’ engagement and experience. They mentioned reducing
respondents’ fatigue, keeping respondents engaged, and allowing
them to think about specific events when answering questions. “[...]
minimize the number of questions that participants need to complete,
present questions only to suitable participants, ease participants bur-
den of going through a lengthy questionnaire.” [4 or more, about half,
HCI].

Researchers also identified some key drawbacks.17 Several ex-
pressed concerns about privacy and anonymity in using respon-
dents’ data. Some were concerned such a system would lead to
identification of the participants. “This data typically allows for
unique identification of the individual, which is what we would like
to avoid in surveys.” [4 or more, a lot, S&P]. This valid feedback is
not surprising, given that a large proportion of our sample works
in (usable) security and privacy. Concern for participant privacy
informed our design (see Section 4.2). In particular, we considered
transparency paramount and decided that our solution should be
open-source and should communicate to respondents what data is
collected about them. Many researchers (appropriately) take great
care when asking participants for detailed or sensitive informa-
tion. Previously, researchers have asked respondents to download
a complete copy of their data (sometimes through a third-party
application) and then to send it to them. These researchers had to
develop extensive infrastructure to limit and/or clean the data they
collected. With an automated approach, access to respondents’ data
would be more fine-grained and controlled through using APIs’
permissions infrastructure, making it easier to take appropriate
care. Nonetheless, with or without automated tools, it is incum-
bent upon researchers to think carefully about data collection and
how to protect their participants; our design is intended to support
researchers in doing so.

Relatedly, another researcher mentioned that proper consent
collection is necessary before deploying such systems. Thus, a data-
driven survey should include meaningful informed consent, where
respondents can read and agree before granting access to their data.
Some researchers felt such privacy issues could create a deployment
challenge, as the study might be blocked by IRBs and ethics
committees. “[...] it might pose a problem for IRB management if PII
like social media accounts are linked on the same platform that holds
the study data [...]” [3, about half, HCI]. We will further discuss
privacy-enhancing strategies to ensure ethical data collection.

Finally, several researchers noted challenges with usability and
learning curve. Some thought integrating data into existing sur-
vey platforms would be too complicated. “I need to figure out how
to integrate different data sources by myself.” [4 or more, a great
deal, HCI]. Our envisioned design would facilitate integrating data,

17While we asked researchers about the pain points in their research, their responses
also covered the challenges of future data-driven surveys.
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Figure 1: Usefulness of a data-driven surveys system (top) and likelihood to use one, if it existed, (top) reported by the researchers
(N=52). Breakdown per feature: Survey Flow/Logic (left), Templated Questions and Answers (middle), and Custom Variables
(right).

simplifying the process, and ensuring that using external data from
online services for personalization would be exactly the same as
using internal data (i.e., responses to previous questions in the sur-
vey). The use of internal data is a very common practice among
researchers, suggesting there would be limited learning required.

To conclude, our online user survey highlights the need for and
interest in a data-driven survey tool and sheds light on the following
points:

• Feature Preference. While all three of the proposed fea-
tures received positive feedback, the Survey Flow and Dis-
play/Skip Logic feature was favored as most useful and likely
to be used.

• Potential Use Cases and Benefits. Researchers envisioned
various potential usage scenarios for data-driven survey
tools, from customized data-driven questions in gaming re-
search to studying developers’ commit behavior. Researchers
considered data-driven survey tools beneficial for improving
data quality, expanding research opportunities, and enhanc-
ing participant engagement.

• Concerns. Privacy and anonymity emerged as a critical con-
cern, highlighting the need for including privacy-enhancing
mechanisms when designing data-driven survey tools (i.e.,
privacy-by-design).

4 DESIGN AND IMPLEMENTATION OF DDS
In this section, we describe the design and implementation of our
data-driven survey platform (named DDS) and our methodology to
do so. An overview of DDS is given in Figure 2, and a demo video is
available on OSF. The source code for DDS is hosted on GitHub.18

4.1 Design Introduction
4.1.1 Design Goals. Our goal is to design and implement an ex-
tensible and easy-to-use system that enables integrating survey
participants’ data from online services into surveys. We do not
aim to build a survey platform (SP). This system should enable
researchers to integrate the three main techniques of Survey Flow
18https://github.com/DataDrivenSurveys/DataDrivenSurveys

and Display/Skip Logic, Templated Questions and Answers, and
Custom Variables into their surveys. Given the positive feedback
we collected during our formative research (see Section 3.2.2), we
decided to consider these techniques the core functionalities of
DDS.

4.1.2 Design Methodology. We followed an iterative design pro-
cess [65]. One author proposed an initial system design, which
was then iterated on together by four authors. Two authors (hence-
forth, designers) started the UI design process by brainstorming
functional requirements and interface sequences (i.e., user flows).
They started by sketching the interface with pen and paper and
gathered feedback from colleagues in our institution with extensive
UX/UI design experience. After converging on an initial design,
the designers switched to using Figma [30], which makes it easy
to iterate on and build UX/UI designs. After converging on these
initial UI and system designs, we began implementation.

To develop DDSwe used an adapted Scrum approach, which is an
agile project management system [48]. Two authors, henceforth the
Development Team (DT), implemented DDS. Another author took
on both roles of Product Owner (PO) (to ensure the prioritization
of features) and Scrum Master (to ensure that the Scrum process is
being followed). The DT would plan ‘sprints’ to implement several
features based on the PO’s requests. Then, they implemented the
features, while having daily meetings to discuss the progress and
address any issues. New feature requests from the DT and PO were
recorded through GitHub issues and project management. At the
end of each week, the DT selected the next set of features based
on priority. The DT would also actively add suggestions for new
features.

During the design and implementation processes, all authors
periodically brainstormed potential shortcomings or limitations
of the existing design, allowing us to identify and address issues
quickly and preemptively. For example, we anticipated that respon-
dents would be hesitant to share their data. Hence we decided
to take a privacy-by-design approach and recruited security and
privacy researchers for our researcher survey. This resulted in us
implementing the transparency table described in Section 4.2.

https://doi.org/10.17605/osf.io/vedbj
https://github.com/DataDrivenSurveys/DataDrivenSurveys
https://github.com/DataDrivenSurveys/DataDrivenSurveys
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Figure 2: Overview of the architecture and functioning of DDS. Researchers create a project on DDS and provide it with
credentials (e.g., API key, OAuth token, Client ID, Client Secret) for managing surveys on the survey platform (SP) and apps
on the selected data providers (DPs) (a.k.a. online services). DDS declares the data that can potentially be extracted from the
DPs on the SP, where the researchers can use them while designing their survey. These actions are denoted as Steps 0 and are
interleaved in time. To begin a data-driven survey, respondents follow a link to DDS (Step 1), where they are redirected to the
required DPs (Step 2) in order to grant DDS access to their data. DDS downloads and processes their data from the DPs (Step 3),
uploads the processed data to the SP (Step 4), then deletes the data from its memory. Finally, the respondents are redirected to
the SP to take the data-driven survey (Step 5). Researchers and respondents use web browsers to interact with the different
systems (i.e., SP, DDS, and DPs). The six screenshots at the bottom of the figure illustrate the different websites and web pages
used by these users. These screenshots are provided as visual clues; readable versions of these web pages are available in other
figures and in the demo videos. DDS currently supports Qualtrics and SurveyMonkey as SPs, as well as Fitbit, Instagram, and
GitHub as DPs. Grayed-out icons represent other popular platforms and services that could be integrated in the future (Google
Forms; Spotify).

4.1.3 Choice of Integrated Platforms and Services. We integrated
our minimum viable product implementation with Qualtrics and
SurveyMonkey, as we found them to be the most commonly used
SPs (see Section 3). We chose Fitbit, Instagram, and GitHub as initial
data providers (DPs). Our formative research (Section 3) indicated a
good potential for data-driven surveys in fitness tracking research.
We chose to integrate with Fitbit, as it was the most reported fitness
tracker brand in the studies we reviewed. Instagram was chosen as
an example to demonstrate that DDS can integrate with social media
services, as researchers studying social media often use surveys to
study user experiences, and social-media scenarios were commonly
proposed in our formative survey. GitHub was chosen as many
researchers in our researcher survey reported doing surveys with
software developers.

4.1.4 Overview and Core Features of DDS. DDS integrates with
existing SPs and enables using all the features offered by the SP.
DDS obtains participants’ data (with permission) from DPs and
transfers it to the SP. The core features of DDS are: (i) checking

whether a survey participant has an account on a given DP plat-
form, (ii) providing built-in (i.e., predefined) variables for each DP
and making them available on the SP, (iii) creating custom variables
to select specific data using rules that researchers define. Variables
provided by DDS enable conveniently collecting additional data
and statistics about respondents, creating templated questions and
answers (where placeholders are replaced with each respondent’s
data), and configuring display and survey flow logic. For templated
questions and answers, the variables can be inserted as piped text:
“On average, you walk [steps.average] steps per day. Which of the
following do you think contributes the most to you staying motivated
for this?” For display and survey-flow logic, the variables can be
compared with reference values: “Show this question/answer/branch
only if account.creation_date <= 2020-01-01.” Custom variables enable
deeper personalization by providing real and personal examples,
instead of hypotheticals, to ask about categories of events or items.
For instance, when asking about privacy concerns related to shar-
ing location data, researchers could use DDS to show a map of the
participant’s most recent run. This would help participants think
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concretely about their actual data, instead of an imagined abstrac-
tion. Additional examples are provided in the survey transcript
in Appendix A.

4.1.5 Distributing DDS Surveys. Data-driven surveys powered by
DDS do not need personalized invitation links. After a participant
gives access to the required data-provider platforms, a unique iden-
tifier is formed based on their account IDs and then linked to a
unique distribution link on the SP. Researchers can set a policy on
whether the same combination of data-provider accounts must be
used to resume the survey and/or whether previously used accounts
can be used to take the survey again (e.g., whether a respondent
can take the survey once with Fitbit account 𝐹1 and Instagram ac-
count 𝐼1, and then again later with Fitbit account 𝐹1 and Instagram
account 𝐼2).

4.2 Privacy Considerations
We designed DDS with a careful focus on participants’ privacy,
captured in the data-privacy policy. We aimed to address the points
brought up in Section 3.2.2. Here, we present the key points.
Respondent Informed Consent. The landing page that a respon-
dent sees provides several features that support giving informed
consent for sharing their data. First, it informs participants that
they will need to grant access to their data. Second, it provides
a link to the privacy policy explaining data collection. Third, the
survey distribution page displays a table that summarizes the exact
data that will be extracted for each variable (see Figure 9a). For each
variable, the table shows the DP, variable type, a textual variable
description, and a link to the official API documentation.
DataMinimization. Requests are made via OAuth,19 which allows
DDS to access the respondent’s data without needing their user-
name and password, only their authorization. Figure 9b shows an
example of this interface for Fitbit. If the DP offers different classes
of data access, DDS will only request access to classes that are used
in the researcher’s data-driven survey. DDS only downloads data
needed to compute the variables that a survey requires.
No Data Retention. The downloaded data is not saved to disk;
instead, it is stored temporarily in the system memory during vari-
able computation. Once the calculated variables are uploaded to
the SP, the raw data and variables are deleted from DDS’s mem-
ory, and the access tokens for the DP(s) are revoked. The uploaded
variables are saved on the SP to be used in the survey when the
respondent takes it. They also provide context for researchers (who
would otherwise see only the templated questions and answers),
and enable exporting of the data through DDS. When exporting
survey responses through DDS, responses are downloaded to the
researchers’ computer, then placeholder values are replaced by vari-
able values in the data. DDS does not store any of the final survey
responses; only the SP does this.

4.3 Architecture
DDS contains three main components: a back-end API, a front-end
(web) app, and a database. All three components are proxied using
an Nginx web server. The database stores researcher registration
information, project configurations, and hashed participant-DP

19See https://oauth.net/2/, last accessed Feb. 2024.

IDs.20 The back-end API provides access to the database, obtains
data from DPs through their APIs, and communicates with the SPs’
APIs in order to upload to SPs the list of available variables (for
use in setting up piped text) and to upload participants’ computed
variable values for taking surveys. We implemented the back-end
API in Flask [64] and Python 3 [70]. For the front end, we created a
React [57] web app that both researchers and respondents can use.
It makes API calls to the back-end API.

The platform is configured to be conveniently deployed using
Docker containers [42]. It can also be deployed directly through
GitHub. A researcher would need to fork our repository and config-
ure a few deployment parameters. The repository is documented
and contains step-by-step deployment instructions. For a detailed
architecture diagram, see Figure 11 in Appendix B.

4.4 Researcher Flow
The researcher flow begins with a researcher creating a new project
on DDS (shown in Figure 3). They can either create a new project
from scratch (Figure 3a), which would create a new survey on
their chosen SP, or they can link an existing survey from an SP
(Figure 3b). To create a new project from scratch, they must name
their project (the survey created on the SP will have the same name)
and provide the information required by the chosen SP (e.g., the
platform API key for Qualtrics). Creating from an existing survey
requires providing a new name, the source survey’s ID, and the
information required to interact with the platform. DDS provides
SP-specific instructions for obtaining the required information.

Once the DDS project is created, the researcher can manage it
by adding DPs, enabling/disabling variables, changing test values,
creating custom variables, syncing the variables, and testing the
survey. We illustrate these steps with a running example using
Fitbit.

To add a DP (Fitbit in this example), the researcher must register
an app on the DP’s website using a short web form. The registered
app will be used to communicate with a respondent’s account and
to extract their data. Figure 5a shows an example of registering a
Fitbit app. When a researcher clicks on ‘+ data provider’ (shown
in Figure 5b), DDS provides most of the required information for the
app registration form. Further, DDS also provides links to tutorials
for registering the app and a link to the app creation page.21 Next,
the researcher must add the DP on DDS (shown in Figure 5b) by
selecting it from a list of available options and configuring parame-
ters such as a client ID and secret. DDS provides instructions for
where to find the required parameters.

After adding the DP, a number of built-in variables are made
available in the DDS project (shown in Figure 4). Each variable has
an implicit ‘exists’ version ([variable].exists), which will be True if
a variable was calculated successfully and False otherwise. These
can be used, for example, to avoid showing respondents questions
or applying logic when there is no data. The researcher can select
which variables to enable for the current project; for example, in
Figure 4, the researcher enabled account creation date (from the
“account” category) and activities by frequency (from the “activities”
20To enable us to retrieve the same unique survey distribution URL if a given project
is not supposed to enable the same participant to take the survey more than once.
21For DPs that support this, DDS will pre-fill parts of the form by including information
from the project in the URL.

https://oauth.net/2/
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(a) From scratch. (b) From existing (survey ID needed).

Figure 3: Screenshot of the UI for creating a new project from scratch or from an existing survey (DDS website).

Figure 4: Screenshot of the UI for managing projects. To connect to their account on the survey platform (Qualtrics here), the
researcher only needs to copy some text from their Qualtrics account to DDS. (DDS website)

category). These variables define (a) which data DDS will request
from the DP, and (b) which variables are available for use on the
SP.

In addition to these built-in variables, the researcher can add
custom variables that enable selecting specific items from the par-
ticipant’s account for use in the survey, according to researcher-
defined selection rules. Figure 6 shows a researcher creating a
custom variable to select one specific running activity from the
participant’s Fitbit data. In this example, Fitbit is the selected DP
and activities is the selected data category to draw from. Filtering

rules were added to select only the activities that lasted at least
3600 seconds, occurred on or after January 1, 2022, and have the
activity type ‘Run.’ Finally, the researcher must choose a selection
criterion to select one single item from the list of items that pass
the filter. Options include choosing the item with the maximum or
minimum value of some attribute, or choosing a random qualifying
item. Here, the activity date is used to select the newest qualifying
running activity. After a custom variable is defined, it is available in
the main DDS variables list (Figure 7), where it can be enabled for
use. A custom variable contains sub-variables (e.g., date, duration,
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(a) Registering a data provider (DP) app on a Fitbit devel-
oper account (https://dev.fitbit.com/apps). The fields were
pre-filled by clicking on the link shown in Figure 5b. (DP
website, Fitbit here)

(b) Adding a data provider. The common information
that a researcher would need to enter in the registry
form is provided. The researcher just needs to copy
some strings from their Fitbit developer account. (DDS
website)

Figure 5: Screenshot of the UI for registering a data provider (DP) app and then adding the DP on DDS.

Figure 6: Screenshot of the UI for adding custom variables (DDS website). The researcher specifies a name for the custom
variable, a source data provider, a category of data, and a number of filters based on attribute values and a selection strategy
(random or maximum/minimum value for an attribute).

https://dev.fitbit.com/apps
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Figure 7: Screenshot of the UI of what a custom variable looks like in the variables table (DDS website). A custom variable is
composed of sub-variables, that can be enabled individually, that correspond to the attributes of the custom variable’s category.
The custom variable can be edited or deleted using the ‘edit’ and ‘delete’ buttons in the ‘actions’ column of the table.

Figure 8: Screenshot of using DDS variables to create a data-driven survey (survey platform website, Qualtrics here). The
variables imported from DDS appear in the interface of the survey platform and can be used by the researcher for survey flow
and display/skip logic, as well as for question-and-answer texts.

type for a Fitbit activity), that can be enabled individually and used
in a survey (just like built-in variables). To enable a sub-variable,
the custom variable as a whole must be enabled. Each sub-variable
corresponds to an attribute of the selected custom variable item. A
researcher can edit the rules used to create the custom variable or
delete it using the ‘edit’ and ‘delete’ buttons in the ‘actions’ column
of the table. Test values can be assigned to each sub-variable. Only
enabled sub-variables are uploaded to SPs.

After enabling all the desired variables (built-in and/or custom),
the researcher presses the “sync variables” button. This ensures
that the SP knows about all the available variables. If the researcher
wants to change the enabled variables—to add an additional variable,
or to remove one that is not needed—they can simply sync the
variables again to ensure the SP is up to date.

Synced variables are visible on the SP for use in logic and ques-
tion design. At this point, the researcher can design the survey as
normal, using any features provided by the SP and incorporating
DDS variables as needed. An example of a question using these
variables is shown in Figure 8.

Once the researcher finishes designing their survey, they can
preview it using the “preview survey” button in the DDS project
view (Figure 4). This will create a survey (via the SP) in which
each personalized value will be set to the associated “test value,” as
assigned by the researcher during variable selection. In Figure 4,
the test value for an account creation date was set for January 1st,
2020.

Once data collection is complete, the researcher can export the
results via DDS (the “download data” button in Figure 4). The down-
loaded results will mirror a standard export of data from the SP, but
any placeholders in questions or response options will be filled in
with the actual personalized data per respondent. For a particular
respondent in our running example, the downloaded data will list
Q1 from Figure 8 as e.g., 7028 steps, rather than showing the vari-
able placeholder. In this way, the researcher can always reconstruct
exactly what each respondent saw when taking the survey. Note
that, as discussed above, DDS does not store participant data after
uploading it to the SP; DDS instead uses the respondent data stored
in the SP to generate the annotated export.
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4.5 Participant Flow
Survey participants receive an invitation link directing them to DDS.
Participants are presented with an authorization interface asking
them to log into each DP and grant access to their data, as described
in the comprehensive table (shown in Figure 9a). Figure 9b shows
an example of authorizing access to Fitbit. After the participant
grants access to all required DPs, DDS will download the data
required to compute the required variables and then upload it to
the SP. DDS will then redirect the participant to the SP to take
the survey, via a unique survey distribution link (the “proceed”
button shown in Figure 9c). Figure 10 shows an example of how
the templated question from Figure 8 would look to a participant:
the variables have been filled in with personalized values drawn
from the participant’s Fitbit account.

4.6 Extensions and Forward Compatibility
DDS was designed and implemented to be extensible. It can be
integrated with SPs and DPs that offer APIs. SPs that offer APIs
similar to Qualtrics (single global API key) and SurveyMonkey
(fine-grained authorization via OAuth) should be easy to integrate.
In contrast, it could require significant effort to integrate SPs with
no API that instead offer remote control via JSON-RPC (such as
LimeSurvey). Similarly, integrating Google Forms would require
workarounds, such as using addons (e.g., Dynamic Fields Add-on
for Google Forms™) to allow piping data from another source (e.g.,
from Google Sheets). Additional DPs could be integrated, as many
online platforms offer APIs with OAuth support.

Regarding forward compatibility, drastic changes to SPs or DPs
could prevent DDS from working. We do not expect major issues,
as we rely on public web APIs, which tend to be fairly static or at
least backward compatible, to access basic functions of SPs and to
extract respondents’ data from DPs. These public APIs are unlikely
to change in a way that would prevent DDS from functioning [87].22
However, if a public web API were to be closed altogether, nothing
could be done as a workaround.

With regard to continued development, a road map of fea-
tures and functionality that we plan to implement is available on
GitHub.23 We hope that DDS will gain community support in the
longer term to maintain the platform and continue adding SPs and
DPs.

5 DISCUSSION
5.1 Contribution
In this paper, we make two key contributions to the HCI research
community: first, we conducted formative research (a literature
survey and a user survey of researchers) to characterize when and
why researchers might find data-driven surveys useful. We found
many ways that data-driven surveys can be beneficial, including
by improving accuracy, reducing the burden on participants to re-
call events, avoiding survey questions in favor of measurements,
and by providing concrete and personal examples rather than hy-
pothetical ones when asking participants about their perceptions

22For example, Qualtrics has introduced few breaking changes to their API, and none
of them removed the core functions that we use [1].
23https://github.com/DataDrivenSurveys/DataDrivenSurveys

and preferences. Currently, implementing this kind of data-driven
survey is an ad-hoc process, often requiring technical expertise
for developing custom tools. Our formative research underscores
the importance of carefully managing participants’ privacy and of
obtaining meaningful consent when accessing their data from other
platforms as part of a survey. These privacy aspects are not specific
to our solution but to data-driven surveys in general, including
those conducted in the related works.

Second, we designed and implemented DDS, a minimum vi-
able product tool that researchers can use to easily implement
data-driven surveys, regardless of their technical expertise. DDS
currently integrates with Qualtrics and SurveyMonkey as survey
platforms (SPs), as well as Fitbit, Instagram, and GitHub as data
providers (DPs). DDS enables using respondents’ data from DPs
in survey flow logic, templated questions and answers. DDS also
enables selecting individual items (e.g., a fitness activity or an In-
stagram post) based on researcher defined rules. DDS is designed
to limit the data that is requested from DPs, to limit the storage of
the obtained data; and permissions are revoked immediately after
the necessary data is obtained. DDS is open-source and extensible,
and we hope that other researchers will make use of it to enhance
their surveys.

5.2 Limitations and Future Work
5.2.1 Limitations. Our work has several limitations. First, our liter-
ature survey was limited to papers relating to fitness trackers, only
a small slice of HCI overall (and survey research more broadly).
As such, we may not have learned about all possible use cases for
data-driven surveys. However, we believe that we found enough
evidence of their potential utility to motivate developing a tool.
Our researcher survey was also relatively small (𝑁 = 52) and did
not reach a representative sample of HCI researchers; as with the
literature survey, we nonetheless found the results sufficiently en-
couraging to develop DDS.

Most importantly, though data-driven surveys can provide many
important benefits for research, they do ask participants to provide
access to a potentially large amount of personal data, which could be
uncomfortable. Requiring participants to log into specific accounts
and share data could reduce participation and bias samples toward
only those willing to share. As such, it is critical that researchers
using this approach apply best practices to deserve and maintain
participant trust: limiting requests to DPs’ APIs to the minimum
required to achieve their research goals; being very clear from the
outset about the information participants will be asked to share and
the way it will be used; obtaining meaningful consent; and using
best practices for secure data storage.

The use of data-driven surveys may have unintended conse-
quences. First, regarding security and privacy, DDS could facilitate
malicious actors posing as researchers extracting data from peo-
ple.24 Second, issues related to survey design, such as priming,
could become pronounced with data-driven surveys. For example,
asking questions where participants are shown routes of their runs,
and then asking about privacy concerns may prime them to be

24Note that without DDS this is already an issue. For example, see the Cambridge
Analytica scandal [14].

https://workspace.google.com/marketplace/app/dynamic_fields_update_forms_questions/708020008404
https://workspace.google.com/marketplace/app/dynamic_fields_update_forms_questions/708020008404
https://github.com/DataDrivenSurveys/DataDrivenSurveys
https://github.com/DataDrivenSurveys/DataDrivenSurveys
https://github.com/DataDrivenSurveys/DataDrivenSurveys
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(a) Landing page for taking a survey before granting the required access to their data on the specified services. The variables table is
expanded. For each variable, it shows the data provider, type, name, description, and a link to the official API documentation. It allows
participants to provide more informed consent by knowing exactly what data they will share. (DDS website).

(b) Granting DDS access to a data
provider (DP) (DP website, Fitbit
here).

(c) Landing page for taking a survey after granting
the required access to their data on the specified
services (DDS website).

Figure 9: Screenshot of the UI for participants taking the survey.

Figure 10: Screenshot of what a participant would see when
they take the survey (survey platform website, Qualtrics
here). This is the end-result of Figure 8.

more privacy conscious. Hence, researchers should take great care
when designing data-driven surveys.

5.2.2 Future Work. Currently, DDS is limited to two SPs and three
DPs with only a few built-in variables. Nonetheless, we believe it is

sufficient to demonstrate the feasibility of the approach, illustrate
the underlying concepts, and showcase its potential. We will con-
tinue developing DDS, hopefully with the input and contribution
of interested researchers and developers. In future work, we hope
to extend this to other DPs, such as Spotify, Slack (for surveys of
workers in different companies or industries), other social media
platforms, and other data sources with useful APIs. This extension
does not present significant technical difficulties, as many online
platforms have a similar flow to use their APIs, including using
OAuth for authentication.

Another extension to DDS could be support for the experience
sampling method (ESM) [50, 77] that captures participants’ expe-
riences and behaviors in their natural context. ESM can lead to
survey fatigue when participants must respond at set intervals,
especially if there are multiple questions. Previous studies showed
that simple personalization in the ESM method (e.g., selecting a
time slot for reporting [55]) or the use of event-contingent notifica-
tions (e.g., following a smartphone unlock event [78]) could lead to
higher response rates and recall accuracy. An extended version of
DDS could trigger surveys based on participants’ real-time data (as
obtained from DPs’ APIs), such as only after certain exercise events.
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A data-driven approach could reduce the questions per ESM survey
by measuring activity rather than requiring self-reporting.

In order to tackle the ethical and privacy issues raised by data-
driven surveys,25 we intend to explore the design of privacy-
preserving solutions. Such solutions could include integrated com-
putational data obfuscation techniques to protect respondents’ pri-
vacy (rounding numeric variables, redacting sensitive text, blurring
parts of photos, etc.) with respect to the researchers and limit the
risks of re-identification that would use the values of the exported
variables as pseudo-identifiers.

Finally, we plan to evaluate DDS from the researchers’ perspec-
tive. Drawing on suggestions from Ledo et al. [52] on evaluating
toolkits in HCI, we plan to conduct a usability study [51], in which
we ask researchers to develop mock surveys, to measure DDS’s
usability using established usability metrics such as the System
Usability Scale (SUS) [12], as well as efficiency, learnability, accu-
racy, and satisfaction. Findings from such a study could suggest
ways to improve DDS. We also anticipate reporting on case studies,
both of our own usage and from other researchers. Furthermore,
we intend to study respondents’ acceptability and privacy concerns
regarding data-driven surveys. Due to aforementioned privacy is-
sues and general limitations of data-driven surveys, understanding
how respondents perceive them would offer valuable insights.

6 CONCLUSION
We conducted formative research by using literature and researcher
surveys, and we developed DDS, an open-source platform for a
streamlined and simple way to create data-driven surveys. It cur-
rently integrates with Qualtrics and SurveyMonkey, and supports
importing data from Fitbit, Instagram, and GitHub. DDS enables
both technically-savvy and non-savvy users to create data-driven
surveys without requiring any programming. We believe that the
thoughtful use of data-driven surveys can improve the quality of
user survey results and experiences, and that this can enable the
creation of exciting new opportunities for user-centered research.
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A SURVEY TRANSCRIPT

Table 4: Survey guide.

Survey sections Question numbers

Sec. 1 Consent Q1
Sec. 2 Research Field Q2, Q3
Sec. 3 Screening Q4, Q5, Q6
Sec. 4 Main - Survey Flow and Skip Logic Q7, Q8, Q9, Q10, Q11, Q12, Q13
Sec. 5 Main - Questions and Answers Q14, Q15, Q16, Q17, Q18, Q19, Q20
Sec. 6 Main - Custom Variables Q21, Q22, Q23, Q24, Q25, Q26, Q27
Sec. 7 Main - Open Q28
Sec. 8 Background Q29, Q30
Sec. 9 Follow-up Q31

You can click on section numbers or question numbers to jump to the associated
section or question.

Note: Coding rules are colored in gray (not visible to respondents)

Sec. 1. Consent
Q1. STUDY

You are invited to participate in a study exploring the potential for developing
new survey design tools. We greatly appreciate your participation. This study
is conducted and financed by the Information Security and Privacy Lab headed
by Prof. Kévin Huguenin of HEC Lausanne, University of Lausanne (UNIL).
STUDY PROCEDURE
If you agree to participate, we ask you to answer this online survey with
about 20 questions. You will need about 7 minutes to complete the survey.
If you decide to participate in the study, we ask you to commit seriously to it.
PARTICIPATION CRITERIA
To be eligible for this study you must confirm that you exactly match the
following conditions of participation in this study: being a researcher with
experience in using online user surveys for your research and having the
experience with using at least one of the popular online survey platforms
(e.g., Qualtrics, SurveyMonkey, Lime Survey, Google Forms, etc.).
CONFIDENTIALITY AND DATA PROCESSING
During this study, no personally identifiable information will be collected. We
will only collect your age range and gender, not your names, dates of birth, and
contact information. Only for participants interested in attending in a follow-
up interview we will collect their e-mail address for further communication
(optional).
All data will be stored on a secured server and only researchers participating
in this study will have access to it. The results of this research study might be
published in scientific journals or conferences. Any published information
will be aggregated and/or anonymized.
YOUR RIGHTS
Your participation is completely voluntary and you are completely free to
stop the survey at any time, without notice.
You may choose to terminate your participation in this study at any time and
for any reason. In this case your data will be deleted.
REMUNERATION
At the end of the study, you will receive no compensation for your participa-
tion in this study.
CONSENT
If you wish to participate in this research study, please select the “Agree”
option to continue. It will indicate that you are eligible for this study, that
you will answer all questions truthfully, and that you consent that we use the
collected data under the conditions stated above. If you select “Disagree” you
will not participate in this research survey.
[End survey if ‘Disagree’ is selected.]
⃝ Agree
⃝ Disagree

Sec. 2. Research Field
Q2. What is your main research field as, according to ACM’s classification?

(a) General category [ ] (dropdown list)
(b) Specific field [ ] (dropdown list [dependent on ’General category’ choice])

Q3. What is your research field? Provide a brief description.
[Only show if ‘Does not apply’ was selected in Q2.]
[ ] (text)

Sec. 3. Screening
Q4. How many online user surveys have you conducted in your research during

the last 5 years? For example, for doing full survey research or for screening
participants while recruiting people for studies.
[End survey if ‘0’ is selected.]
⃝ 0
⃝ 1
⃝ 2
⃝ 3
⃝ 4 or more

Q5. What proportion of your research projects use online user surveys?
For example, for doing full survey research or for screening participants while
recruiting people for studies.
[End survey if ‘None at all’ is selected.]
⃝ None at all
⃝ Very little
⃝ A little
⃝ About half
⃝ A lot
⃝ A great deal
⃝ All

Q6. Which of the following online survey platforms have you previously used in
your research?
[Show question only if ‘0’ was not selected in Q4 and ‘None at all‘ was not
selected in Q5.]
[End survey if ‘None of the above’ is selected.]
[Choice order is random, except for ‘Other (please specify)’ and ‘None of the
above’ always appear at the bottom.]
□ Qualtrics
□ LimeSurvey
□ Google Forms
□ SurveyMonkey
□ Typeform
□ 123FormBuilder
□ Formstack
□ Alchemer
□ VerticalResponse
□ Other (please specify): [ ] (text)
□ None of the above

Sec. 4. Main - Survey Flow and Skip Logic
Q7. Imagine that you could use survey respondents’ data, imported from other dig-

ital platforms like social networks and activity tracking services, to configure
survey flows, skip logic, and display logic. For example:
“Skip to question Q5 if the respondent has made fewer than 200 posts on
Facebook.”
“Display option O8 if the respondent ever recorded a ‘yoga’ activity on Fitbit
within the last year.”

Q8. Have you previously used/implemented similar functionality in your surveys?
⃝ Yes, I have done this before
⃝ No, I have not done this before

Q9. How useful do you find this feature?
⃝ Extremely useless
⃝ Moderately useless
⃝ Slightly useless
⃝ Neither useful nor useless
⃝ Slightly useful
⃝ Moderately useful
⃝ Extremely useful

Q10. If such functionality was easy to use/implement, how likely would you be to
use it?
⃝ Extremely unlikely
⃝ Moderately unlikely
⃝ Slightly unlikely
⃝ Neither likely nor unlikely
⃝ Slightly likely
⃝ Moderately likely
⃝ Extremely likely

Q11. Could you elaborate on a scenario where you would use this feature?
[ ] (text)

Q12. How difficult was it to use/implement such functionality (i.e., configuring
survey flows, skip logic, and display logic) in your surveys?
[Only show if ‘Yes, I have done this before’ is selected in Q8.]
⃝ Extremely easy
⃝ Moderately easy
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⃝ Slightly easy
⃝ Neither easy nor difficult
⃝ Slightly difficult
⃝ Moderately difficult
⃝ Extremely difficult

Q13. Why have you not used/implemented such functionality (i.e., configuring
survey flows, skip logic, and display logic)?
[Only show if ‘No, I have not done this before’ is selected in Q8.]
[Choice order is random, except for ‘Other, (please specify)’ and ‘Prefer not
to answer’ always appear at the bottom.]
□ I found it too (technically) demanding to implement it
□ I did not think of this
□ Other, please specify [ ] (text)
□ Prefer not to answer

Sec. 5. Main - Questions and Answers
Q14. Imagine that you could create templated questions, where placeholder vari-

ables would be replaced by respondents’ data, imported from other digital
platforms like social networks and activity tracking services.
For example:
“You have done X live streams on Facebook. Why do you use Facebook for
this instead of other platforms?”
“Your most active month (in terms of step count) is X. Please explain why.”

Q15. Have you previously used/implemented similar functionality in your surveys?
⃝ Yes, I have done this before
⃝ No, I have not done this before

Q16. How useful do you find it to be able to use survey respondents’ data (imported
from other digital platforms like social networks and activity tracking services)
to create templated questions and answers?
⃝ Extremely useless
⃝ Moderately useless
⃝ Slightly useless
⃝ Neither useful nor useless
⃝ Slightly useful
⃝ Moderately useful
⃝ Extremely useful

Q17. If such functionality was easy to use/implement, how likely do you think you
would be to use survey respondents’ data (imported from other digital plat-
forms like social networks and activity tracking services) to create templated
questions and answers, if such functionality was available?
⃝ Extremely unlikely
⃝ Moderately unlikely
⃝ Slightly unlikely
⃝ Neither likely nor unlikely
⃝ Slightly likely
⃝ Moderately likely
⃝ Extremely likely

Q18. Could you elaborate on a scenario where such a feature would be useful to
you?
[ ] (text)

Q19. How difficult was it to use/implement such functionality (i.e., creating tem-
plated questions) in your surveys?
[Only show if ‘Yes, I have done this before’ is selected in Q15.]
⃝ Extremely easy
⃝ Moderately easy
⃝ Slightly easy
⃝ Neither easy nor difficult
⃝ Slightly difficult
⃝ Moderately difficult
⃝ Extremely difficult

Q20. Why have you not used/implemented such functionality (i.e., creating tem-
plated questions)?
[Only show if ‘No, I have not done this before’ is selected in Q15.]
[Choice order is random, except for ‘Other, (please specify)’ and ‘Prefer not
to answer’ always appear at the bottom.]
□ I found it too (technically) demanding to implement it
□ I did not think of this
□ Other, please specify [ ] (text)
□ Prefer not to answer

Sec. 6. Main - Custom Variables
Q21. Imagine variations of the previous features where you could ask about specific

events or activities in a respondent’s history with a platform or service. For
example, define ‘var’ as:
“the most recent Facebook post that has at least 200 likes.”
“the most recent running activity that took place during 2022.”

Then you can use them to personalize the survey. For example:
“On the var.date you made the following post on Facebook: var.content.
Why. . . ”
“On var.date you did the following run: var.map. Why. . . ”

Q22. Have you previously used/implemented similar functionality in your surveys?
⃝ Yes, I have done this before
⃝ No, I have not done this before

Q23. How useful would do find it to be able to select specific events/posts/activities
from survey respondents’ data (imported from other digital platforms like
social networks and activity tracking services) to create templated questions
and answers?
⃝ Extremely useless
⃝ Moderately useless
⃝ Slightly useless
⃝ Neither useful nor useless
⃝ Slightly useful
⃝ Moderately useful
⃝ Extremely useful

Q24. If such functionality was easy to use/implement, how likely do you think you
would be to select specific events/posts/activities from survey respondents’
data (imported from other digital platforms like social networks and activity
tracking services) to then create templated questions and answers, if such
functionality was available?
⃝ Extremely unlikely
⃝ Moderately unlikely
⃝ Slightly unlikely
⃝ Neither likely nor unlikely
⃝ Slightly likely
⃝ Moderately likely
⃝ Extremely likely

Q25. Could you elaborate on a scenario where such a feature would be useful to
you?
[ ] (text)

Q26. How difficult was it to use/implement such functionality (i.e., asking about
specific events or activities in a respondent’s history) in your surveys?
[Only show if ‘Yes, I have done this before’ is selected in Q22.]
⃝ Extremely easy
⃝ Moderately easy
⃝ Slightly easy
⃝ Neither easy nor difficult
⃝ Slightly difficult
⃝ Moderately difficult
⃝ Extremely difficult

Q27. Why have you not used/implemented such functionality (i.e., asking about
specific events or activities in a respondent’s history)?
[Only show if ‘No, I have not done this before’ is selected in Q22.]
[Choice order is random, except for ‘Other, (please specify)’ and ‘Prefer not
to answer’ always appear at the bottom.]
□ I found it too (technically) demanding to implement it
□ I did not think of this
□ Other, please specify [ ] (text)
□ Prefer not to answer

Sec. 7. Main - Open
Q28. Based on the three aforementioned features, could you briefly describe any (1)

pain points that you have and think could be addressed or (2) benefits could
be gained from using survey respondents’ data (imported from other digital
platforms like social networks and activity tracking services)?
[ ] (text)

Sec. 8. Background
[Question order is random in this section.]

Q29. How old are you?
⃝ Under 18
⃝ 18 - 24
⃝ 25 - 34
⃝ 35 - 44
⃝ 45 - 54
⃝ 55 - 64
⃝ 65+
⃝ Prefer not to disclose

Q30. What is your gender?
□ Woman
□ Man
□ Non-binary
□ Prefer to self-describe [ ] (text)
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□ Prefer not to disclose
Sec. 9. Follow-up
Q31. We may conduct a short follow-up survey or interview. If you would be

interested in participating, please enter your e-mail below:
[Only show if ‘Qualtrics’ was selected in Q6.]
[ ] (text)
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B DETAILED ARCHITECTURE

Figure 11: Detailed architecture of DDS.
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