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Looking for Validity or Testing 1t?
The Perils of Stepwise Regression, Extreme-Scores Analysis, Heter oscedasticity, and

M easurement Error

When researchers introduce a new test they hadenonstrate that it is valid, using unbiased design
and suitable statistical procedures. In this atieé use Monte Carlo analyses to highlight how
incorrect statistical procedures (i.e., stepwiggassion, extreme scores analyses) or ignoring
regression assumptions (e.g., heteroscedastictyjibute to wrong validity estimates. Beyond these
demonstrations, and as an example, we re-exantieegsults reported by Warwick, Nettelbeck, and
Ward (2010) concerning the validity of the AbilBmotional Intelligence Measure (AEIM). Warwick
et al. used the wrong statistical procedures telcoie that the AEIM was incrementally valid beyond
intelligence and personality traits in predictirayious outcomes. In our re-analysis, we found titat
reliability-corrected multiple correlation of theimeasures with personality and intelligence wagup
.69. Using robust statistical procedures and apatgcontrols, we also found that the AEIM did not
predict incremental variance in GPA, stress, lomess, or well-being, demonstrating the importance

for testing validity instead of looking for it.

Keywords: emotional intelligence; general intelhge; personality; validity; errors-in-variables;

heteroscedasticity; truncation; Monte Carlo.



I ntroduction

Tavris and Aronson (2007, p. 108) noted that “@iergific method consists of the use of
procedures designed to show not that our predet@oa hypothesis are right, but that they might be
wrong.” This statement is germane to validity tegtf new measures and it is important for sci¢nce
guard against the proliferation of tests that mighttexplain something new. Scientists should ase f
procedures that allow not only for establishing &lsb for falsifying the validity of their measuré&et
at times, scientists employ weak statistical proces that may maximize the likelihood of finding
validity.

The litmus test for determining the utility of ameneasure is incremental validity. Meehl
(1959, p. 125) referred to this test as the “mossgingmmediateclinical research problem.” A new
test must show soméntremenin predictive efficiency” beyond established measuiSechrest, 1963,
p. 154), and this increment will only emerge if thew test taps unique variance not predicted by
current measures. Establishing incremental validity theory-driven exercise wherein the researcher
reviews past research on a criterion to identifgldsshed predictors that will be used as control
variables (Sechrest, 1963). In terms of includiagtools, which are usually entered first in the
regression, it is advisable to be conservativetandclude more rather than fewer variables to @voi
“omitted variable bias” (Cameron & Trivedi, 2005).

Omitting variables from a regression model biakescbefficients of the remaining variables to
the extent that the omitted variables correlaté wther variables in the model (Cameron & Trivedi,
2005). Thus, important theoretical control varigldbould never be dropped from regression models:
Even if not significant individually; they might beintly significant and these multivariate effeet®
necessary for adequate regression adjustriretite second step, the new measure (or measares) i
added and the test of the significance of its coieffit (or coefficients) or a nestédtest will show

whether the-square changes significantly.



Theory-driven hierarchical approaches are alwagfepable to data-driven methods like
stepwise regression, wherein an algorithm “seldtts’variables that will be entered (Copas, 1983;
Leigh, 1988; Thompson, 1995). Beyond the regresspproach used, it is imperative that the
assumptions of the regression estimator are metsé assumptions include homoscedastic regression
residuals, perfectly-measured independent variablesa non-truncated sample (Cameron & Trivedi,
2005; Draper & Smith, 1998). If any of these asstiomg are violated, estimate consistency (i.e.,
accuracy) may be affected as would inference Gtandard errors of estimates).

The purpose of our research is to demonstrateghps effects of using incorrect procedures
in validity testing. Employing Monte Carlo simulais, we provide simple and visual evidence to show
the consequences of using wrong methods. We remethtiie data of Warwick et al., (2010)—which
we requested and obtained for verification and abBsis— who suggested that their new measure of
emotional intelligence demonstrated incrementabiitgl Their findings, though, resulted from using
biased estimation procedures and violating assomgf regression analysis. Using fair and
statistically robust procedures, our results sugipes their measures should not be used because of
their poor concurrent, divergent, and incremenddithty.

On Aiming the Wrong Way: The AEIM Validation Study

Warwick et al. (2010) concluded that their AbilEynotional Intelligence Measure (AEIM)
incrementally predicted GPA and other outcomes béygeneral cognitive ability and personality.
They proposed two kinds of emotional intelligenE® Ecoresconsensuscores, which benchmark
individual responses against the most frequenttjeesed responses, aoonfidencescores, which are
self-report measures of confidence in one’s resggriBheir findings might be potentially importamt i
light of the debate both regarding the construdladnd the validity of El tests (Antonakis,
Ashkanasy, & Dasborough, 2009; Antonakis & Dief2]1@; Davies, Stankov, & Roberts, 1998; Locke,

2005; Zeidner, Roberts, & Matthews, 2008). Advosated adversaries of El hotly contest the
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incremental validity of El for performance outconamve and beyond cognitive intelligence and
personality traits. The methods used by Warwickl e2010), however, are flawed in four respects:

1. Warwick et al. (2010) said they used “hierarahregressions” yet they noted immediately
afterwards for their first tests that their “Stepwindependent variables [were] cognitive ability,
significant personality variables, and consensuscamfidence scores” (p. 69). It is unclear which
estimator or exploratory algorithm they used orahhtontrol variables they included.

2. Warwick et al. (2010) formed four subgroups #&sr&tion of low and high consensus and
confidence AEIM scores. Within these groups, thegtkhe top and bottom 35% of the sample on
these two variables (thus retaining 50.37% of tal tobservations or 137 of 272 patrticipants). For
each subgroup (between 22 and 41 participants)Wiblkaet al. repeated their regression analyses,
arguing “that there is currently considerable #oiain education about emotion knowledge [and]
therefore likely . . . notable differences in tesbres,” which “might be masked by consideratibn o
average scores alone” (p. 67).

3. For tests of the models that predicted outcoan@ble we found that the residuals were
heteroscedastic (Breusch & Pagan, 1979); howevaryWk et al. (2010), neither reported nor
attended to the heteroscedasticity problem.

4. Warwick et al. (2010) did not correct for impeatly measured regressors (i.e., variables that
are not perfectly reliable), which included all @m&ndent variables (El, personality, and cognitive
ability).

Although the general problems with these procedutbat is, stepwise regression (or failing to
include all control variables), extreme scores i8] heteroscedasticity, and measurement error—
have been pointed out in the methodological liteea{Bollen, 1989; Cameron & Trivedi, 2005;
Copas, 1983; Maxwell & Delaney, 1993; White, 19806¢se problems do not seem well understood in

applied psychology research. We clarify the natidrinese problems in detail below.



Sidestepping Validity with Stepwise Regression

Stepwise regression is a procedure that is notistems$ with a theory-driven approach to testing
incremental validity. Its exploratory algorithm catizes on chance to select predictor variables an
ignores the significance of sets of control varabllt produces wronig-tests, biase®&-squares, and
wrongp-values because the assumptions of these staasticgolated by how stepwise procedure
conducts the “tests” (Copas, 1983; Leigh, 1988;nijpson, 1995). In Warwick et al.’s (2010) data (see
Table 1), all controls correlated to an extent vidtrand outcomes; thus they should have been egtain
in all regression models (particularly for theirspble multivariate significance).

Using their full sample, Warwick et al. (2010) rejeal that: “Consensus outcomes significantly
negatively predicted lonelinesg £ -.13,t = -2.15, p < .05) after controlling for cognitiaility and
personality F(5,266) = 26.30, p < .001) accounting for 2% addil variance” (p. 69). We could not
reproduce their findings, using the same set alipters that they apparently used (i.e., the AEIM
consensus and confidence scores, cognitive alalitg,the two personality factors that correlated
significantly with loneliness gi < .05, that is extraversion and neuroticism) andmrmal variance
estimator that was not robust to violations of reteedasticity (as they apparently did). Our rasult
showed that the AEIM consensus measure did noifisgntly predict loneliness despite the
sufficiently large sample size of 272 to detechdigant effectsy = -.10,t = -1.75,p > .05 (regression
F(5, 266) = 35.99 < .001).

[Insert Table 1 here]

That Warwick et al. reported a significgh(atp < .05) for consensus scores is puzzling.
Therefore, we also tried various combinations efaldes and specifications with stepwise regression
to reproduce what they did but we could not obgg#rof -.13 for the consensus score. If Warwick et
al. used a stepwise algorithm, they used probwluilit-offs for entering and removing variables from

the model that we as independent researchers notijobssibly guess and reproduce. Alternately,
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Warwick et al. might have incorrectly reported threisult or maybe did not use stepwise regression,
possibility we consider.

Because stepwise regression is still used by mesgarchers, we demonstrate explicitly how
stepwise regression can produce specious findnogs $imple random variables. We conducted a
Monte Carlo simulation (20 replications), varyiragrgle sizes from = 20 ton = 45 (the approximate
sample sizes in Warwick et al.’s (2010) analyse®xgireme scores”). We also varied the number of
predictors included in the model from two to ningne being the number of predictors in Warwick et
al.’s study. Note that the predictors and the ddpetvariabley) were random variables drawn from a
normal distribution with a mean of zero and stadd#viation of 1. We also included a random
heteroscedastic error term in predictingonditional on one of the covariates. We therdisepwise
regression with a normal variance estimator to iptgg such that our stepwise simulations were done
with backward selection at a significance levelfemoval of .20. As Figure 1 shows, the stepwise
regression model miraculously “found” combinatiafisignificant variables and predictegquares
varying between .14 and .37 (just from pure noige) as Figure 2 shows, tletests of the models
approached significance even with only five varatih the model! If Warwick et al. (2010) used
stepwise regression, our simulations suggest tiedt tesults are dubious.

[Insert Figures 1 and 2 here]
Divide and Conquer: Extreme Scor es (Subgroup) Analyses

In testing for incremental validity, the benefifsusing the entire sample are obvious. It is a
precondition for interpreting population estimatasd it facilitates comparisons of validity coeikiots
across different samples. Warwick et al. (2010at=eé artificial subgroups and analyzed extreme
because apparently average scores attenuate melafoch procedures, though, are severely flawed
and the deletion of parts of a sample can sevéial/estimates. It might be defensible to remoegarcl

outliers (e.g., &Dsfrom the mean); however, to delete 50% of the sanmmpthe middle of the



distribution as Warwick et al. did has no justifioa other than artificially benefitting from using
extreme scores. Deleting these middle values geBulin obvious misrepresentation of the data (see
note in Figure 3). Furthermore, chopping up samipiesselected groups across two independent
variables leads to false findings (Maxwell & Delgn&993). Nobel prizes have been earned in
econometrics for methods to correct for truncatedes, among other contributions (e.g., Heckman,
1979; Tobin, 1958). In short, researchers mustdawpcorrect sample bias instead of creating it.

We conducted another Monte Carlo analysis to sthaivrelations between variables are
actually attenuated ianytruncated group of the sample (i.e., both in tkteeenes and the middle).
Suppose that in a population of individuails=(272 as in Warwick et al.’s study), the true nidtet
generated the relation between x and y is:

X=5+r (eq. 1)

y =2+ 1% + 2*e (eq. 2)
wherer is an independent random variable from a nornstibution with a mean of 1 and a standard
deviation of 0 and whereis an independent random error term with a mednaofd a standard
deviation of 0. As Figure 3 shows, when splittihg sample into three groups(on high, middle,
and low values o%, using the top and bottom 35%, as Warwick etid), dhe relation betweexandy
is attenuated iall groups, not just in the average scores.on

[Insert Figure 3 here]

Estimating models in subgroups can not only attentedations. It can produce truly inaccurate
findings as the next Monte Carlo simulation showesticularly in conjunction with multiple correlate
covariates in the model. We simulated data wiaetepends on nine independent variables (the number
of independent variables in Warwick et al.’s stygyg)me of which are correlated with each other. The
model that generated the data was the followg 272):

x1=r1 (eq. 3)



9

X2 =r2 + .21 (eq. 4)
X3 =r3 + .3%1 + .3%2 (eq. 5)
x4 =14 + .2*%1 (eq. 6)
x5 =r5 (eq. 7)
X6 =16 + .2%5 (eq. 8)
X7 =17 + .5%5 (eq.9)
X8 =r8 + .1*7 (eq. 10)
X9 =19 + .1*7 (eq. 11)
y=5+1%1+ 12 + 1’3 + 1"x4 + 1*X5 + 1*X6 + 1*X7 + 1*x8 + 1*X9 + 2*e (eq. 12)

wherer1-+9 are independent random variables (with mean (B&8nt) ande is an independent random
term conditioned orl (to makee heteroscedastic). Thus, the true model paramgstisnated mean
coefficients) for the nin&'s should be 1. A Monte Carlo simulation using s@na regression that
included all covariates and with a robust variagstmator recovered the true estimates almost
precisely. Stepwise regression in subgroupings @tida normal variance estimator), in contrasts wa
not able to do so (see Figure 4). It consisterdlgcted the wrong number of regressors, had incorre
r-squares, and biased estimates. In one of the aubiggs (i.e., in the High-Low condition), the mean
beta coefficient okl was 339% higher than the true value. It is impdrtamote how inflated the
coefficients werdor the two variables on which the cut-offs weraditioned!

[Insert Figure 4 here]

These Monte Carlo simulations suggest that Wanetcd.’s (2010) truncation of their data and
the subsequent use of stepwise regression in supgidely produced erroneously high coefficients
for these two EI scorekven with regular regressiaanalysis(supposing that Warwick et al. did not
use stepwise regression), a Monte Carlo simulatmwed thakl, for example, had a coefficient of

1.79 in the “high-high” group (i.e., 79% higher thiashould be). We trust that it is now eviderdtth
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regression analyses within extreme-score groupsg u®rmal or stepwise regression, leaves much to
be desired as an approach to psychometric valiestyng.

Being Heteroclitic with Heter oscedasticity
Residuals of regression models must not be hetedastic. Although coefficients are estimated
consistently, heteroscedastic residuals resuttaorrect estimates of the variance, leading to
uninterpretable statistics for the parameter and thus wrbrtgsts for the regression model (White,
1980). Using robust variance estimators or boqipirey of standard errors is necessary to ensure
inference consistency (Ando & Hodoshima, 2007).e@ithat the problems of heteroscedasticity are

largely ignored, we used Monte Carlo analysis anoee using the following generated data:

x1=5%1 (eg. 13)
x2= .2%1 + 5%2 (eq. 14)
y =1+ .45%1 + .70%2 +e (eq. 15)

whererl andr2 are independent random variables amla random term conditioned &b (to makee
heteroscedastic). We ran two Monte Carl&’'s 0;n = 272): One using regression and a robust
variance estimator and one with regression andmalosariance estimator. The meastatistics for
x1 andx2 for the robust estimator were 1.19 and 2.06 tsmy; however, for the normal variance
estimator they were 2.07 and 1.79 respectivelgihgnto incorrect (and opposite) inference!
Erring when Measuring

In addition to the abovementioned limitations, Wiaknet al. (2010) ignored measurement
error (i.e., their variables were latent). Thislatmn of yet another assumption of model estinmatio
leads to inconsistent estimates (Bollen, 1989) s&lhestimates will not converge to the true popuortati
values even with an increasing sample size anth#asurement-error bias will transmitted to other
variables that correlate with the problematicallgasured variables (Cameron & Trivedi, 2005).

Methods such as errors-in-variables regressior exiorrect for this bias using least-squares or
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maximum-likelihood estimation (Draper & Smith, 199Because the problem of unreliable
measurement is well known in psychological resefiRge & Carretta, 2006; Schmidt & Hunter,
1999), and because of space limitations, we dpramtide Monte Carlo results to show this bias.

Having discussed why the results of Warwick e{2010) might not theoretically be correct,
we reexamined the validity of the AEIM using thereat statistical techniques as described below.
On Being On the Spot
In our reanalysis of the Warwick et al. data, wedusrrors-in-variables regression (Draper &
Smith, 1998), accounting for measurement error wiéhreliabilities of the scales as is done with
maximum likelihood estimation (see Bollen, 1989 cBuse of the heteroscedasticity problem we
bootstrapped standard errors using 1,000 replitaiidndo & Hodoshima, 2007). Given that Warwick
et al. included an overall cognitive ability scove used this measure and separately its two sub-
components, fluid and verbal intelligence.
[Insert Table 2 here]

In the initial analysis, we regressed the AEIMrsesoon intelligence and personality,
predicting a large amount of variance in the AEIdhsensus scores (see Table 2). For example, the
cognitive ability score had a partial (standard)zamkfficient of .69 in predicting the consensus
measure! This result suggests that consensus sayrée largely redundant (due to low discriminant
validity) as a predictor of performance or othetcomes. Note, the zero-order correlation of cogaeiti
ability with the consensus score was .54 and thgapatandardized coefficient without modeling
measurement error was .51; compared to the dissatisd estimate (.69) this result highlights how
measurement error can distort coefficients. TheMEbnfidence scores correlated less strongly with
personality and intelligence but what these scoreasure is rather unclear.

For assessing the incremental validity of the AEddres, we first added intelligence and the

personality traits to predict the outcomes; thesdrols were jointly significant, which stresses th
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importance of keeping theoretically relevant vaeabn the model. We then entered the AEIM scores,
finding that none of their coefficients or the joiftests for the-square change of the AEIM scores
were significant. This result is not surprisingeivthat the AEIM’s concurrent (i.e., correlatiortiwi
the outcomes) and discriminant (i.e., overlap witklligence and empathy) validities were weak.aAs
robustness check, we also included an interacetnwden the AEIM consensus and confidence scores,
while accounting for measurement error (see Busem&ylones, 1983) and boostrapping standard
errors. This interaction might be considered a w@blogically sound alternative to looking at high
and low combinations of the two AEIM measures. €befficient of the interaction was insignificant
and substantive results were unchanged.

Our results are reminiscent of those by Schulte, Red Carretta (2004), who showed that the
MSCEIT ability El test had a reliability-correctealltiple correlation of .81 with the big five,
intelligence, and gender. We found a slightly loweitiple correlation (without gender because these
data were not available to us). These results #met®(Amelang & Steinmayr, 2006) cast doubt on the
validity of El ability tests. Specifically, our nelss show that the AEIM should not be used in agupli
settings for assessment or to predict performance.

Conclusion

Our analyses show that the use of stepwise regredsie forming of subgroups with extreme
scores analyses, and ignoring heteroscedastiaityresasurement error can result in flawed validity
tests. These statistical procedures compromisedieatific method at the expense of maximizing the

likelihood of reporting validity when there is none
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Figure 1. Stepwise Regression Simulations for R-Squares
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Figure 2: Stepwise Regression Simulationsfor p-values of F-tests
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Figure 3: Attenuation of Relations with Subgroup
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Figure 4: Effect of Subgrouping and Stepwise Regression
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M Full 1.17 0.99 0.95 0.97 0.98 0.97 1.07 0.95 1.07 1.01
I Low High 1.33 1.87 1.41 1.50 1.45 1.25 1.41 1.41 1.41 1.45
M High High 3.03 3.67 1.30 1.41 1.78 1.87 1.71 1.85 1.76 2.04
N Low Low 1.72 1.77 1.20 1.04 1.22 1.23 1.35 1.17 1.10 1.31
M High Low 4.39 2.63 1.51 2.05 1.56 1.73 2.40 1.70 1.65 2.18
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Note: This Monte Carlo experiment (20 replicatiooginpares parameter estimates using the full saamglall variables (with regression analysis) Wit of sub-
grouping analysis (i.e., combinations of the tod battom 35%) using stepwise regression. We sptitfiour groups using cut-offs ol andx2 (to retain the low and
high combinations afl andx2). Low-High, High-High, Low-Low, and High-Low reféo the group splitting combinations. With stepsyithe mean beta coefficients
for the four groups were severely overestimatetiben 31%-118%); however, the mean of the full daraping regression analysis was, at 1.01 (atdhect

value). The number of regressors retained in ther@spective groups was 5, 4, 7, and 3, and Hugiares were .71, .39, .67, and .47; however, thvtiull sample
(including all nine regressors, which were alwagsisicant), ther-square was .50. Note, using normal regressioraimontrols within subgroups still produced

inaccurate findings. n = 272.



Table 1: Correlation Matrix and Descriptive Statistics (Warwick et al. data)

21

Mear S.D. 1 2 3 4 5 6 7 8 9 1C 11 12 13 14
1 El consensus .52 .07 .70
2 El confidenc 82.8¢ 9.7¢ .3€ .96
31Q 28.2¢ 3.7¢ .54 .33 .82
4 1Q Fluic 28.1¢ 5.0 .52 .32 .82 .9C
51Q Verba 28.3¢ 4.4z7 .38 16 7€ .24 T3
6 Extraversio 27.1¢ 5.91 .07 .0€ -07 -.0¢ -.1C .8C
7 Neuroticisn 21.6: 6.4( -.18 -1&8  -17 -1t -11 -4C 77
8 Opennes 29.9¢ 4.3z .0¢ JAE 14 .0¢ .14 ¢ .03 .6C
9 Conscien 29.71 4.97 .07 JAE A2 A2 .0€ .03 .01 .14 .82
10 Agreeabl¢ 28.5¢ 4.0z .14 .0€ .04 .0C .0€ -.07 14 .2C .37 .6C
11 Empath 12.3¢ 1.84 28 .14 AS 1€ .01 .02 1€ .32 .2C .3€ .84
12 GP# 67.9: 9.7¢ .13 .07 25 11 3C -.22 .0t .1C .1C -.02 .A1C -
13 Stres 28.3¢ 7.1¢ -.16 -07 -1z -1C -.08 -.18& .54 -.0& .08 -.0€ .0¢ -.0& -
14 Lonely 41.2( 9.6t -.23 -17  -14 -1€ -02 -4 5t .04 -12 -.0€ -.08 -.02 .5C -
15 Wel-beinc 11.5Z 2.3i 11 .0¢ .0€ Az .0C .3C -.44 .0C .22 AC .0C AC -34  -.62

Note: For indicative purposes (and with the cateatt thet statistics are biased because of the heteros@tyagtoblem),p < .10 forr's >|.10|;p < .05 forr's > |.12|;

/cont.
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p < .01 forr's > |.16]; p < .001forr's >|.22|; N=272; alpha reliabilities on the diagorwmcause Warwick et al. did not report the religbfbr the IQ scale (based on
all fluid and verbal IQ items), we approximatedbitoe the mean of the fluid and verbal 1Q scoresknowing the reliabilities of the last four varias (GPA to Well-
being) is actually irrelevant when these varialales modeled as dependent variables given that gasumement error is pooled in the error term ofetfpeation and

does not affect the consistency of estimates ointhependent variables.



Table 2: Errors-in-variables Regression Models (AEIM data)
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Model (1a (1b) (2a (2b) (33 (3b) (4a (4b) (5a (5b) (63 (6b)
Well- Well-
Variables EIlICons. EIl Cons. El Conf. El Conf. GPA PAS Stress Stress Lonely Lonely
being being
El Cons .08 .0€ -.03 -.03 .08 .08 -.08 -.07
(.61) (.47) (-.24) (-.32) (.78) (77) (-.712) (-.63)
El Conf. -.0& -.07 .0¢ .0¢ -.08 -.08 -.03 -.03
(-.38) (-.58) (.65) (.63) (-.46) (-.47) (-.24) (-.20)
IQ Fluid ABFH* 25%* -.11 -.04 -.15* A1
(3.57 (2.44 (-.83) (-.34) (-1.78 (1.10
IQ Verb .32%k* A3 33rx* A2 -.05 -.0€
(2.90, (1.21 (2.60 (.90) (-.44) (-57)
1Q Full .B9F** .34 xx* 1€ .0t -.18 .05
(4.42 (2.89 (1.02 (.39) (-1.36 (.39)
Extraver A5 .18 .01 .03 -.38** - 42%* .23 .22 - 48*** - 49%x* A5 A7
(1.26 (1.34 (.07) (24) (-2.13 (242 (1.49 (1.58 (-3.28 (-3.48 (1.03 (1.10
Neurot -12 -.08 -.15 -.13 -.07 -.08 .8Ox** .8Ox** S3rr* 52%** -.55%** -.54x**
(-1.09 (-73) (-1.10' (-.95) (-.42) (-51) (6.35 (6.49 (3.94 (4.00 (-4.90' (-4.52)

/cont.
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Openn -.20 -.24 12 10 22 29 -.21 -18 43 A5 -14 -17
(-1.37  (-1.50 (.87) (68) (110 (1.46 (-1.14 (-1.14 (2.37 (2.55 (-.86) (-1.03
Consc -15 -.15 11 11 26 22 20 18 .02 .02 16 17
(-1.41  (-1.45 (1.01 (1.0 (163 (1.51 (1.45 (1.37 (.19) (.15) (1.17 (1.32
Agreeat 25 25 -.04 -.04 -48 -40 - 41* -.38* -.32 -31 27 25
(1.37 (1.37 (-.20) (-24) (152  (-1.44 (-1.86, (177 (-1.62  (-1.51 (1.38 (1.27
Empathy 25%* 26 .09 11 20 12 11 .09 -22% -3 .03 .06
(2.37 (2.81 (.82) (98) (113 (.82) (.92) (77)  (-1.93  (-2.13 (.20) (.51)
Constar .05 .01 43.40%*  39.54%* 5117 B18%*  57: 8.0z 68.83%*  71.20%x 171w 9.8+
(.53) (.08) (3.21 (2.85  (3.06 (3.85 (.54) (.81) (5.27 (5.78 (3.29 (2.83
R-squar 45 48 17 18 26 20 48 47 59 59 35 34
Mult. R 67 69 41 42 51 45 .69 .69 77 77 59 58

Note: *** p<0.01, ** p<0.05, * p<0.10; Each mode estimated twice: Once (a) with IQ as one geriacabr and once (b) as two factors (fluid & verlsgy;

parameter estimates are standardized; numbersénthases arestatistics from normal bootstrapped standard effordings regarding the AEIM were unchanged

when using percentile or bias-corrected bootstrays272.



