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Abstract: This paper derives an exact asymptotic expression for
Py, {Fi>0X(t) — pt €U}, as u — oo,

where X () = (X1(t),...,Xa(t))T,# > 0 is a correlated d-dimensional Brownian motion starting at the point
X, = —au with a € R?, p € R and U = H?:1[07oo). The derived asymptotics depends on the solution of
an underlying multidimensional quadratic optimization problem with constraints, which leads in some cases to
dimension-reduction of the considered problem. Complementary, we study asymptotic distribution of the condi-
tional first passage time to U, which depends on the dimension-reduction phenomena.
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1. INTRODUCTION

Consider X (t) — pt,t > 0, a correlated d-dimensional Brownian motion with drift, where X (t) = AB(t), A € R4*4
is a non-singular matrix, B(t) = (By(t),...,Bq(t))T,t > 0 is a standard d-dimensional Brownian motion with
independent coordinates and g = (pi1,...,puq) " € R%

The probability

(1) Pe{3i>0 X (1) — put € U}

that starting at the point & € R? the process X (t) — ut enters the set &/ C R? in a finite time, is of interest
both for theory-oriented studies and for applied-mathematics problems as, e.g., heat and mass diffusion, photon
absorption or chemotaxis. Due to the complexity of (1), still only some fragmentary results focusing on the special
case of mutually independent coordinates (i.e., for A being the identity matrix) or on particular structures of U are
available. We refer to, e.g., [1] for the asymptotic analysis, as r := ||z — oo, of (1) for A the identity matrix, some
compact U, and appropriately chosen drifts, see also [2, 3]. Somehow related problem for the exit time from a cone
for a (noncorrelated) multidimensional Brownian motion with drift was considered in [4] and references therein;
see also [5] for the case of U being a Weyl chamber.

This contribution is concerned with investigation of (1) for the model allowing correlation between the Brownian
components. More precisely, we investigate the asymptotics of probability that in infinite-time horizon, the process
X (t) — pt,t > 0, starting at point x, := (—aiu,...,—aqu)’ with a; € R,1 < i < d,u > 0, enters the cone
U= Hle[o, o0), that is

(2) P(u) = Pwu{atz()X(t) — pt € U}, U — 00.
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Our results allow for considering other sets in (2), as e.g., polyhedral cones {x € R% : Mz > 0}, where M isa dxd
non-singular matrix. Indeed, by a linear transformation of M, we can reduce the problem of hitting the polyhedral

cone to (2), namely

d
Pe, {0 X(t) —pt € {x e R : Mz > 0}} = Py, {EItzOMX(t) — Mut € H[O,oo)} ,

i=1
with ;, = Mx,.
Since we are interested in the case that lim, ., P(u) = 0 we shall assume that there exists some 1 < i < d such

that
(3) a; >0, p;>0.
Using that

d

P(u) =Py {3t>0 n{Xz(t) — it > aiu}}
i=1

this paper contributes also to extreme value problems of vector-valued stochastic processes.

Complementary, we investigate distributional properties of the passage time of X (t) — ut to U, for ||z, || — oo as

u — 00, given that the multivariate process has ever entered the upper quadrant. Specifically, for
(4) To =inf{t > 0: X (t) — put > au}

(X(0) = 0) we are interested in the approximate distribution of 7|7, < 0o as u — oo.

In the 1-dimensional setup it is well-known that for «, u positive

Pl =P {sup(B1(0) - ) > au} = e,

where from this point on we write P := Pg. Further, in view of [6] we have that

lim P{a‘1/2u3/2(7u —au/p)/Vu < s

U— 00

Tu <oo} =®(s), seR,

with @ the distribution function of an A(0,1) random variable. Normal or exponential approximations for 1-
dimensional Gaussian counterparts of the considered model in this contribution are discussed in [6-8].

In the case d > 2, both the approximation of P(u) and the approximate distribution of 7,|7, < co depend on the
solution of a related quadratic optimization problem. In particular, in the light of [9][Theorem 1], the logarithmic

asymptotics of (2) can be derived and takes the following form (hereafter ~ means asymptotic equivalence as

U — 00)
[P
(5) —lnP) ~ Ju,. g=ifg(t),
with
(6) gt) = Lot oTu e, m—AAT
tv2a+ut ’ )

Clearly, (5) is of no use for the approximation of the conditional passage time 7, |7, < 0o as u — co.

Our main result presented in Theorem 3.1 shows that

u

(7) P(u) ~ CrHu =" e 5",

Nf)
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where C; > 0, m € N are known constants and #H; is a multidimensional counterpart of the celebrated Pickands
constant that appears in the extreme value theory of Gaussian random fields; see e.g., [10—17]. In Theorem 3.3 we
derive approximation of the conditional passage time.

One of the findings of this paper is that the set of indexes {1,...,d} of the vector-process X can be partitioned
into three subsets I, J, K. The index set I determines m, g and Hy in the asymptotics (7), whereas both I and
K determine the constant C;. Moreover, the set J, whenever non-empty, contains indices that do not play any
role in our asymptotic consideration. Interestingly, the limit distribution of the conditional passage time derived
in Theorem 3.3 is Gaussian only if K = ().

Our investigation shows that for d > 2, the problem (2) is surprisingly hard even for the seemingly simple case
of independent components, that is with A being the identity matrix. Besides, solving this particular case does
not reveal the essential ingredients that determine the asymptotics of P(u) in the general case where A is not the
identity matrix.

The strategy of the proof of the main result, given in Theorem 3.1, although in its roots based on the double sum
technique developed in 1-dimensional setting for extremes of Gaussian processes and fields (see, e.g. [10-12]), needed
new ideas that in several key steps of the argumentation significantly differ from methods used in 1-dimensional
case. In particular, one of difficulties is the lack of Slepian-type inequalities that could be applied in our vector-
valued setting. Notice also that the standard techniques utilized for proving the negligibility of the double-sum,
as e.g., in [12], do not work in the general d-dimensional vector-valued case. Other difficulty lies in analysis of the
multidimensional Pickands constants H;. Establishing its finiteness and positivity requires significant efforts. The
developed in this paper approach opens some possibilities for its application to asymptotic analysis of some related
functionals of vector-valued Gaussian processes.

In this contribution we present a full general picture and a complete solution of the problem at hand by developing
new techniques building up on asymptotic theory, convex optimization and probability theory. Additionally, we
analyze in details some special cases including the case of independent components, the homogeneous case when
aj = o and p; = p for all j and the case with negatively associated components. Moreover, we discuss several
interesting special cases when d = 2.

We organise the paper as follows. The next section fixes the notation and presents some preliminary findings. The
main results with examples are presented in Section 3, with detailed proof relegated to Section 4. Detailed analysis

of the related optimization problem and some technical proofs are displayed in Appendix.

2. PRELIMINARIES

All vectors here are d-dimensional column vectors written in bold letters with d > 2. For instance o = (avy, ..., aq) "

)

with T the transpose sign. Operations with vectors are meant component-wise, so |z| = (|z1],...,|z4|)" and

Az =)A= (Ax1,..., xq)" for any A € R,x € R?. We denote
0=(0,...,00)T eRY 1=(1,...,1)" e R

For any non-empty subset 7 C R, denote the inner set of 7 by 7 and its closure set by 7. If I C {1,...,d},

then for a vector a € R? we denote by a; = (a;,i € I) a sub-block vector of a. Similarly, if further J C {1,...,d},

Rdxd

for a matrix M = (mi;)i jeq1,....ap € we denote by Mjj= M; ; = (mij;)icr,jes the sub-block matrix of M
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determined by I and J. Further, write M ;[1 = (M; 1)_1 for the inverse matrix of M7y whenever it exists. The next

lemma stated in [18] (see also [19]) is important for several definitions in the sequel.

Lemma 2.1. Let M € R4 d > 2 be a positive definite matriz. If b € R\ (—00,0]%, then the quadratic

programming problem
Py (b) : minimise &' M~ 2 under the linear constraint & > b

has a unique solution b and there ezists a unique non-empty index set I C {1,...,d} so that

(8) by = br#£0;, M;'b; >0y,

(9) and if I¢={1,...,d}\ I #0, then bre = —((M ™) gere) " (M) esby = Myey My by > bye.

Furthermore,
~T ~
(10) min ' Mz = b M~ 'b=b; M;;'b; >0,
(11) ' Mo = x] M;'b; =x] M;;'b;, xcR%

Ifb="0b1,b€ (0,00), then2 < #{i:i eI} <d.

Hereafter, the unique index set I that defines the solution of the quadratic programming problems in question will
be referred to as the essential index set.

For any fixed ¢, let I(t) C {1,...,d} be the essential index set of the quadratic programming problem Px(b(t))
where

bt)=a+tu, t>0
and set
I ={1,...,d}\ I(¢).
Next, we analyze the function g defined in (6). Let us briefly mention the following standard notation for two

given functions f(-) and h(-). We write f(z) = h(z)(1 + o(1)) or simply f(z) ~ h(z), if lim,_, f(x)/h(z) =1
(a € RU {oo}). Further, write f(z) = o(h(z)), if lim,_,, f(z)/h(z) = 0.

Lemma 2.2. We have g € C1(0,00). Furthermore, g is convexr and it achieves its unique minimum at

Tzfl
(12) to = w >0,
IGRND:
which is given by
(13) g(te) = mf1 inf 'Y 7lw= lez—lb,
0 >0 ¢ v>atput to 11

with
b= b(to) = +t0/1,
and I = I(ty) being the essential index set corresponding to Ps(b). Moreover,

g// (to:l:)
2

(14) glto £ 1) = glto) + 2(1+o(1)),  tlo.
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The proof of Lemma 2.2 is displayed in the Appendix.
Hereafter we shall use the notation b = b(tg), and I = I(to) for the essential index set of the quadratic programming
problem P (b). Furthermore, let b be the unique solution of Ps(b). If I¢ = {1,...,d}\ I # 0, we define the weakly

essential and the unessential index sets by
(15) K={jel®:bj=%;N by =b;}, andJ={jecl®:bj=5%;57br >b;},
respectively. Set for ¢ > 0
gr(t) = %a;Eﬂlal + 20 57y + g S gt
Clearly, by Lemma 2.1 we have g(tp) = gr(to). Furthermore, we have

g (to)

5 t?(1+0(1)), t—0,

(16) gi(to +1t) = gr(to) +
with

g (to) = 2t5*(a] S/ ay).

For notational simplicity we shall set below

(17) g=infg(t) = glto) = g1(to), 5= 95 (to).

3. MAIN RESULTS
Let for the non-empty index set K defined in (15) Y g AN (O, Dkk), i.e., Y i is a normally distributed random
vector with mean vector Ox and covariance matrix Dy given by
Dk =Ykrx — Sr1¥; Sk

We write m = #I := #{i : © € I}> 1 for the number of elements of the index set I. Further define the following

constant

m

i 1 LaTo lp,
(18) Hi= lim —H(T), H[(T):/ eI = PIP IS, o (X (t) — pt)r > xr} dey,

with respect to the essential index set I and set

1 P
Cr = —/67971/)(117) dz,
(27Tt0)m ‘E[I| R

where, for z € R
1, if K =0
P{YK > ﬁ(ﬂK—EKIEI_;HI)x}a if K # 0.

H’s are multidimensional counterparts of the celebrated Pickands constants, defined in the 1-dimensional setup

(19) P(z) =

as
1
lim —/ em]P’{EIte[o T](ﬁWH(t) — 21y > x} dx,
T—oo T R ’
where Wy is a fractional Brownian motion with Hurst parameter H € (0,1]; see also [20] for the analog of Hj

when 37 = I is the identity matrix. We refer to [10-13, 15] and references therein for properties and extensions
of the notion of classical Pickands constants.

The next theorem constitutes our principal result. Its proof is demonstrated in Section 4.
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Theorem 3.1. Let o, u satisfy (3) and let g, g be given by (17). We have as u — oo

(20) P(u) ~ CrHu =" e 5",
where

tm s
(21) 0< 0 HI=01 o g

16 T Tier (377 br)s
Remark 3.2. In the case that K =), direct calculations show that (20) holds with

21—m/2 (1-m)/2
o/ — )

Vg X

Using the same technique as in the proof of Theorem 3.1, we can derive the approximation of the conditional

passage time 7|7, < oo.

Theorem 3.3. Let 7, be defined in (4) and ¢ be defined in (19). Under the assumptions of Theorem 3.1 for any

s € R we have

—t
lim P{T“‘)“<S

= Vg

Remark 3.4. If K = (), then by (19) %
u/g

Ty < 00 1S asymptotically, as u — oo, approrimated by a standard

normal random variable.

In the rest of this section we discuss some interesting special cases and examples.

3.1. Independent components. Let X be the d x d identity matrix. We focus on the case where o > 0 and
pi >0, 1<i<n, p; <0, n+1<j<d

is valid for some positive integer n < d. The result for the easier case n = d will also be included. Under the above

assumptions

inf oo, t>0.

t =
g9(?) oot

1
t
Before we state the result we need to introduce some notation. By rearranging indexes we can have the following
order of constants

o) o] _ lnsal __ lal

Q41 o Qp42 o Qg

Next, define d = k1 > --- > k; > kj41 = n for which

lwal -l ek =a
Qq e}
bl -l cgen
Ay Qj

and
| [ | <o il

ak:l Oék17 1 Oékl
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k" ,i=1,...,1 are consecutive change of dimension

implying that 0 = ti) < t/l . < tl < tl+1 = 00, where t

/

instants. Precisely, for the quadratic programming problem in question7 constancy segments are U; = [t;_l, t;),i=

., 1+ 1, and for t € U; we have I(t) =1; = {1,...,k;} since
ali"'tuli > 0y, Oé[ic+t/1q§ SO[ic, teU,;.
Define for ¢ = 1,...,1 + 1 the following auxiliary functions

1
= —ajoy + 20 py, Ftpg g, t>0

gr1; <t> £

and remark that g(t) = gy, (¢) for t € U;. Clearly, gy, (t),t > 0 achieves its global minimum at

T
OéIia[i

> 0.
N}:HI,L

to(i) =

Set below

’

pr=min{i=1,...,04+1: t, | <to(i) <t;}, to="to(p)=

With the same arguments as at the end of the proof of Lemma 2.2 it follows that g achieves its minimum at #g.

Then with the notation of Theorem 3.1 we have
kP kl’

1 " -
g[(to) = % E (Oéj + [tho)2, gr (to) = 2t03 E a?, I= Ip, m = kp.
j=1 j=1

Moreover, if t;_l <to(p) < t;, then K = (), and if t;_l =to(p), then K ={k,+1,...,k,_1}. Set

. 1 ko it Y
P, =lm 7 ) et TN {3y o 1) (B(1) — wb)1, > wr, } dy,.

We define ¥(z) =1 — ®(z),z € R with ® the distribution function of an A/(0,1) random variable. Below we shall

put HieB(- -+) =1 for B empty.

We reformulate next our main findings for this particular case.

Corollary 3.5. (i). If n < d, then as u — oo

Hr 1-—kp 7—2 Tt %’J 2 (M‘ )
23) P{3;>0B(t) — ut > au} ~ —2—u" 2 2ig 2501 (@ +ito) 2t Y ' x| dx,
(23) P{Fiz0B(t) — p } rto)s ll;[{ Vi
and for any s € R
s _ a2 k _
(24)  lim P LTS LN [ Thiexe ¥ (pito(Si2 03) ™) do
im < sty <00 p =

U— 00 oo  _z2 kp _ ’
- (X2, a2)~tu Joe ™ HieK‘I’(/‘itO(Ea‘:l%z) 1/2“7) de

(i1). If n =d, then (23) and (24) hold with p replaced by | + 1 and K replaced by 0.
3.2. Homogeneous a and p. Suppose that a« = 1a,a > 0 and g = 1, 1 > 0. Then for any ¢ > 0

1 ¢
S inf S P G L0 S SRR

t) =
g( ) v>o+tpt t v>1

Let I be the essential index set of the quadratic programming problem Px(1) with m = #{i : ¢ € I}. If I¢ is
non-empty, we set

K={jel %% 1 =1;}.
Obviously, I(t) = I,t > 0. Further, g;(¢) = g(t),t > 0 and

lo = Oép’ila gI(tO) - 4D0é‘u, gI (tO) - 2D:u3 71; b = 2al.
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Corollary 3.6. We have, as u — 00,

9—tK o (1=m)/2 (m=3)/2 |
P(u) ~ a H Hful 7 g 2Danu
(QW)mle |E[]‘

and for any s € R

lim P

Ty — oz,u_lu <
U—00 ’aD*lu*3u -

Ty < oo} = O(s).

3.3. Negatively associated components. In this subsection we suppose that
> la>0 Z'u>o0.

A special case of interest is when X! has all elements positive, & > 0 and g > 0. Recall that if the covariance
matrix ¥ of Z is a correlation matrix, then the statement that X! has all elements positive means that it is an
M-matrix, i.e., ¥ = I; — B, where B > 0 and 1 is the identity matrix. For general covariance matrix 3, with
nonpositive elements out of the diagonal, transformation diag(aj_jl)Zdiag(Uj_jl) makes it an M-matrix. Notice that
if a Gaussian vector Z has such a covariance matrix, then Z is negatively associated (for definition and properties

see [21]).
In this case I = {1,...,d}, K =J =, m = d and

1
gr(t) = gaTE_la +2a' S p+tpn Y

a’Y la 1.+ " 20" Yl
”[,LTE*HJ, (to) = - 1 (to) 3

where b = a + topu. Hence we arrive at the following result.

Consequently,

Corollary 3.7. Asu — oo

o) (1=d)/29y _ Tyo1
P(u) ~ ( 77)( {1,...,d} ulee_b go bu’
Vi @S 1) |3
and for any s € R
. Ty — tOu
lim P < 8|1y <00 p = P(s).
U—00 {\/tg(a—l—zla)lu - } ( )

3.4. Two-dimensional case. In this section we analyze some interesting scenarios of the two-dimensional case,
in which we can observe how different entries of the covariance matrix yield different scenarios of asymptotic
behaviour. Proofs will be postponed to Section 5.3, after presenting required results on a quadratic programming

problem. For simplicity, we shall assume that

L= . pe(-11)

and yu; = 1,1 =1,2, a3 > as > 0.

We present next the asymptotics of (2) for the 2-dimensional model.
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Corollary 3.8. (i). If -1 < p< %ﬁ"“, then as u — oo

ey R
P(u) ~ S L) S ufé(f%“,

Vigm(l—p?)g

with

a? + a3 — 20a9p 2 a? 4+ a2 — 2a100p
to = 4| —=2 >0, §=-— 2t g=2t3 12 ,
0 \/ 2(1_[)) ) g 1+p(a1+a2+ O)a g 0 1_p2

1 e({ii}-’fi’é+ﬁ)w1+(753}3?$+ﬁ)“1p{ate[o n(X(@t) —t(1,1)7) > z} de.

Mo = i 7 [,

Furthermore, for any s € R

(). If p= %f?, then as u — oo

Plu) ~ e / ety (L2 gre2en
u) ~ e 201 x| dxe ,
27’(’0&1 R Va1

and for any s € R

. Tu — Q1U
lim P 2——"<g
U— 00 a1u

(ii1). If “5E%2 < p <1, then as u — o0
P(u) ~ e 20%
and for any s € R

lim P {aflﬂ(ru —aiu)/Vu<s

uU—r 00

Tu < oo} = ®(s).

Remark 3.9. According to our findings, in both (ii) and (iii) above we should also have the following constant

T—o0

1
H{l} = lim T/ eQx]P{HtE[O,T](X(t) —t)]_ > :C} dx.
R

However, a simple comparison with the known Pickands constants for the standard Brownian motion, i.e.,
.1
lim — [ e®P{ sup (V2Bi(t) —t) >z p de=1
T—oo T Jp te[0,7T]

yields Hypy = 1.

We conclude this section with some observations.
It is possible to have similar asymptotics of P(u) for d > 2 as in the 1-dimensional case. For instance in the above

the 2-dimensional setup, for p € ((1 + a2)/(201),1) we have
(25) P {3i0 Niy {(Xa(t) — t) > auu}} ~ CrP {Fz0(X1(t) — 1) > equ}, u— oo,

with C; = 1. Consequently, only the first component of X (¢),¢ > 0 is controlling the asymptotics of P(u). This
case will be referred to as the loss of dimensions phenomena.
There are other cases of loss of dimensions phenomena, where some components other than those with indexes in

I still play a role in the asymptotics of P(u), but only up to some constants. For instance, referring again to the
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2-dimensional case presented in Corollary 3.8 we have for p = (a1 + a2)/(2c1) that (25) holds, with C taking the

information of the second component and given by

Cr=

1—p
“Tar® x| dx.
\/271'(11 Vaq
There are several technical issues related to the loss of dimensions as it will be explained in our proofs below.

4. PROOFS OF MAIN RESULTS

In this section we first present the proof of Theorem 3.1. In order to convey the main ideas and to reduce complexity,
we shall divide the proof into several steps and then we complete the proof by putting all the arguments together.

By the self-similarity of Brownian motion, for any u positive we have
Pu) = P{3iz0 X(t)—pt>au} =P{I >0 X(t) > Vula+put)}.
We have thus the following sandwich bounds
(26) p(u) < P(u) < p(u) +r(u),
where
plu) =P (e, X (1) > Vila+ pt)}, r(w) =P {3,z X(1) > Vala+pt)}.

with (recall the definition of ¢y in (12))

A, = [to— ln(\/g),toJr hi%)} . Ay = [O,to — hi%)] U {to+ hj;g),oo>.

4.1. Analysis of r(u). This step is concerned with sharp upper bounds for r(u) when w is large.

Lemma 4.1. For all large u we have

—2g1(t0)— (40 ) (1n(w)?
(27) ]P{Elte[t +in) oo)X(t) > \/{l(a‘*‘ﬂt)} <Ce 2 < : ) )
and

— g1(t0)— (L4022 ) (tn(w))*
(28) P{ﬂte[o,tom;y]X(ﬂ > Vu(a +ut)} <Ce * ( ’ )

are valid for some constant C > 0 and some sufficiently small € > 0 which do not depend on wu.

Proof: We only present the proof of (27) since the proof of (28) follows with similar arguments. First note that

for any D C Ry and any u positive

P{3ep X (t) > Vula + pt)}
<P {Z3ien(X ()1 > Vula + pt)r }
<P {ieD(EI_é)I(t)(a + 1)) (X)) > VS (@ + st ) " (e + Ht)z(t)}
=P {JiepYin(t) > Vu},
where we used the fact that ZI_é)I(t)(a + mt) ¢y > Op(py for all ¢t > 0, and

(Sl e+ 1) 1) T (X () 1)
(o + ‘ut)}r(t)zl_(}ﬁ)l(t) (a+pt) )

YI(t) (t) =
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By the property of Brownian motion, we have almost surely

lim Y](t) ( ) 0

t—o0

inplying that Y7 has bounded sample paths on [a, 00) for any a > 0. Since further

Var (Y (t) = L t>0

g(t)’
by the Borell-TIS inequality (see e.g., [22-25]) for any small § > 0
]P{Elte[toJrO,oo)X(t) > \/ﬂ(a + Nt)} < P{Hte[toJre 00) YI t) > \f}
(29) < E_M infie(tg+0,00) 9(t)

holds for all u such that

\/ﬂ >y := E{ sup )Y](t)(t)} .

te[to+6,00

It follows from Lemma 5.4 that if §> 0 is chosen sufficiently small, then for some I™

1 _ _
g(t) ta}r+21+]+al++2a}r+21-&]+y’]++/1'}r+21+1[+)u'1+t

for all t € (to,to + 6). Furthermore,
]E{(Y1+() Y[+ }<Cl |t—8|
In(u)

\/7 I
in [26][Lemma 5.1] (see also [12][Theorem 8.1] and [27][Theorem 3]) that

holds for all s,t € [tg + to + 0], with some positive constant Cy. Thus, it follows from Piterbarg’s inequality

P{Hte[to+m(\/%)’to+0]X(t)>\/’D,(a—FMt)} < P{Hte[to+hl(\/%)’to+6Y]+()>\/>}

-4 mft cltot hi}g)

ror0) 9

(30)

IN

Chue

holds for all u large, with some positive constant Cs not depending on u. Moreover, for a small chosen § > 0, there

exists some € > 0 such that

1" 2
(31) nf () > glto) + L) ) ()
tefto+20) to-+0] 2 m

is valid for all u large with
g (to+) = 2t53 (s 271 aps) > 0.

Consequently, the claim in (27) follows by (29), (30), (31) and the fact that

to) = gr(t inf 1).
g(to) = gr(to) < te[tjgem)g( )

Hence the proof is complete. O
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4.2. Analysis of p(u). We investigate the asymptotics of p(u) as u — oco. Denote, for any fixed 7' > 0 and u > 0
Dju = DjulT) = [to + jTu™  to + (G + 1)Tu™], =Ny < j < N,

where N, = [T In(u)\/u] (we denote by |-] the ceiling function). By Bonferroni’s inequality we have

(32) p1(u) > p(u) > pa(u) —I(u),
where
N, N,—1
prw) =Y P p2w)= D piw, DW= > piju
j=—Ny,—1 j=—Nu —N,<j<I<N,
with

Pju =P {Fea, . X([t) > Vula+tu)}
and
Dijiu =P {HteAi;uX(t) > Vu(o+ pt), Fien,., X (t) > Vu(a + ut)} )

Analysis of the single sum. We shall focus on the asymptotics of py (u), which will be easily seen to be asymptotically

equivalent to pa(u) as u — oo.
We first present a lemma concerning the finiteness of H(7T) defined in (18), the constant that will appear in the
asymptotics of p;(u).

Lemma 4.2. For any T > 0 we have that Hi(T) < co.
Proof: The claim follows if we can show that for any a; > 0; and any 7" > 0 we have
(33) / ™1 P (3,0 1y (X (1) — pt); > @1} daey < oc.
Clearly, it is sufficient to prove that
/ %1 aIp {Hte[o,T](X(t) — pt)r > iL‘[} drr < oo
|ler|>L1r

holds for some large L. Obviously, the above integral is the sum of a finite number of integrals with @ restricted
to certain quadrants. Thus, without loss of generality, we may consider only the integral over {x;, > L1, xy, <

—L1y,} with Iy U I = I. By Borell-TIS inequality
P{3icio.r)(X () — put)r > 1} <P {Jpcon(X(t) — pt)r, > @1, }
<P{3icio.nBien (Xi(t) — pit) > Dierxi} < exp (Cl(z T — C2)2>
i€l
holds for all L large enough, with some positive constants C;,Cy which may depend on T, u. Consequently, we may
further write

-
/ CWI GIP{HtE[O,T](X(t) — [,l/t)[ > :cI} d%‘[
{1:11 >L111 ,m[,‘,S—Lljz}

T T
< / e exp [ —Cq( E T; — C2)2 dxy, / e®12%2 dxy, < 0o
T >Ll[1 icl; m12<7L112

establishing thus the claim. O
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Lemma 4.3. We have as u — 00

1 H](T) 1-m _u 79;/(’&0)1'2
34 u) ~ pa(u) ~ u 2z e 291(t°)/e 1 x)dzx,
(34) p1(u) ~ pa(u) AR A Y(z)

where ¥(x) is given in (19).
Proof: By the independence of the increments property and the self-similarity of the Brownian motion, we have

1
(35) Bi(tu™ + ¢jou) £ /G N; + TBi(t), tel0,T), i=1,...,d
u

with ¢ = ¢ju(T) = to + jT/u, and N = (Ny,...,Ng) with independent N(0,1) components, being further
independent of B. Denote Z,, = ,/¢j;u AN with covariance matrix ¥;,, = ¢;;,2 and set
T JT
bjiu = bju(T) = b(to + *) =b+ oM
Using (35) we obtain

JT JT
Pju = P Elte[tOJrJT to +(J+1)T]X(t0+7)+X(t) _X(t0+7) > \/E(a—’_tll')}

I
~

0 VAN £ X () > Vet (s-+to+ 2o |

— P{BconVanAN + (X0 - tw) > Vat+ L |

= PS{FicomZju+t

{
{2
{
{ f<X(t> i) > \/ﬂbj;u} |

Since further

(Zj)1 ~ N5 (S5)11)

(Zja)ie | (Zjs)r =wi) & N(Sre sS85 wr, (Cpra)re),
with (Cjru)re = ¢ (Bre 10 — chJEI_IlELIc), we have

(X (t) — pt)r > u(bju)r —wr
(X (t) = pt)re > Vulbju)re|(Zju)r = wr)

dw[7

DPjsu :</]R ¢(E_7~;u)11(w1)P 3te[O,T]

- g

Zj;u)IC +
where

1 I T 1 )
. wr) = exp | —=w; (X)) 7wy | .
¢(E_7;u)11( I) (27T)m |(Z]7U)II| P ( 9 I ( 73 )II I

Using a change of variable w; = /u(bj.,)r — «1/+/u we obtain

u—m/2

Djsu
\/ j u II R’”

exp (= (Vilby)s = 1/V0) (S5 (Vi1 — 1/ V)

(X(t) — Nt)] > Xy
xP 3te[O,T] dzr,

VY 1+ Bre 1877 (Vulbj)r — @r/va) + 5= (X () = pt)1e > Vau(bju) e

where
d _
Yo ~ N(Oe,Djere), Diege = Spere — SreS77 Sipe.
Next, we work out the exponent under the above integral

(Vulbju)r = 1/vVa) " (S50) 17 (Vulbj)r — @r/v/u)
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1 _ 1 _ 1 _
= Uf(bj;u)ITZUl(bj;u)l - Qfmyzul(bj;u)l + fwszlllmI
Cjsu Cjiu UCju

i’ 1 _ 1 _
= ugy(to + %) — Q—m}—EIIl(bj;u)I + ?w;—znlw[.

Jiu Jiu
Note that
iT
\/a(bj;u)IC = \/ﬂblC +H16ﬁ7
Yre S H(b = Yre 1 S7tb Ly, w1
VuZre 1377 (bju)r = VuBre 13y e
Furthermore, denote
Zi(t,wr) = (X(t)—tp)k — Skl @,
Z;(twr) = (X(t)—tp)s — Sl zr.

For any u positive we have

L) £ (X ()~ twre > Vb

NN
VY + G Zx(ter) > Ty — SxiSit )
VCiaYs + Gz Zs(t@r) > Vulbs = SurSpbr + (my — oS w) i)

{,/Cj;uY[c + ZIC’IE;II(\/a(bj;u)[ —

where we used by — X IEl_Ilb] = 0g. Consequently, for the single sum we have

() USRNSSR S (1 @+”Q Fisal T, 1) Py (T, p) da
p1(uw = — —5 Xp | —zugr{to — — Jiu\Ls L1 ) Eguld, LT I
(27T)m |E][| N, —1<i< CT(rf/Z 2 u R™
—Ny—1<j<N., “ju
1 1 ugy (to)

36 = ——— y7™/2em 7 Ry (u),
( ) T (27T)m|211| T()
where

| S 1 Ty—1
(37) fju(T 1) = exp PR (bj;u)I—WU’UIEufUI .

Jiu jiu

(X(t) — t[l,)[ > Xy
Piu(T.zr) = P 3icpor GuYr + ﬁZK(t,wz) > %(NK —Yr1S 1)
VeiaYs + Gz Zs(t@r) > Vulbs = SyrSibr + (my — oS ) i)

and
ugr(to)\ T 1 1 §T

= _ [ - — t <

(38) X fj;u(T,il:[)Pj;u(T,iE]) d:B[.
an,
We shall prove in Section 5.4 that
o) //( e
(39) lim Rp(u) = tam/z'}-l] (T)/ o=t ¥(z)dx
U—00 oo

implying thus (34) (recall that H;(T) < oo by Lemma 4.2). O

We shall conclude this section with a result which is needed to prove the sub-additivity property of H(T'),T > 0.
In the following for any fixed S € R,T > 0 we set

Ay (S,T) = [to+ Su™"to + (S +T)u'].
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Note in passing that if S =T, then A, (S,T) = Dq,y.

Lemma 4.4. For any fixed S € R, T > 0, we have as u — 00

P{YK > OK} /HI(T)uf%e*%QI(to).

(40) P{Sen, (X )1 > Vulor +tur)f ~ (27to)™ [ Z11]

Proof: As in (36) for all « > 0 we have

P{3ien, s (XE)r > Vular +tpr)}

u /2 1 1 S
= <_ugI(tO+u)> fu(S,ﬂfj)Pu(S,T,{B[)dCE[,
Rm

exp
V@r)™ S| (eu(S))m72 2
where ¢,(S) = to + S/u, and with b, (S) = b+ puS/u
1 _ 1 _
fu(SvajI) = €Xp <Cu(s)m}rzlll(bu(s)>l - QUCU(S):B}FEI;;BI) )
(X(t) — t[l,)] >xr
Pu(SaTva) = P EltE[O,T] V cu(S)YK"i'ﬁZK(tawI) > %(”K_EKIEI_I:LIJ‘I)
VeuS)Ys + =25t mr) > Vulby — XSy br + (b = Sor¥ )7y
We adopt the same notation introduced in (66) and (67). Next, we have the following upper bounds:
m}r(E;IIbI+E;IDI)
fu(S,p) <e” wrEEn 0 Pu(S,T,xr) <P {3 (X(t) —tp)r >z} .
Furthermore, by (33)

ef il seth
/ e tot+e(@r) P {HtE[O,T] (X(t) — tu)[ > 33[} dxry < oo.

Consequently, the claim follows from the dominated convergence theorem by letting © — oo, and thus the proof is
complete. 0

Finiteness and positivity of Hy. Recall that I with m = #I elements is the essential index set of the quadratic

programming problem Ps(b) where
b= b(to) =o+ Hto.

We first prove the sub-additivity of H;(T),T > 0.

Lemma 4.5. For any S,T positive we have Hi(S +T) < Hi(S)+ H(T). Moreover,

o1
Hr = %I;fo ?HI(T) < 0.

Proof: Note that

P {Hte[to,to-&-(S’—FT)u’l](X(t))f > Vu(og + t/"’I)} < P{ate[to,to+8u*1](X(t))I > Vu(og + tﬁ’q)}
+P {Bicitor su-1 10+ (s+)u-11 (X ()1 > Vulog +tpg)} .

Using the result of Lemma 4.4 the proof of the sub-additivity follows. The second claim follows directly from
Fekete’s lemma. This completes the proof. (I

Lemma 4.6. For anyt >0

(41) / R (X () by > ) d 5oy
e 7o —pt)r >zt de = ——2—— >0.
" [Tics (77 b1)i
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Proof: First note that the solution of the quadratic programming problem Py (b) is such that

H(El_llb[)i > 0.

iel
Since
E {esz(X(t))I} = etSITE”S’/Q, seRLt>0

for any a > 0 we have
/ ISP (X (t) — pt); > @y} doyp = e @It / v Pii e (/ Prs (1) dz1> w
N m zZr>2y;

Ty—1 Ty—1
— e a1 Ypbr / e®®1 Y bld)tZ” (2:]) dz;
m

Te—1
Ts—1 by 2 br
e—aty,l P b1+a2t%

I1
Hie] Zfllbl)i ’

where
(ﬁ by z = —F——eXp | —— < Yz .
t IrI I (2 t) |ZII| Qt I II I

In view of (16) we have that ¢7(to) = 0, (recall that b = a + pto) hence

_ pi¥irbr by Eiby

42 =0
(42) to 2t2
implying thus uITEl_IlbI > 0. Moreover, choosing a = 1/tq, where
aly> e
to = | L2 -
Ky X iy
establishes the claim.
Lemma 4.7. We have
m—1 Ty —1
Hy > Lo P2
16 HiEI(EII br)i

Proof: Suppose that § > 0 and let n be any integer. Application of Bonferroni’s inequality yields

@] 276
Hi@n) > /e B Gk e {1, on) (X(0K) — p(ok))r > 1} da

n

BT R
> / e o Z]P’{(X(ékz) — p(0k))r > @1} dey
R k

=1

-1 n—1 n

- / S > PUX (k) — p(0k))r > @r, (X (81) — () > @1} day
k=11=k+1
=: Il —ZQ.

By Lemma 4.6 we have
o

h=ne Q= ),

Next, since
P{(X(6k) — p(0k))r > @1, (X(01) — p(80); >z} <P {;(X(ék) + X (01) — pu(6k +61))1 > :BI}

by Lemma 4.6

n mTEI_IlbI
I, < Z/ e 7 P{;(X(ék)JrX(él)u(6k+5l))1>m1}dm1
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— ®f 11 30k + 6l 30k + 0l ol —k
£ [, sath)

k=11l=k+1
s

_ Z Z S
k=11=k+1

Since by (42) we have u}rEI_Ilbl > 0, hence

SS] PRIt At
1-2 S Qn/ e ! 4€(I) v dr = QnTio_l
0 opy Xpp br

By Lemma 4.5

H[:inf 'H]( ) > mfIl_IZ:Q 1—1# .
T> n>0 on 1) (Sp,;rzllb[

Since 0 > 0 was arbitrary, as in [20],

Q 1 4ty DY
> 1- = > >0
Hr 2 max = Sulytor) = TS ’

establishing the proof. O

Estimation of double-sum. In this subsection we shall show that as 4 — co and then T — oo

(43) II(u) = o(p1(u)).
First, note that
Piju = P {HseAi;uX(S) > \/a(a + 8:“’)7 EItEAj;uX(t) > \/E(a + t/*l’)}

<SP {3 neanxa, . (X(8) + X (1)1 > Vular + (s +t)up)}

(49 =P {a@,we[o,ﬂz;(X(to 0 e+ 22N s Vaar + (to+ W)m)} |
Next we rewrite for (s,t) € [0, T)?
X (to + Z’T—i_s)-i-X(to-i- jT+t)
—{xta+ D+ o+ T8 - X+ D)+ et + D) - x+

+{X(t0+ %) - X(to + (Z—i_ul)T)} + {X(to + jT:—t) X(to + JT)}

Note that all the processes (or random variables) inside consecutive {...} are mutually independent. Consequently,

(45) %(X(to—l—iT+S)+X(tO+jT+t))I
L0+ ﬁ (X1(5) + X2 (1) + Xa(0) . (s,0) € [0,TP,

where X'; and X5 are independent copies of X, which are also independent of Z; ., L. /i j:u AN, with covariance
matrix 3 j.u = € jiud, Where ¢; j., = to + W and N = (Ny,..., Ng) has independent N (0,1) components.

Next, set

(i + )T
b,..=blt — .
i <0+ 2u

It follows from (44) and (45) that
P {3 neaiuxa, (X (s)+ X(0)r > Vuar+ (s +t)uy)}

= P{H(s,t)E[&T}?(Zi,j;u)l + ﬁ(Xl(S) + X1(T) + Xao(t) = (s + t)w) 1 > Vu(biju)r }
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ufm/Q ( 1 .
= exp | —=(Vu(b; ju)r — —
VeS| Jen g WHDis)r =

(46) xP{immmxp;xaw>+XmT>+Xxw<s+wmz>mdwnp

)T (Sig) 17 (Vulbijiu) 1 — j;%))

In particular for i = 0, = 2 using (46) and similar arguments as in the proof of Lemma 4.4 we have

P{3(s00e00,ux 00, (X(8) + X ()1 > Vu(20 + py(s +1))}

~ u—m/2 u
(47) ~H(T) W eXP(—ggl(to)) exp(—3aT),

g1 (to)

8t and

where a =

N =] =7 s 1
H[(T):/ € té[ P{H(s,t)e[O,T]QZ(Xl(S)+X1(T)+X2(t)_N(S+t))1 >$[} d:cI.

Note that in a similar vein as in Lemma 4.2 we can prove the finiteness of 771(T ).

We shall need an upper bound for p; j, derived in the following lemma.

Lemma 4.8. For any fizred T' > 0, there exists some small € > 0 such that, for alli,j satisfying —N, <i < j < N,

Piju < CT?Tu™"exp <_gl(t0)“>
i < :
(48) Lep <_g/[/(t(i4)_€ (\%)j exp(—as((j —i+ 1)T))

holds for some constant C > 0 independent of i, j,u and T, when u is large, where

_1cﬂwﬁ_dd%%ﬂ>’a:%:m%)

T2\ 4t +e 2 8to

Proof: . In view of (44) and (46) we have (recall b; j,, = b(to + %))

g u /2 oo (Y ey BTyl ®L
Pijau < \/(27T)m|(2i,j;u)ll| /m p( 2(\f(bw;u)1 \/ﬂ) (Zigiu) rr (Vuulbi,jiu) 1 \/ﬂ)>
(49) xP {H(S,t)e[o,T]z %(Xl(s) + X1 (T) + X2(t) — pu(s + t)1 > wl} da;.

Let for T positive

— T
o] 27 bo+ DT,

~ v 1
Hrijou(T) :/ e totTES P{H(syt)e[oﬁT]zz(Xﬂs)+X1(T)+X2(t) —u(s+1t)r > w,} da;.

m

Since ﬁ],i’j;u(T) — %(T) as u — oo uniformly with respect to —N,, <i < j < N, we have that for large u
ﬁj,i’j;u(T) < const 7’-[1(T)

Now for the expression in the exponent in (49) we have that

Tr\ T _ Tr
(\/ﬂ(bi,j;u)l - ﬁ> (Cig)ir (\/E(bivﬁ“)f N ﬁ)
1 B _ 1 _

= u——biju) S1f 0iju)1 = 2——2 ] X7} (bi )1 + ——2] Sy @

Cijiu Ci,jsu UCi,j5u

(i+5)T L

to + ~—=— i+ )T 1 - 1 T

=u——2%—g;(to + i+7) ) —2 mITZIIl(biJ;u)T + xITEleI'

Cijiu 2u Cijiu UCi jiu
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It follows that for all u > 0 large

~ u=m/? u (G—i+1T (i +§)T
50 igiu < CoHp(T exp|—z |1+ — o+ —F——
v e e e W = ary Kl )

for some Cy > 0 and some small € > 0. Furthermore, we have that for the small ¢

Biti-DT __
and
. . . . 2
artto+ T > g 00) 1 (a7 00) ~ 9) (“;f)

for all =N (u) <i < j < N(u) and u large. Moreover, for any j > i

() - (5520 ) () i (st

2u 2u U U u2 U U

holds for all u large. Consequently, for any j > 4

u (G—i+1)T (4 )T
exp <_2 (1 + ™ J+ (3i+j— I)T)u> g(to + 21;7)>

. 2 . )
o (JS <1 ! W) (91(%) + %(g}'(to) —¢) <(f) - E(j—Zqul)T>>>

. g7 (to)—e ((iT\2 _ _(j—i+1)T "
gr(to) m@@—e(ﬁ)zu—i+nT W“®+Jﬁ%*0%?‘fiﬁf*)idmam—a

I S T NGO 2 Ao + ¢ 2

With the small given positive ¢, for all —N(u) <4 < j < N(u) and all large u we have

1" . 2 . .
g1(to) + %)_E ((ZT> —e(j_”l)T> > gr(to) —

u u

Consequently,

u (G—i+1)T ( (iJrj)T)
— |1 — ty + ————
eXp( 2 < +(%+W)u g{to+ 2u

< exp (_ 91<2t0)u> exp (-9”“04)_& (\Z/Taf) exp(—ac((j — i +1)T))

from which we obtain that

N — u—m/2 . _gI(tO)u
Diju < CHI( )\/( (to )) |211| p( B )

xexp( (t) (\/ﬂ) >exp(a5((ji+l)T))

holds when w is large. Next, in order to complete the proof it is sufficient to show that for any positive integer T’

H(T) < T2 TH (1)
For T, u positive define
E (T) = [to,to + Tu™'] x [to + 2Tu"*, tg + 3Tu '],
Ey(k,1) = [to + kut tg + (k+ Du™] x [to + (2T 4+ Du~t, to + (2T + 1+ 1u™ 1,

k=01, ,T—1.
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It follow from (47) that
P Fnenm(X() + XO)r > VERar +p(s +1))

- __uzmz _u
U—00 (27Tt0)m‘211|eXp( 29[(t0))

Similarly, we can show that
lim P {30 wer. o) (X (s) + X (1)1 > Vu2ay + py(s +1))} _ ema@T+H-kH T (1)
U—00 Lm:f exp (_%gl(to))
\/(27Tt0) |Z]1‘

Furthermore, since

_ 673aT7’_Z}(T).

E,(T) c Ul Zg U Bu(k,1)

we obtain from the above two equalities that

T—-1T-1
673aT7/_Z/I(T) < Z Z efa(ZTJrlkarl)r}/_z/I(1)7
k=0 [=0
which yields that
N T—-1T-1
HI < aT Z Z e~ a(l— k+1 (1)
k=0 1=0

< eQaTT27’_Z’I(1)

establishing the proof.
Now, we are ready to show (43). Note that

H(u) = Z Piju = Z Pijiu + Z Piju =: Hl(u) + HZ(U)

_Nu§i<j§Nu _Nu§i<j§Nu _Nugi<jSNu
j=i+1 J>it1
For IT; (u) we have
N(u)
M(u) = Y <IP’{EIteAM X (t) > Vula+ pt)} +P{Fen .y, X () > Vula+ pt)}
i=—N(u)

“P{Ftcri iy, X)) > Vula+ pt)} ) =: S1(u) + S2(u) — Ss(u).
Recall that we have proved in Lemma 4.5 and Lemma 4.7 that

(51) lim T H(T) = H; € (0,00),

T—o00
hence using similar arguments as for (34) to S;(u),7 = 1,2, 3, we conclude that

II
lim lim 1 (1)
T—00 u—00 |\ (1—m)/2 exp <_ g1(to) u)

91 (to)r . QHI(T) H](QT))
dr 1 —
\/ 27Tt0 |ZH / "/’(I) xTLI};O( T T

(52) =

For IIz(u) we have from (48) that, there exists some € > 0, such that

Mo(u) < CTe2Ty =" exp<—591(to)>

\f Z exp <_g;(t1)€ ( ) > Zexp( a-(5T) )exp(—ZaET)

— N, <i<N, j>1
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holds for all large u with some C' > 0, implying thus

lim lim lim T2 (w) —0,
T—o00 e—0u—o0 u(lfm)/Q exp (7 91(2150) U)

which establishes (43).
Proof of Theorem 3.1: First note that the finiteness of H; is established in Lemma 4.5 and the lower bound is

obtained in Lemma 4.7. Furthermore, in view of (32), (34), (43) and letting T' — oo we obtain (recall (51))

1 —m u gll(t a2
p(u) ~ —/H]U]Te_fgl(t(]) / e T Y(x)de, u— oo.
(27Tt0)m|211| R
Moreover, by Lemma 4.1
r(u) = o(p(u)), u— 0.

Consequently, the claim follows from (26). O
Proof of Theorem 3.3: Define

Tu =1nf{t > 0: X(t) > (a + pt)Vu}.

Since 7, = u7y,, for any s € R

Tu—tou
]PJ{T’U,O S S, Ty < OO}
P{r, < >}
P {ur, < utg+ /us}
P(u)

P {HtE[O,tO—Fs/\/ﬂX(t) > (a+ Ht)\/ﬁ}
P(u) '

—t
]P’{Tu\/aougs|7'u<oo}

Using the same arguments as in the proof of Theorem 3.1, we have

P{3ic0.t0+s/ymX () > (@+pt)Vu} ~ P{3cio—tn(w)/vitors va X (t) > (o + pt)y/u}

Hr /S .
(27to)™ |211| /-0

In order to derive the above result the only required modification in the proof of Theorem 3.1 is the replacement

~ 22 1— g
I (a)dru T e 2, u— oo

of > N.—1<j<n, BY 2N, —1<j<|vas/r) 1 Br(u), see (36). Consequently, the claim follows and thus the proof
is complete. O
5. APPENDIX

5.1. Quadratic programming problem. This subsection is concerned with discussions on Lemma 2.1, which
will be useful for the analysis of the function g in the next subsection. Recall from Lemma 2.1, that b is the optimal

solution of the quadratic programming problem Py, (b) with the essential index set I. Next, we define for I¢ # ()
(53) K={jel°:bj=b;}.
We start with some important remarks on Lemma 2.1.

Remark 5.1. i) If there is a unique index set I with mazimal number of elements such that (8) holds, then I is
the essential index set of Ps(b). Otherwise, if there are I,. .., I) index sets which have the same mazximal number

of elements such that (8) holds, then the unique essential index set say I = I satisfies additionally (9).
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it) Note that, for any I satisfying {1,...,d} D I D I, I;Ivl = Eh 1s the unique solution of the quadratic programming
problem Ps, , (br,). If further

—1
Ellllbll >0y,

holds, then I;Ivl = by, and
Shnbn = St ;
Or\s
with X7 'br > 01; see also the proof of 1 of Proposition 2.5 in [19].
iii) Consider the case d =2 and let b with by = 1,ba = b € (—o0, 1]. Suppose for simplicity that ¥ is a correlation
matriz with 015 = p € (=1,1). Ifb> p, then b=b and thus I = {1,2}. If b= p, then I = {1}, K = {2}. Finally,
for b < p we have I = {1}, K = ().

Lemma 5.2. LetI C {1,...,d} be the essential index set of the quadratic programming problem Pyr(b), b € R\ (—o0, 0]¢.

We have, for any I satisfying {1,...,d} 2 I D I, if bITlel}lbh = bITMfllbI holds, then I; C I U K, with K
given by (53).

Proof: Note that from Remark 5.1 ii) we have b;, = I;Z In the light of (11),
bj, M} by, =b] M} by, = b] M[;'b
and
by, Mpk (br, — br,) = (br, — br,) T M;t by, = (by, — by, )] My by = 0.
Further, since
b, M7 by, = b} My} (b, —bp,)+bj My} by,

= (b1, — 1) "ML (br, = by,) + by, My} (b, — br,) + b; My by

= (b, —bp,) My} (b, —br,) +b] My'by
we obtain

(br, —br,) "M} (br, —by,) =0

thus by, = 511, implying that Iy C I U K and hence the proof is complete. O

5.2. Analysis of g. In this subsection we analyze the function

L. Ty—1
g(t)-;vzlgﬁmv DI

defined already in the Introduction. In the sequel we will denote by I(¢) the essential index set of the quadratic
programming problem Ps(a + tu). If 1(¢)€ # ) we define

K(t) = {5 €1 Bju Sy (e + ut) e = (o + pt);},
J() = {7 €11 Bj1 S0y (@ + )i > (a+ pt);}

Note that, when analysing the function g, the index set K (t) plays the role of K from Section 5.1.

Lemma 5.3. We have g € C(0,00).

d
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Proof: Let h(t) = g(t)t. For g € C(0,00) it is sufficient that h € C(0,00). In view of Lemma 2.1 we have that for

any t > 0 there exists some vy, so that
h(t) = (vf + e+ pt) TS (v + o+ pt),

where

" Or(t)

vy = B
i) Xy (@ + Bt i) — (4 pt) e

For any fixed t; € (0,00), it is easy to see that in a neighbourhood of 1, say (t; —e,t1 +¢), with some small € > 0,

we have

(54) h(t) = inf (+a+p)" S (v+a+pt), te(t—et +e).

SUPte(ty —e,t1+¢) vi>v>0

Since for two topological spaces X', ) with ) compact we have

f(z) = ;g q(z,y)

is continuous on X, provided that ¢ : X x Y — R is continuous, we immediately get that h € C(t; —&,t1 + €).
Consequently, h € C(0,00) follows since t; was chosen arbitrarily. O

We show next that

I(t) =Y LIt Uy),
J
where I(-) is the indicator function and U;’s are of the following form
(55) (a//w bk)7 [a/k:a bk)7 (G/k, bk]a [aka bk?}? {ak)}7 (bk7 00)7 [bk?a OO),

where 0 < a < b, < oo and I; C {1,...,d}. Since point intervals are theoretically possible, we call such function

almost piecewise constant set function.

Lemma 5.4. I(t),t > 0 is an almost piecewise constant set function.

Proof: First, by Lemma 2.1 for any ¢ > 0 there exists a unique I(t) satisfying

(56) 2;(1)1@)(0‘ + 1)1ty > O1a),

(57) Zf(t)cf(t)Efé)I(t)(a +pt) 1y > (4 pt)ye, if I(8)° # 0.

Next, for each Vi, C {1,...,d} we solve (56) and (57) with I(t) substituted by V} and I(¢)¢ substituted by
Vie={1,...,d}\ V4. Since for each Vj the solution is a convex set, by the linearity the solution (if it exists) is in

one of the following forms

(ak, bk), [ak,bk), (ak., bk], [ak, bk], {ak}, (bk, OO), [bk, OO)

Therefore, there exists some finite partition {Us,...,U,} of [0, 00), with

<)

some constant and U an interval such that the index set I(t) = I; C {1,...,d} for all t € U7, hence the proof is

complete. O
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Lemma 5.5. For the boundary points t; = U; NUj41,j =1...,q— 1, we have I(t;) C {1,...,d} and K(t;) # 0.
Moreover, I(t;) C I(t) C I(t;) UK(t;) for allt € Uj UUj41.

Proof: It follows from Lemma 2.1 that (56) holds for ¢ = ¢;. By continuity, there exists some small § > 0 such
that for all t € (¢; — d,t; + 9)

-1
El(tj),l(tj)(a + Bt)1t;) > O1t,)-

This implies that I(;) has less than d elements, since otherwise we would have I(t) = {1,...,d} for allt € U;NU, {1,
a contradiction with the fact that ¢; is a boundary point. Similarly, if (56) and (57) holds for ¢ = ¢; with K (t;) = 0,
then by continuity we conclude that I(t) = I(t;) for all ¢t € U; N Uj41, again a contradiction. Thus, K (t;) # 0.
Now, let I(t) = Ij1,t € U7, and I(t) = I;,t € U7. Without loss of generality, we only show I(t;) C I; since
I(t;) C Ij41 follows with the same arguments. Notice that
—1

Zl(tj),l(tj)(a + Bt;) 1) > Ore,).
(58) S ()10 S101,).0(0,) (@ F B 1) = (@ + B K (1)),

ZJ(tj)J(tj)El_(ij),I(tj)(a + “tj)f(tj) > (a+ ru’tj)J(tj)'
Since equations in (58) are linear in ¢; for fixed I(t;), K(t;), two cases will be distinguished.
Case 1. It holds that

SR 1)1ty (@ B 1) > (004 1) k(e
for all ¢ € U?.

Case 2. There exists some index ¢ € K (t;) such that

Ei,l(tj)zféj),l(tj)(a + pt)1,) < (oot pt);

holds for all ¢ € U7
For Case 1, by continuity we conclude that I; = I(¢;). Next, we focus on Case 2, and show for this case I(t;) C I;.

Denote I = I(t;) U {i}. We can show that

(59) Z;}(a +put); > 0;

holds for all ¢ € Uy such that ¢ — ¢; is small, which, by Remark 5.1 i), implies that
(60) 81 > 41 = 41(t;) + 1.

In fact, denoting B = E;; we have

BI(tj)I(tj)(a + u/t)I(tj) + B[(tj),i(a + .U/t)i

S o+ pt); =
Bi 11,y (@ + pt) 1,y + Bii(a + pt);

Ii
Since B is positive definite, B; ; > 0. By the properties of block positive definite matrix B, we have that
Bripitey) (@ + pt) i) + Breyile+pt)i = S5 (@ + pt) ;)
+Birt;).i ((Oé + pt)i — Ei,z(tj)Eféj),I(tj)(a + Hf)z(tj))
and

Bl-yl(tj)(a + Nlt)l(t_,») + Bm‘(a + pt); = B ((Ot + pt); — Ei,l(tj)E;éj),I(tj)(a + l‘l’t)l(t]‘)) > 0.
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Then, since

Zféj),j(tj)(a +uti) i) > 01y, (4 pty)i = Ei,z(tj)Z}(ij)J(tj)(a + i) 1t
we conclude that (59) holds for all ¢ € Uf such that ¢ —¢; is small.
On the other hand, since I(t) = I;,t € Uf we have

S (et pt)r > 05,
(61) E[;]]. 21_71[7 (a + /Lt)]j > (OL + ut)[]q
hold for all ¢ € U?. The reason why we do not have equality in (61) is that if for some row equality holds with

some #y € U7, then I(t)=1I;te Uy will be invalid by linearity of the equation. Consequetly, letting ¢ — ¢; in the

above inequalities we obtain

(62) 51, (et g, 2 0n,,

(63) Sren S (et pty) 1 > (et pity) e

Suppose that the first [ rows (the corresponding index set is denoted by I7) of Zl_jllj (e + pty)r; are positive and
the last #1; — I rows (the corresponding index set is denoted by I5) are equal to 0. Since I(t;) is the essential index

set of Ps(a+ pt;), in view of Remark 5.1 1) we have [ < #I(t;). Next, as in Remark 5.1 ii) (see also the proof of

Proposition 2.5 in [19]) we have

YL (a+ ptj);
Skt = S TH
0;
2
and
—-1 -1
(64) Zf2f12f1fl(a+utj)il = (a+ﬂtj)i2, Eflfl(a+utj)i1 >0f1.

Then rewriting (63) we have
E[;flzilfl (a+ptj);, = (a+ ptj)re,

which together with (64) yields that I is also an essential index set of the problem Ps(a + ptj). Thus, by
uniqueness, I(t;) = I, C I;. Consequently, I(t;) C I(t) for all t € U; UU, 1. Finally, we show I(t) C I(t;) UK(t;)

for all t € U; UUj4,. Since g € C(0,00) we have

(@ + 11t ) 1) Zr )0 (@ B 1) = (@t pty) [ SP (o + pt)

T —1
(a+ l"tj)IHlEIHl,IjH (a4 ptj)r,.

Consequently, we conclude from Lemma 5.2 that I; C I(¢;) U K(t;) and Ij41 C I(t;) U K(t;), establishing the
proof. O

Proof of Lemma 2.2: By Lemma 5.4 for any j = 1,...,q we have

h(t) = inf v’ Y27l
v>o+pt
= (a+ Nt)IT(t)ZI_(}g)J(t) (a4 pt) 1)

T -1 T —1 T —1 2
= al(t)EI(t),I(t)aI(t) + 2taI(t)EI(t),I(t)ll’I(t) + I’I’I(t)EI(t),I(t)I'LI(t)t

_ Ty—1 Ty -1 Ty—1 2
= a]jzlj,ljalj+2tanZIj,Iquj+H1j21j,ljuljt s tEU]O
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Clearly, h € Cl(UJ‘?) for all j = 1,...,q. Thus, to prove that g € C1(0,00) it is sufficient to show that, for any
tj = 7] NUj1,
W (ti+) = h'(t;—-)

holds. It follows that

Ty— T -1 Ty—
W (ti—) = 2(ey, Efjl,fj Br, + S b t) = 20, lel,fj (a + ptj)1,,

W (t+) =2pg,,, 57" (o + pty) ;-

j+1di41
Next, from Lemma 5.5 we have I(t;) C I; and I(t;) C I;41. For notational simplicity, we denote B = Eir_,-l,jj7
J; =1I;\ I(t;). Since
Soip (et pt), > 0p,  teUy
we have
St (e pty)r, > 05,

Thus, by Remark 5.1 ii)

(65) EI_ll ( Hztj)]v = I(tj)af(tj)( t])[(t]-)
5L\ ; / ’
- OJ

J

with Zl_(ij)yl(tj)(a + mt;)rt;) > 01,y implying
B (tj—)=2u; X7 (a4 pt))r, =2u) 50 (a+ ptj) e,y
J 1;715,1; Ht5)1; Frep)=n,).1) K1)

Similarly, we have

W(tj+) = 2NIT(t]-)E;(;),1(t y(a+ ptg) 1)

J
Consequently, g € C'*(0, c0) is proved.
Now,

1 Tw—1 T yv—1 Ty—1
g(t) = zanEIj’Ijan + 207 X7 by, S et €U

and ) )

T y— 2 _ Ty
uszlj’ljufjt aljzfj,fjali
t2 '

g'(t) =

Since for any nonempty I; C {1,...,d}

teU;’.

Ty—1 Ty—1
anZIjanan >0, IJ’IJ‘EIJJJNIJ >0

we have g(t) = oo as t — oo and t — 0, and ¢'(¢) < 0 for all ¢ around 0, ¢’(¢t) > 0 for all ¢ large enough. Thus,
the function g has a unique minimizer in [0, cc]. Note that function a/s + b + ¢s is decreasing to the left of some
50 > 0 and increasing to the right. Consider the interval U;. The function g has a unique minimum on Uj;. If at
t; the function is decreasing it either decreasing in the whole interval, or o belongs to U; so it is increasing at
t;j+1 and consequently it is increasing at each entrance to constancy interval Uy, k > j. In this case, (12) holds and
g'(to) = 0. Next, for ty we have from Lemma 5.4 that there exist some small ¢ > 0 and I, 7~ C {1,...,d} such

that

1 _ - -
g(t) = ;a}r+214r1]+a1+ + 2a}—+21+1[+”'1+ + /L}r+21+1]+“[+t7 te (thtO +5)7

1 _ _ -
g(t) = ;aIT_EI_lI_aF +2aIT_EI_11_u17 +M1T—EI—11—M17757 te (to—e,to).
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Then it follows that (14) holds. O

5.3. Analysis of 2-dimensional case. We now demonstrate details for Section 3.4. Recall that in our notation

I(t) is the essential index set of the quadradtic problem Ps (o + pt). If I(t)° # 0 we define

K(t) ={j € I(t)° B2 7010 (@ + 1)1y = (e + pat) 5}

Further define
o+t

b:
t ay +t

€ (0,1).

It follows that

t 2
(D 0TS 1y, by = (1,b)7.
t v>by

g(t) =

Case 1. p < 0. Clearly b, > p and thus in view of Remark 5.1 iii) we have that I(t) = {1,2},¢ > 0 and

. Ty—1,, _ 2
vlgliv Yo = =2 (14 by — 2b4p)
implying

ap +t)2 1
o) = 9n(0) = ST 6 - 20p)

Note that we slightly abuse the notation writing g; instead of g¢; 2. It follows that for

2(1-p)
we have

: @y 2 (1)
g(f)g(t)—gl(to ) = 1+p(a1+a2+2to )-

Case 2. p > 0. In such a case, we have to consider if b; > p or not. Several different sub-cases are thus discussed
in the following.

Case 2.1. ajp < as. For this case, we have always b; > p,t > 0. Then I(t) = {1,2},¢t > 0 and g(¢t) = ¢1(¢).

Case 2.2. a1p > ag. Let

a1p — Qg
Q=2
—p

We have

(a) {b:>p} & {t>Q}, for which I(t)={1,2},
(b) {b <p} & {t<Q}, for which I(t)={1}, K(t)=0,

(¢) {bs=p} & {t=Q}, for which I(t)={1}, K(t)={2}.

Now consider (a). Since b; > p, we have g(t) = ¢1(t),t > Q. Now we have to check if tél) > @ or not. We can show
that

a1 + as

tV>Q o p< 5
aq

Thus, we have

(al). If an/ay < p < 44E92 then infye(0,00) 9(t) = 91 (tél));

20(1

(a2). If p > %10‘2 then inf,e(g,00) 9(t) = 91(Q).
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Next consider (b). Let go(t) = (o + t)?/t which attains its minimum at the unique point t( ) = . Since by < P,
we have g(t) = ga2(t),t € [0,Q). Similarly as above we have to check 1ft ) < Q. We can show that

1D g o p> Mt
20[1
Thus we have
(b1). If ag/a1 < p < %10‘2, then
(a1 — ag)?
inf t) = = .
t€[0,Q) 9(t) = 9:(Q) (1= p)(a1p —a2)

a1ta
(b2). If p > “52°2, then
inf g(t) = g2(t7)) = 4.
tel[l()l@)g() 92(ty ") =4
Furthermore, by the definitions of g1, g2 and Q we obtain

91(Q) = 92(Q).

The above findings are summarized in the following lemma:

Lemma 5.6. (1). If -1 < p < as/aq, then I(t) = {1,2},t >0 and

303 + a3 — 20q09p

o=ty 1={1.2}, grlto) = (t"), g1 (to) = g1 (t5") = 2(06") ==

(2). If ax/ar < p < 2522 then
It ={1}, 0<t<Q, I(t)={12},
and
to=ty">Q, I={1,2}, gilto))=g:(t{"), g;(to) =g, (t§").
(3). If p = “5£%2 then
It)={1}, 0<t<Q, I(t)=1{1,2},
and
to=t) =t = Q. I={1}, K={2}, grlto) = 2(ts”), g (to) = g5 (t5") = 207"
(4). If 4592 < p <1, then
It)={1}, 0<t<Q, I(t)={1,2},
and
to=15" <Q. I={1}, K=0, gr(to) = g2(t§). gy (to) = 207",

Remark 5.7. We point out that in general the second derivative of g at tg is discontinuous. For instance, for the
case where p = % in Lemma 5.6 we have

1
T(og + )2, 0<t<a,

g(t) =
Ha+10) 'S Ha+1t), t>om.
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Hence
a? 2a2
’ 1—?, O<t§0&17 1 3 O<t§0{17
g =9y , s ;g ()= 803
m - (3a1+a2)t2’ t > al (3011+O(2)t3’ t > al'

Consquetnly, g € C*(0,00) is decreasing in the interval (0,cy). Its first derivative is 0 at to = a1, however its

second derivative is not continuous at tg.

5.4. Proof of (39). Recall Rr(u) defined in (38). We derive next sharper bounds for P, (T, xs) and f;.,(T,x).

Since EJIEI_IlbI < by, then for any small € > 0 and any large @ > 0
P (T xr,6,Q) < Pyy(T, ;) < P (T, 2y, €)
holds for all —N,, < j < N, when u is large enough, where

(X () —tp)r > @
P T wr,e,Q) =P Jicpor) Vio =Y —e|Zx(txr)| > To(pg — SxrSiing) ¢
Vitg—eYy —¢ |ZJ<t,SE1)‘ > _Q].J
(X(t) —tu)r > @
] ; _
Vio+eYk +e|Zx(t, )] > %(NK ~ ki1 By

Furthermore, for any large L > 0, we can find ¢ > 0 sufficiently small such that

+ —
Pj;u(T’ :13],5) =P EltE[O,T
m}r(E;IIbes?I)_s )
€ to—e(p) < fu(T7]am1)

holds for all ||z;|| < L and all —N,, < j < N,, when u is large enough, where

—&, x] %;by >0,

(66) (ar) = 1
g, a:ITEI_I b; <0,
and €7’ = (ef'",i € I) with
g, z; >0,
(67) eF = iel
—&, Iy S Oa

Similarly,
m}r(El_Il b1+s?1)

fU(ijwa) Se to+e(zr)

holds for all z; € R™, —N,, < j < N,, when u is large enough. Moreover, it follows from (16) that for the given e

T(to) —e [T\ > iT T(to) + e [GT\?
gt =& (TN o+ 35y — grtg) < 91l0) T e (3T
2 U U 2 U

holds for all —N,, < j < N, when u is large enough. Consequently, we obtain the following upper bound

1
RT(U) < W(Fl(ngaTv u) + FQ(L7€7T7 u))a
where
T " ) — T 2 2] (5T b +eT)
Fl(L’{_:’T’ ’U,) - exp <_g1(0)€ <]> > / e L tolie(wj)l P]J',_u(T7 ;1;175) d-’B[
u —N,—1<j<N, 4 Vu [ler||<L

T to) — iT\?
Fo(L,e,Tyu) = —— exp (-gf(z)s <]>>
Y 1<j<N, vV
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m}r(E;IIbI+E:IDI)
X / e tote(zr) P {Elte[O,T](X(t) — t;l,)[ > :1:1} dm].
ller|[>L

Next, it follows that

. @] Bp'by o g7 (tg)a?
lim lim Fy(L,e,T,u) = / e o P{3epn(X({t)—tpu) >z} dml/ e 1 (x)dz
e—=0u—0 [ler||<L —o00
and
T g;(to) —e (4T \? e
lim lim — Z exp <—I — = e 1 dx.
e—=0u—0 \/u N, Ti<n, 4 Vu oo
Hence in view of Lemma 4.2, letting L — oo we obtain
) 1 o0 79'/1/(10)@/2
u11_>11010 Rr(u) < W/HI (T) . € i Y(y) dy.
Similarly, we obtain the following lower bound
1
Rr(u) > ———=F3(L,Q,¢e,T,u),
70> G P Qe To)
where
T Tt T\ >
Fy(L,QeTu) = —= > oxp (—91(‘}2“ (J) )
\/a —Ny—1<j<N, \/ﬂ
o] (877 br—e7l) .
[ ST (e Q) da
ller||<L
Letting u — 00,Q — 00,& — 0, L — oo (in this order) and in view of Lemma 4.2 we obtain
: 1 gt
ulgrolo Rr(u) = WHI(T) . € T Y(y) dy> 0.
Consequently, the claim follows and the proof is complete. O
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