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Experience-based Auditory Predictions Modulate Brain
Activity to Silence as Do Real Sounds

Leila Chouiter'*, Athina Tzovara®>>** Sebastian Dieguez’, Jean-Marie Annoni’,

David Magezi', Marzia De Lucia

Abstract

Bl Interactions between stimuli’s acoustic features and
experience-based internal models of the environment enable lis-
teners to compensate for the disruptions in auditory streams that
are regularly encountered in noisy environments. However,
whether auditory gaps are filled in predictively or restored a pos-
teriori remains unclear. The current lack of positive statistical
evidence that internal models can actually shape brain activity
as would real sounds precludes accepting predictive accounts
of filling-in phenomenon. We investigated the neurophysiologi-
cal effects of internal models by testing whether single-trial elec-
trophysiological responses to omitted sounds in a rule-based
sequence of tones with varying pitch could be decoded from
the responses to real sounds and by analyzing the ERPs to the
omissions with data-driven electrical neuroimaging methods.

INTRODUCTION

Ample evidence indicates that the auditory system auto-
matically extracts regularities from the acoustic environ-
ment and builds up, on this basis, internal models
enabling one to generate prediction about forthcoming
information (Yabe et al., 1998). Although missing infor-
mation in auditory streams has initially been accounted
for as being compensated retrospectively based on the
information surrounding the gaps (Bregman, 1994), re-
cent evidence suggests that gaps might rather be filled
in based on predictive activity (e.g., Bendixen, Schroger,
& Winkler, 2009; Dubnov, 2008; Schroger, Bendixen,
Trujillo-Barreto, & Roeber, 2007; Baldeweg, 2006; Zanto,
Snyder, & Large, 2006; Winkler, Karmos, & Nédtinen,
1996). According to prospective accounts of auditory fill-
ing in, the brain activity driven by internal models would
not only help compensate for disruptions in auditory
streams but also optimize the processing of incoming au-
ditory information and facilitate the detection of novel
auditory events. This assumption, however, implies that
internal models actually contain consistent information
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The decoding of the brain responses to different expected, but
omitted, tones in both passive and active listening conditions
was above chance based on the responses to the real sound in
active listening conditions. Topographic ERP analyses and elec-
trical source estimations revealed that, in the absence of any
stimulation, experience-based internal models elicit an electro-
physiological activity different from noise and that the temporal
dynamics of this activity depend on attention. We further found
that the expected change in pitch direction of omitted tones mod-
ulated the activity of left posterior temporal areas 140-200 msec
after the onset of omissions. Collectively, our results indicate that,
even in the absence of any stimulation, internal models modulate
brain activity as do real sounds, indicating that auditory filling in
can be accounted for by predictive activity. Il

on environmental regularities and could generate pat-
terns of brain activity matching those elicited by real
physical stimulation. To test this premise of prospective
accounts, this study investigated whether and how predic-
tions from internal models actually shape brain activity.
The current experiment is not designed to discriminate
between the existence of either retrospective or predic-
tive mechanisms, nor is it designed to measure the rela-
tive strength of contribution of each mechanism. Rather,
our experiment and analyses are designed to investigate
direct statistical evidence in support of the predictive
filling-in phenomenon.

Most current knowledge on how internal models build
up and impact perceptual processes comes from electro-
physiological “oddball” paradigms in which rare, deviant
sounds are presented in a repetitive sequence of identi-
cal sounds. As compared with the brain responses to the
frequent, predictable sounds, responses to deviant
sounds elicit specific brain responses depending on the
difference between expected versus actual stimuli (e.g.,
mismatch negativity component in electrophysiological
oddball studies; Schroger et al., 2007; see Bendixen,
SanMiguel, & Schroger, 2012, or Niitidnen, Paavilainen,
Rinne, & Alho, 2007, for review; Sussman, 2007; Winkler
et al., 1996). Extreme forms of oddball in which a sound is
omitted—rather than being modified—in an otherwise
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predictable sequence of sounds allow a direct assessment
of the influence of internal models on neural activity be-
cause neurophysiological responses to the omissions are
not contaminated by the presentation of a real sound
(Bendixen et al., 2009; Raij, McEvoy, Makela, & Hari, 1997).

Omission studies so far have suggested a high degree
of similarity between the brain responses to expected but
omitted sounds and real sounds (Sanmiguel, Saupe, &
Schroger, 2013; Wacongne et al., 2011; Bendixen et al.,
2009; Janata, 2001; Raij et al., 1997) and reported that at-
tention might modulate brain responses to omissions by
changing their latencies or whether cross-modal informa-
tion is encoded in the internal models of forthcoming au-
ditory information (Bendixen et al., 2012, for review).
Activity within the auditory system resembling the activity
elicited by actual stimulation has also been reported in
literature that did not focus on omissions within a sound
sequence but during silence gaps in familiar musical
pieces (Kraemer, Macrae, Green, & Kelley, 2005), viola-
tions in learned motor—auditory or visuo-auditory coupling
(Stekelenburg & Vroomen, 2015; SanMiguel, Widmann,
Bendixen, Trujillo-Barreto, & Schroger, 2013), or atten-
tion to auditory events (Voisin, Bidet-Caulet, Bertrand, &
Fonlupt, 2006).

However, the literature so far suffers two main limita-
tions. First, although “similarities” between the brain ac-
tivity during expected but missing sounds and real
sounds have been suggested, to our knowledge, there
is no direct positive statistical evidence that the brain ac-
tivity during auditory gaps actually matches that in re-
sponse to real sounds. This limitation pertains to the
utilization of classical null hypothesis testing approach,
which cannot demonstrate the absence of a difference
between two conditions (e.g., Rouder, Speckman, Sun,
Morey, & Iverson, 2009). For instance, Bendixen et al.
(2009) showed that ERPs from predictable tones and
tone omissions were not significantly different from each
other [#(13) = —0.517, p = .614] and concluded that “the
auditory system preactivates the neural circuits for ex-
pected input, using sequential predictions to specifically
prepare for future acoustic events.”

In addition, the precise spatio-temporal dynamics of
brain responses to expected but omitted sounds remains
unclear. Previous ERP studies on auditory internal
models limited their investigation to some electrode sites
and periods of interest selected a priori based on where
and when typical auditory evoked potential components
typically manifest (e.g., MMN at 150 msec on fronto-
central recording sites in Shinozaki et al., 2003). This ap-
proach could be appropriate if brain responses to omitted
sounds are similar to responses to real sounds, but this
assumption lacked direct empirical support. Other func-
tional neuroimaging approaches on brain responses to
omissions or gaps in auditory streams provided compel-
ling spatial information on the brain activity driven by in-
ternal models but with low temporal resolution (Kraemer
et al., 2005).

To resolve these issues, we analyzed electrical neuro-
imaging responses to omissions presented in a rule-
based sequence of three tones differing in pitch. Within
the sequence, the precise onset and direction of the
change in pitch of the forthcoming tones were mostly
predictable. To investigate the effects of attention on
the building up and functional consequences of internal
models, the sound sequence was presented either pas-
sively or actively in two different groups of participants.

To determine if the brain activity elicited by the predic-
tions from internal models actually matched those
evoked by real stimuli, we examined whether the brain
responses to the omission could be decoded based on
the responses to the real sounds using a single-trial
EEG topographic classification procedure. To character-
ize the precise spatio-temporal brain dynamics of the
brain activity during the omissions, we conducted global
topographic analyses of the ERPs to the omitted tones
with data-driven time-frame-wise randomization statistics.
First, we examined whether and when there was a brain
response during the expected but omitted tones using
a topographic consistency test (TCT). Second, we con-
ducted a topographic and distributed electrical source
estimation analysis of the ERP to the omissions to deter-
mine whether, when, and where the brain networks re-
sponding to the omissions differed depending on their
expected pitch.

METHODS
Participants

Twenty-six healthy right-handed male volunteers partici-
pated in the study (laterality was assessed using the
Edinburgh questionnaire by Oldfield, 1971): 13 were as-
cribed to the passive listening group (aged 19-43 years,
mean * SD = 25.9 * 6.1 years), and 13 were ascribed
to the active listening group (aged 22-32 years, mean =+
SD = 259 * 3.3 years). Before the experiment, each par-
ticipant completed a questionnaire assessing general
health and musical training (playing an instrument, singing/
music lessons).

No participant had a history of neurological or psychi-
atric illness, and all reported normal hearing. None were
musicians. Each participant provided written informed
consent to participate in the study. All procedures were
approved by the local ethics committee.

Stimuli

Stimuli were 70-msec pure tones generated using Adobe
Audition 2.0 and presented via etymotic ERP4 insert ear-
phones at a level judged the most comfortable by the
participants. All chosen presentation levels were between
80 and 90 dBSPL. The frequency of the tones was 700 Hz
for the low-pitch (L), 900 Hz for the medium-pitch (M),
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and 1100 Hz for the high-pitch (H) conditions, each of
which is easily discriminable from the others.

Procedure and Tasks

Participants were seated in front of an LCD display screen
in a dark, sound-isolated, and electrically shielded booth
and participated either in the active or passive listening
condition.

In the passive listening condition, they were instructed
to watch a subtitled silent movie and to ignore the audi-
tory stimuli. Ten blocks of 1000 stimuli each (tones + omis-
sions) were presented during the passive listening session.

Each block contained a pseudorandom sequence of
tones (i.e., random order but without repetition) with
an average of 900 trials (ca 300 H, 300 M, and 300 L)
across blocks of presentation, plus an average of 100
“omissions” (O) pseudorandomly (i.e., without repeti-
tion) interleaved in the sequence (Figure 1A). In total, ap-
proximately the same numbers of each possible
combination between the H, M, and L tones (H-L, H-M,
M-H, M-L, I-M, and L-H) and of each possible combina-
tion between a tone and an omission (M—0, H-0, and L-0)
were presented during the whole listening session. The to-
tal numbers of presentations for each tone type were 2991
(H), 3035 (M), 2964 (L), and 1000 (O) across blocks in the
passive condition (there was not exactly the same number
of each tone presented during the experimental session
because the sound sequences were generated using a
Markov chain stochastic statistical model).

In the active listening condition, the sequences were
the same as in the passive condition, except that partici-
pants were instructed to listen to the sounds while visually
fixating a central cross on a black background. Before the
experiment, the three tones (H, M, and L) were presented
to the participants, and one of them was designed as the
“target sound” (the target sound was counterbalanced
across all participants). During the presentation of the se-
quence, the participants were asked seven to nine times
pseudorandomly during the sequence (i.e., with at least
one trial between each question) to retrospectively report
manually if the sound they heard was the “target” sound or
not. The sequence stopped at each question and restarted
as soon as the participant responded. Because the active
listening condition was more demanding than the passive
listening conditions, only 6 blocks of 1,000 stimuli were
presented. The total numbers of presentation for each
tone type were 1,766 (H), 1,837 (M), 1,785 (L), and 606
(O) in the active condition.

Critically, the onset of the next tone could be predict-
ed in the sequence because the ISI was kept constant at
450 msec. The direction of the change in pitch of the
next tones was also largely predictable in the sequence
because, after a low-pitch tone, only a higher pitch tone
(M or H) could be presented; after a high-pitch tone,
only a lower pitch tone (M or L) could be presented;
and after a medium-pitch tone, only a higher or lower
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pitch tone could be presented (H or L). Although the pre-
cise pitch of the omission in the sequence could not be
predicted, we could extract three types of omission, which
differed in their expected pitch depending on the preced-
ing pitch (see also the Discussion section).

Stimulus delivery and response recording were con-
trolled by EPrime 2.0 software (Psychology Software
Tools, Pittsburgh, PA).

EEG Analyses
EEG Acquisition and Preprocessing

Continuous EEG was acquired during the passive and ac-
tive listening phases at 1024 Hz through a 128-channel
Biosemi ActiveTwo system referenced to the common
mode sense/driven right leg ground (which functions as
a feedback loop driving the average potential across the
montage as close as possible to the amplifier zero).

We focused on a period including the omitted tone
and the immediately preceding real tone. EEG epochs
from 520 msec before (corresponding to the onset of
the sound preceding an omission, i.e., 450-msec ISI +
70-msec sound) to 470 msec after the onset of the omis-
sions were extracted and were then averaged for each par-
ticipant. Trials with blinks, eye movements, or transient
noise were rejected using a semiautomated *=80-pV
criterion and visual inspection. On average, for each par-
ticipant, 11.7% of the trials were rejected for the high-
pitch, 11.3% for the medium-pitch, and 13.8% for the
low-pitch conditions. These values did not differ statisti-
cally (F(2, 23) = 0.742, p = .49).

Four different ERPs were generated per participant.
The first ERP included all omissions together, indepen-
dent of the pitch of the tone preceding the omission
(O-; H-O + M-O + L-0), and was computed for the to-
pographic consistency (TC) and global field power (GFP)
analyses. These analyses aimed at characterizing the tem-
poral dynamics of brain responses to omissions irrespec-
tive of their expected pitch. Including all pitch conditions
in the ERP thus enabled improving the signal-to-noise ra-
tio. For the topographic analyses, three other ERPs were
generated, each depending on the tone preceding the
omission (H-O, M-0O, and L-O). Because the direction
of the change in pitch of the forthcoming tone was pre-
dictable based on the preceding tone (at least for the after
the H and L tones), these ERPs each included an omis-
sion with a different expected pitch. Before group aver-
aging, artifacted electrodes from each participant (i.e.,
electrodes that were not considered during the trial re-
jections procedure because they showed transient noise
higher than the *£80-uV criterion in more than five consec-
utive trials) were interpolated (an average of 14.2 = 1.5 and
13.2 = 2.6 electrodes [mean = SD] were interpolated
in the active and passive groups, respectively; Perrin,
Pernier, Bertrand, Giard, & Echallier, 1987), and then all
electrodes were rereferenced against the average reference.

Volume 27, Number 10



Figure 1. Experimental design

and Topographic Consistency A Experimental Design
Tests (TCTs). (A) Experimental
design. Passively or actively
presented sound sequences
were composed of high-
frequency (H, 1100 Hz; in red),
medium-frequency (M, 900 Hz;
in green), or low-frequency
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ERP waveforms from the 128 | Sound { Omission

1. Superimposed ERP

electrodes across participants.
Waveforms

The ERPs collapsing all pitch
conditions together are
displayed in microvolts as a
function of time. The ERP
epoch of interest starts from the

uv

onset of the sound preceding

the omission (plain green line) 2. GFP and TCT

to 470 msec after the onset of
the omission (dotted green
line). (B and C, bottom) Global
Field Power (GFP) and TCTs.
The GFP is displayed in
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strength of the electric field at
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and indicates the presence of
an ERP signal significantly
different from noise (gray areas,
b < .05) over almost all the
periods after the onset of the
real sound. There was also a

.85

significant consistency 100-310

0

100200 300 400 0 100 200 300 400 msec

(active listening group, B),

20-190, and 260—470 (passive

listening group, C) msec after the onset of the omission. The topography of the ERP is represented (nasion upward; blue and red for negative and
positive voltages, respectively) averaged over the period after the omission showing a significant TCT and after the corresponding period in the real
sound. (D) GFP comparison between the active versus passive listening group. The 1 values are plotted as a function of time. The GFP of the
ERP was higher (gray areas, p < .05) in the active than passive listening condition 150-250 msec after the onset of the real sound and during the

whole period after the omission.

ERP Analyses
Topographic Consistency Tests (TCTs)

As a first step, we investigated the spatio-temporal dy-
namics of the brain responses to omissions irrespective
of the preceding tone by analyzing the topographic con-
sistency of the ERP including all pitch conditions (passive

and active conditions separately) and the GFP between
this ERP in the passive versus active listening condition.
TCTs were carried out using the RAGU software package
(Koenig, Kottlow, Stein, & Melie-Garcia, 2011), following
the method developed by Koenig et al. (2011) and Koenig
and Melie-Garcia (2010). The TCT aims at identifying
the presence of a signal (i.e., an ERP) that is significantly
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different from noise in the EEG data. The rationale behind
the TCT is that, if there is a brain response functionally re-
lated to the omissions (i.e., if the brain responses at the
moment of the omissions are not only noise), then this
brain response should be similar across participants at a
given latency after stimulus or omission onset. Because
similar configurations of intracranial generators imply sim-
ilar topographies, topographies are tested for consistency
across participants to determine the presence of a re-
sponse evoked by the omissions. The test for between-
participant consistency is based on measures of the GFP.
The GFP is calculated as the spatial standard deviation of
the electric potentials, that is, as the square root of the
sum of all squared potentials divided by the number of
electrodes (Murray, Brunet, & Michel, 2008; Lehmann &
Skrandies, 1980). The TCT analysis entails the comparison
between the GFP of the group-averaged ERP at a given
time frame (TF) versus the distribution of GFP values ob-
tained after randomly reshuffling the voltage values mea-
sured at each electrode for each participant. It is worth
noting that the GFP for each participant will not be af-
fected by reshuffling whereas the GFP of the average will
be sensitive to that procedure. The principle of this anal-
ysis is that the higher the consistency of the topographies
across participants at a given latency, the higher GFP of
the group-averaged ERP. Thus, the comparison between
the GFP of the group-averaged ERP and the average
of the GFP of the individual ERPs can be used as the effect
size of the topographic consistency. On this basis, the to-
pographic consistency is estimated as follows. For each
participant and condition (i.e., passive and active listen-
ing), the electrodes are shuffled 5,000 times to generate
a data set corresponding to a situation where the individ-
ual ERPs are only noise (i.e., the topographic information
is destroyed while preserving the GFP). Then, the proba-
bility that the measured ERPs are only noise equals the
percentage of the 5,000 randomizations in which the
GFP in the group mean of the actual ERPs is higher than
the GFP of the group mean of the shuffled data (p thresh-
old was set at .05; see Tzovara, Murray, Michel, & De Lucia,
2012, for review).

GFP Analyses

Modulations in the strength of the electric field at
the scalp at each time point were quantified using the
GFP (Koenig & Melie-Garcia, 2010; Murray et al., 2008;
Lehmann & Skrandies, 1980). Differences in GFP between
the active and passive listening conditions were assessed
based on the same randomization procedure described
for the TCT: GFP at each time point was compared with
an empirical distribution of the GFPs derived from a boot-
strapping procedure (5,000 permutations per data point)
based on randomly reassigning each participant’s data to
one of the two listening conditions (Koenig et al., 2011;
Koenig & Melie-Garcia, 2010). Because the ERP GFP is or-
thogonal to the ERP topography, GFP analyses enable as-
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sessing modulations in response strength independently
of the configuration of the underlying brain networks.

Topographic Analyses

We investigated whether and when the expected pitch of
an omitted tone had an effect on the electrophysiological
response to the omission and whether this effect was dif-
ferent between the active and passive listening condi-
tions. To do so, we compared the ERP topography with
the omissions between the three pitch conditions and for
the active and passive listening conditions using a 3 X
2 mixed topographic ANOVA with pitch (three levels:
H, M, and L) as within-participant factor and listening
condition (active and passive) as between-participant fac-
tor. As for the TCT and the GFP analyses, randomization
statistics were used for the topographic analysis at each
time point over the whole EEG epoch.

The global ERP topographic analyses used in this study
have several advantages over classical waveform analyses:
They are reference independent (for details, see Tzovara,
Murray, Michel, et al., 2012; Murray, Camen, Gonzalez
Andino, Bovet, & Clarke, 2006; Murray et al., 2005; Michel
et al., 2004; Lehmann, Ozaki, & Pal, 1987) and data driven
(no a priori selection of electrodes or periods of interest).

Modulations in the topography of the electric field at
the scalp at each time point were expressed as a dissim-
ilarity index (global map dissimilarity [GMD]). For two
experimental conditions, that is, only two levels of a fac-
tor, the GMD is the root mean square of the “difference”
scalp map, that is, the electrode-wise difference in volt-
age potential. Importantly, before calculating the differ-
ence, each voltage was normalized by the GFP across
all electrodes for each condition (for a review, see Murray
et al., 2008).

The utilization of GFP-normalized topographic maps
enables examination of topographic differences between
maps independently of pure amplitude modulations. Be-
cause topographic changes necessarily follow from differ-
ences in the configuration of the brain’s underlying active
generators (Srebro, 1996; Lehmann et al., 1987), the anal-
ysis of GMD determines if and when different configura-
tions of brain networks are engaged across experimental
conditions. As with the TCT and GFP, to determine
whether an observed GMD arose by chance, we used a
randomization-based permutation test. When the experi-
mental design includes only two conditions, the two to-
pographic maps obtained for each participant at a given
time point are randomly assigned to one of the two
levels, and the grand-mean GMD for this permutation is
obtained by averaging across participants. Once a suffi-
ciently large number of permutations (maximum = 2",
where N is the number of participants) have been carried
out to obtain an empirical distribution, the probability
(p) that the grand-mean GMD arose by chance can be
expressed as the proportion of permutations in the refer-
ence distribution with a GMD greater than or equal to the
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actual GMD. In the current experiment, we applied a 3 X
2 Pitch (H, M, and L) X Listening condition (active and
passive) design for the topographic analyses, and so a
generalized version of the above procedure was used
(Koenig & Melie-Garcia, 2010; Wirth et al., 2008). First,
the grand-mean scalp map was subtracted from every
level of each participant to produce “residual” maps.
Next, for each level, the residual maps were averaged
across participants, and the GFP of this grand-mean resid-
ual map was calculated. A large GFP of the residual map
indicates that the original map for this level differs greatly
from the grand-mean map. Finally, the residual-map
GFPs were summed across levels to provide a “general-
ized” GMD. Note that, in the case of only two levels, this
is equivalent to the GMD described above. To obtain a
reference distribution for generalized dissimilarity, the
procedure was repeated 5,000 times with scalp maps ran-
domly assigned to one of the levels in a within-participant
manner. Calculations were performed with RAGU (Koenig
et al., 2011), and p values for each time point are reported.

For the TCT, GFP, and GMD analyses, correction was
made for temporal autocorrelation by considering only
significant differential effects lasting for at least 11 contig-
uous data points (Guthrie & Buchwald, 1991).

Theoretically, significant topographic and GFP results
should manifest only over periods of topographic consis-
tency (i.e., when there is an ERP signal). These analyses
should thus be carried out only over periods of signifi-
cant TCT. However, with the aim of testing this assump-
tion and of providing as much information as possible,
we opted to conduct and show the results of these two
analyses for each TF over the whole epoch.

Electrical Source Estimations

A distributed linear inverse solution and the local auto-
regressive average (LAURA) regularization approach were
used to estimate intracranial sources of the scalp-recorded
data (Grave-de Peralta, Gonzalez-Andino, & Gomez-
Gonzalez, 2004; Grave de Peralta Menendez, Murray,
Michel, Martuzzi, & Gonzalez Andino, 2004). Intracranial
sources (current densities at each solution point) were es-
timated and statistically processed over the periods show-
ing significant pitch, listening condition, or Pitch X
Listening condition topographic modulation. ERPs for
each participant and condition were first averaged over
the period of interest. Then, intracranial sources were es-
timated for the resulting one time-sample ERP for each
participant and condition. These processing steps were
conducted using Cartool software (Brunet, Murray, &
Michel, 2011). The current densities at each solution point
were then statistically compared at each solution point be-
tween the experimental conditions using the same 3 X 2
Pitch (H, M, and L) X Listening condition (active and pas-
sive) ANOVA as for the ERP analyses. The solution space
included 5,299 nodes equally distributed within the gray
matter of the averaged brain of the Montreal Neurological

Institute (courtesy of Grave de Peralta Menendez and
Gonzalez Andino, University Hospital of Geneva, Geneva,
Switzerland). To control for multiple comparisons, only
significant clusters with a minimal size of 14 consecutive
points (kg) were retained. This spatial criterion was deter-
mined with the AlphaSim program (http://afni.nimh.nih.
gov/afni); there was a false positive probability of <.005
for observing a cluster of 14 nodes (see also Knebel &
Murray, 2012; De Lucia, Clarke, & Murray, 2010). Statistical
analyses in the brain space were performed using the
STEN toolbox developed by Jean-Frangois Knebel.

Single-trial Classification

We used a single-trial classification technique to examine
whether the ERP responses to omitted sounds share
common features with the ERP responses to real sounds
in both groups of participants. Specifically, we trained a
classifier to discriminate single trials in response to higher
(i.e., M and H tones following an L) versus lower (L and M
tones following an H) real sound presentations and used
this classifier to examine whether it could also discriminate
EEG responses to higher (expected H or M, i.e., omissions
following an L tone) versus lower (expected L or M =
omissions following an H tone) omissions.

The classification technique implemented here con-
sists of modeling the distribution of single-trial voltage
topographies based on a mixture of Gaussians model
(GMM). The GMM computation was based on the in-
stantaneous measurements from all electrodes together,
modeled as time points in an z-dimensional space,
where 7 = total number of electrodes (here, 64). To en-
sure that any effect was a result of topographic but not
amplitude modulation, before training the classifier, we
normalized values on all electrodes by the instantaneous
GFP.

The details of this method have been presented else-
where (Tzovara, Murray, Bourdaud, et al., 2012; Tzovara,
Murray, Michel, et al., 2012). This approach has been suc-
cessfully used in the past to decode EEG responses to
auditory stimuli (Cossy, Tzovara, Simonin, Rossetti, &
De Lucia, 2014; Tzovara et al., 2013; De Lucia, Tzovara,
Bernasconi, Spierer, & Murray, 2012; Bernasconi et al.,
2011). Here, we applied this algorithm in the groups of
passive and active participants separately. For each of the
conditions, we extracted two nonoverlapping data sets, a
cross-validation (CV) data set and a validation (V) data
set. The CV data set consisted of 30 trials per participant,
extracted randomly (390 trials in total) and correspond-
ing to H and L real sound presentations. These trials were
used for computing the GMM models and selecting the
optimal parameters for classification in a 10-fold CV
procedure.

The V data set consisted of 30 trials per participant, cor-
responding to 15 H and 15 L real sound responses (390
trials in total; validation real [VR] data set), and it was used
for validating the computed models and examining their
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accuracy for discriminating responses to real sounds. The
choice of these proportions was based on our previous
work (De Lucia et al., 2012; Bernasconi et al., 2011). Finally,
we extracted 30 trials per participant (390 trials in total; val-
idation omission data set) in response to 15 H and 15 L
omissions to examine whether the classifiers trained on
real sounds could also accurately classify responses to
omissions.

In all of the abovementioned cases, we trained/tested
and validated the classifier with instantaneous single-trial
voltage topographies extracted from —100- up to 500-msec
poststimulus onset for real sounds or omissions. All the sin-
gle trials were extracted randomly from all the blocks to
cover the entire experiment duration.

The GMM models’ computation was based on an
expectation—-maximization algorithm (Dempster, Laird,
& Rubin, 1977) and was carried out for each experimental
condition separately (i.e., responses to H vs. L real
sounds). After estimating the GMM models, we assigned
posterior probabilities on the single-trial voltage topogra-
phies, which represent the probability for every trial and
time point to be represented by each of the Gaussians
in the models (Tzovara, Murray, Michel, et al., 2012).

The GMM model computation was carried out on one
part of the CV data set (training data set, ~90% of the CV
trials). The extracted features (i.e., GMM models and dis-
criminative periods) were then used for classifying the re-
maining 10% of the CV trials (test data set) by computing
posterior probabilities for each of the GMM models. To
increase the signal-to-noise ratio of the single-trial EEG
responses, we averaged four single trials belonging to
each experimental condition and then classified this aver-
age. The classification performance was quantified as the
area under the receiver operator characteristic curve
(AUC; Green & Swets, 1966). The model computation
and classification was repeated in a 10-fold CV, in a way
such that the test data sets never overlapped.

As it is not possible to estimate in advance the total num-
ber of Gaussians in the GMM models, we trained a series
of models for each condition, while varying the number of
Gaussians from 3 to 10. Finally, we selected the pair of
GMMs that provided the maximum AUC value on average
on the 10 test data sets. Because these test data sets were
used for model selection, a more realistic value of the de-
coding performance was obtained by classifying the valida-
tion trials using the selected models, which had never been
used for training/testing the models. Here, we only report
results corresponding to these validation trials.

In addition, we examined the generalization of the
computed models to another group of participants: We
used the models that were trained for the real sound pre-
sentation in the passive group to classify validation trials
corresponding to omissions of the active group and vice
versa. The goal of this cross-group analysis was to exam-
ine whether the computed models generalize not only to
omissions from the same group of participants but also
to omissions in a different group.

1974 Journal of Cognitive Neuroscience

In all of the abovementioned cases, the significance of
the classification results was assessed by comparing the
classification performance on the validation data sets
with chance level. Chance level was quantified by ran-
domly permuting the true labels of the CV trials and re-
computing the GMM models 500 times. These random
models were then used for classifying the validation trials.
The true decoding performance of the validation data
sets, obtained with the original models, was compared
with the distribution of the decoding values based on
the random models (Wilcoxon signed-rank test, p <
.001). It is worth to note that comparing the true valida-
tion results with the chance level is equivalent to compar-
ing it with a “nonpredictive” condition where the sound
sequence information is lost.

RESULTS
ERP Analyses
TCTs

Figure 1B (top) and C (top) display the time course of
the mean ERP (i.e., including all pitch conditions together)
at each scalp electrode from the onset of the sound pre-
ceding the omission to 470 msec after the onset of the
omission.

The results of the TCT are displayed in the Figure 1 (B
and C, bottom). In both the active and passive listening
conditions, the response to the real sound elicited pe-
riods of sustained significant topographic consistency,
confirming that the TCT was sensitive to the ERP elicited
by processing of real sound.

There were ERP signals significantly different (p < .05;
>11 TFs) from noise also during the period after the on-
set of the omissions. In the active condition, there was a
period of significant topographic consistency 100-310 msec
after the expected onset of the omission. In the passive
condition, there were two periods of topographic consis-
tency 20-190 and 260-470 msec after the expected onset
of the omission.

GFP Analyses

The GFP of the ERP to the omissions was higher (p <
.05; >11 TFs) in the active than passive listening condi-
tion 150-250 msec after the onset of the real sound and,
critically, over a large period of the omissions, indicating
stronger global response strength to the omissions in the
active than passive listening condition (Figure 1D).

Topographic Analyses

The time-frame-wise 3 X 2 Pitch (H, M, and L) X Listen-
ing condition (active and passive) mixed topographic
ANOVA revealed a main effect of factor Pitch 85-200
and 250-310 msec after the onset of the real sound. There
was also a main effect of Pitch 120-180 msec after the
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Figure 2. Topographic ANOVA
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expected onset of the omission. There was a main effect
of Group 70-100 msec after the onset of the real sound
but not for the omissions (p < .05; >11 TFs). There was
no Pitch X Group interaction (Figure 2).

Electrical Source Estimations

Electrical source estimations were submitted to a 3 X 2
Pitch (H, M, and L) X Listening condition (active and pas-
sive) mixed ANOVA over periods showing a significant to-
pographic modulation during omissions, that is, for the
main effect of pitch 120-180 msec after the expected on-
set of the omission. The results revealed a significant
main effect of Pitch within left posterior temporal regions
(p < .05; kg = 14 solution points). The same analysis was
conducted over the same period but after the onset of
the real sound. The pattern of result was very similar

and showed a main effect of Pitch within posterior tem-
poral regions, with an additional involvement of the bilat-
eral temporal poles (Figure 2).

Single-trial EEG Analyses
Classification of Responses to Real Sounds

In the active group of participants, classification perfor-
mance of responses to H versus L sounds was 0.67 =
0.07 in the CV data set and 0.59 = 0.01 in a separate
set of VR trials (AUC value = standard error; Figure 3A).
This result was significantly above chance level, based on
a Wilcoxon signed-rank test (|z| = 18.38, p < .001).
Chance level was equal to 0.51 * 0.002.

In the passive group, classification performance of real
sounds was 0.73 = 0.08 in the CV data set and 0.53 =

Figure 3. Decoding

performance for the active and A Active Listening Group

B passive Listening Group

passive listening groups of
participants obtained on the
validation data set for each
condition (mean and SEM
shown). The decoding
algorithm was trained using

the models of the real Real Omitted Omitted Real Omitted Omitted

presentations of H versus Jactive Jactive [passive [passive /passive factive
models models models models models models
—— —— ——— ——

L pitch tones and could

accurately discriminate EEG

responses to real sound presentations for both active and passive groups of participants (A and B, first bar). However, it could only discriminate
omissions for the active group (A and B, second bar). The models of the active group were also able to generalize and discriminate responses of
the passive group of participants, but not the other way around (A and B, third bar). Asterisks mark above-chance-level decoding results. AUC = area

under the curve.
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0.02 in the VR data set (Figure 3B). These results were
also significantly above chance levels, although with a
weaker z value than for the active group (Wilcoxon test:
|z| =9.07, p < .001). Chance level was equal to 0.51 =
0.003.

The above-chance-level classification results on the real
sounds suggest that the computed models were able to
reliably extract informative features of the single-trial EEG
responses to real presentations of H versus L pitch
sounds. In summary, these results suggest that the
models for the active group of participants were more
robust compared with the passive one, as indicated by
a higher AUC value in the VR data set and higher level
of significance. We further tested whether the same
models, computed for real sounds, can be generalized
for classifying responses to omissions.

Classification of Responses to Omissions

In this context of omitted responses, we used the same
models as for the real sound presentations. These
models were obtained based on the CV data set for which
results have been reported above. In the active group,
classification performance for omissions in the validation
data set was 0.59 = 0.01 (Figure 3A). This result was sig-
nificantly above chance levels (Wilcoxon signed-rank test:
|z| = 18.45, p < .001), suggesting that responses to
omissions shared common features with responses to
real sounds and that these features are specific to the
expected pitch. Chance level was 0.50 = 0.003.

In the passive group, however, classification of omis-
sions in the validation data set was around chance levels,
with an AUC value of 0.50 *= 0.02 (Figure 3B), and we
therefore did not compute the random permutations.
These classification results of the omissions for both
groups of participants were based on the same models
as the results for the real sound presentations.

In addition, we examined whether the computed
models, based on the real sounds of one group of partic-
ipants, could also be generalized to the other group. We
used the models of the passive group to classify omis-
sions from the active group. The classification perfor-
mance in this case was very poor and equal to 0.43 =
0.02 (Figure 3A). By contrast, when using the models
of the participants in the active group, we were able to
accurately classify the omissions of the passive group:
The classification performance in this case was 0.56 =
0.003 (Figure 3B), and chance level was 0.52 = 0.003. These
results were significantly above chance level (Wilcoxon
signed-rank test: |z| = 14.24, p < .001).

We also examined whether the residual state from the
preceding sounds was driving the classification. If that
was the case, then the classifier should work when con-
sidering only the preevent period as it does when consid-
ering the whole trial, including the post-event interval,
because residual state before real sound is the same as
before omissions. On the basis of this rationale, we tested
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the classification based on the models of the active con-
ditions but taking into account only 25 msec preceding
the onset of the active and passive omissions for the test-
ing of the classifier. This analysis resulted in classification
performance at chance level (passive: 0.48 AUC, active:
0.48 AUC), indicating that residual state from the preced-
ing sound did not drive above-chance classification and
thus cannot account for our results.

DISCUSSION

To determine whether and how experience-based audi-
tory internal models generate brain activity during pre-
dicted but omitted stimuli, we analyzed brain responses
to omitted sounds in passively or actively presented rule-
based sequences of tones with varying pitches.

We found an above-chance-level decoding of the elec-
trophysiological responses to the omissions in both the
passive and active listening conditions when decoding
was based on the responses to real sounds in the active
condition. Although the decoding of the real sounds in
the passive condition was also above chance level for
models based on real sounds in this condition, models
based on these brain responses could not decode re-
sponses to omissions in either the passive or active
conditions.

Topographic consistency analyses after the onset of
the omitted tones revealed the presence of an electro-
physiological response even when an expected tone
was not presented. ERPs to omissions manifested from
50 msec after the expected onset of the omission in
the passive and from 100 msec in the active listening con-
dition. Overall, the electrophysiological response to the
omissions was stronger in the active than passive listen-
ing condition, which corresponds to the effects of atten-
tion usually observed on the processing of real sounds
(e.g., Coch, Sanders, & Neville, 2005).

The Pitch X Listening topographic analyses revealed a
main effect of Pitch around 100 msec after the onset of
the omission, indicating that different brain networks
were engaged in response to the omission depending
on its expected pitch. Source estimations revealed that
this topographic modulation stemmed from the left pos-
terior temporal cortices.

Although previous literature reports “similar” (SanMiguel,
Widmann, et al., 2013; Bendixen et al., 2009) or “corre-
lated” responses for omissions and actual sounds (Janata,
2001), there was so far no direct positive statistical evi-
dence that neural responses to predicted but omitted
sounds match responses to the actual sounds that have
been omitted. This lack of evidence pertains to the fact
that the classical null hypothesis testing approach can
only state a failure to reject the null hypothesis (e.g., Rouder
et al., 2009). Null results can indeed always be argued to
follow from data insensitivity because of a lack of statis-
tical power, weaknesses in the experimental design, or
other limitations. To circumvent this problem, we applied
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a classification analysis on the single-trial ERPs to the ac-
tual sounds and to the omissions. We found an above-
chance decoding of the electrophysiological responses
to the omission in passive and active listening conditions,
in both cases, by training responses to the real sounds of
the active condition. This pattern of results provides the first
direct statistical evidence that the pitch-specific topography—
and thus, the brain network—to the actual sounds matches
those of the omissions. The accuracy of these decoding
results is particularly relevant given that they are based
on single-trial responses across all the participants in each
of the active and passive conditions, thus showing (i) a
high degree of generalization of the response pattern
and (ii) that a similar neural correlate of the predictive
phenomenon is indeed present across individuals.

We found that the prediction process took place even
during the passive listening condition, corroborating that
the building up of internal models is an automatic
stimulus-driven mechanism (Bendixen et al., 2009). How-
ever, whereas responses to the real sounds in the passive
condition were decodable, this was not the case for re-
sponses to the omissions. This finding suggests that atten-
tion might have influenced the sound features encoded in
internal models. However, given that the strength of the
response was weaker in the passive condition (as indi-
cated by the GFP analysis), one explanation could be that
the classifier was penalized in a context of a low signal-to-
noise ratio although the pitch features were still encoded.

The fact that brain responses to omissions contained
pitch information matching those in the responses to actual
sounds confirms that brain activity from internal models
can be considered as contributing to auditory filling-in
phenomena such as phoneme restoration (Warren,
1970) or continuity illusions (Miller & Licklider, 1950). In-
deed, it has long been known that an interrupted signal,
such as a pure tone or speech, can be perceived as con-
tinuous if the interruptions are “filled in” by a masker, such
as broadband noise (Houtgast, 1972; Elfner & Caskey,
1965). Importantly, this continuity illusion occurs only if
the masker contains sufficient energy at the signal fre-
quency. The effect of frequency in the current experiment
(main effect of pitch) suggests a potential neural mecha-
nism by which predictive mechanisms may contribute to
the continuity phenomenon or, more broadly, to the au-
ditory imagery evoked by silent gaps in musical pieces
(Margulis, 2007): They would produce activity mimicking
responses to actual sounds as in this study. This would im-
ply that auditory cortical activity is necessary, but not suf-
ficient, for the conscious perception of a sound as “real”
and has implications for our understanding of auditory im-
agery and its related disorders such as tinnitus or verbal
and musical hallucinations. However, phoneme restora-
tion and gap filling-in take place over a much shorter time
scale than the processes involved in our studies. In addi-
tion, our design incorporates rhythmic aspects that are not
necessarily involved in the previous literature on filling-in
phenomena.

The time-frame-wise TCT revealed the precise tempo-
ral dynamics of brain responses to an expected but omit-
ted tone. Periods of topographic consistency, indicating
when there was an ERP significantly different from noise
in response to an omission, started earlier in the passive
listening condition (ca. 50 msec) than in the active listen-
ing condition (ca. 100 msec). These results corroborate
and extend previous ERP omission studies, which identi-
fied two main ERP components signaling predictive activ-
ity in response to omissions in sound sequences (for a
review, Bendixen et al., 2012). As with our results, a
P50 component to omissions was observed at 50 msec
by Bendixen and colleagues (2009) and Tervaniemi,
Saarinen, Paavilainen, Danilova, and Niitinen (1994) in
passive listening conditions, and an N1 component was
observed at 100 msec by Janata (2001) in active listening
conditions.

We extend these findings by revealing that, in active
listening conditions, there was no brain response to the
omission before 100 msec and that an ERP is present un-
til 300 msec, thus covering the classical omission-related
MMN period in addition to the N1 (Yabe et al., 1998;
Yabe, Tervaniemi, Reinikainen, & Niitidnen, 1997). In
contrast, the latency of initial response to an omission
was shifted 50 msec earlier in the passive listening condi-
tion and covered a period corresponding to the middle
latency components (Yvert, Crouzeix, Bertrand, Seither-
Preisler, & Pantev, 2001). Our results thus suggest that
attention actually delays the latency of brain responses
to omissions. This shift may reflect a focus on specific
task-relevant features of the sound (i.e., a specific pitch
in our active listening condition). In contrast, early detec-
tion of new, or of a change in forthcoming, auditory
information might be favored in passive listening condi-
tions to call rapidly attention to unattended auditory
events, independent of their specific features. Of note,
this pattern of results seems inconsistent with studies
on the effects of attention on responses to real sounds.
Folyi, Feher, and Horvath (2012) showed that attention
speeds up early auditory processing, as demonstrated
by shorter N1 component latency to sounds in a sound
detection versus an “ignore” condition (Folyi et al., 2012).

The comparison between the GFP to the omissions in
the passive versus active listening conditions revealed
that active listening increased response strength to the
omission. This result suggests that, independent of the
configuration of the brain network engaged in the re-
sponse to omissions, attention modulates their response
gain. In addition, the fact that attention modulates the
response strength to omissions in the same way as for
real sounds further supports that internal models gener-
ate brain activity mimicking those elicited by real stimu-
lations. We would note that, because the active and passive
conditions refer to different participants, our effects most
likely reflect differences in sustained attention and could
be merely because of differences in task difficulty. Sup-
porting this hypothesis, transient shifts in attention rather
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manifest as auditory N1 amplitude gain, whereas our re-
sults show long-lasting GFP differences. Second, because
twice as many stimuli were presented in the passive con-
dition relative to the active condition, repetition suppres-
sion might well account for the decrease in power
observed in the passive condition. Finally, we cannot rule
out from our between-participant design that individual
differences might also account for our results. Because tar-
get detection processes were present in the active condi-
tion but not in the passive condition and the target tones
were included in the analyses of the active condition, tar-
get detection processes may also have participated in the
GFP difference and confounded the effects of attention.

The time-frame-wise 3 X 2 Pitch (H, M, and L) X Lis-
tening condition (active and passive) mixed topographic
ANOVA revealed a main effect of factor Pitch at 100 msec
in response to omissions, driven by a modulation of left
posterior temporal areas. As also corroborated by the ev-
idence for a main effect of Pitch over the corresponding
period and the same location in response to the real
sounds in the present data, this main effect in response
to omissions corresponds to pitch-sensitive latency and
brain regions (e.g., Griffiths et al., 2010; Hyde, Peretz,
& Zatorre, 2008; Schonwiesner & Zatorre, 2008;
Seither-Preisler, Patterson, Krumbholz, Seither, &
Lutkenhoner, 2006; Patterson, Uppenkamp, Johnsrude,
& Griffiths, 2002; Griffiths, Uppenkamp, Johnsrude,
Josephs, & Patterson, 2001; Lutkenhoner, Lammertmann,
& Knecht, 2001; Griffiths, Buchel, Frackowiak, & Patterson,
1998; Zatorre, Evans, & Meyer, 1994; Zatorre, Evans, Meyer,
& Gjedde, 1992). Importantly, there was no evidence for a
main effect of Pitch over a 300-msec period before our ef-
fect, suggesting that it did not follow from mere differ-
ences in baseline because of the processing of the
preceding real sound (Bendixen et al., 2012). Because fre-
quency tuning curves are broad at the level of large pop-
ulations of neurons, it may seem surprising that our
electrical neuroimaging methods detected variations in
brain responses to pitch differences of 200-300 Hz (Saenz
& Langers, 2014). Our main effect of Pitch at 100 msec
within posterior temporal cortices in responses to omit-
ted tones thus unlikely reflects the very initial stages of
frequency processing but rather secondary, associative
processes related to perceiving tones of different frequen-
cies. This hypothesis is further supported by our finding
that this modulation was also found in response to the
real sounds, which differed only at the level of their
frequency.

Although negative results should be interpreted with
caution, the absence of a Pitch X Group interaction sug-
gests that internal models impact on pitch-sensitive cor-
tical activity similarly in active versus passive listening
condition.

We would note that our study suffers several limita-
tions that call for further investigation. First, because
omissions also constitute a violation of a participant’s ex-
pectations on the presentation of a sound during the se-
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quence (different expected vs. actual sensory input), the
EEG signal measured during the omission may also re-
flect an error response, which could likewise be modulated
by frequency. The brain activity measured during the
omission may thus reflect not only responses mimicking
those to real sounds with corresponding features but also
error signals. Although the current design cannot disen-
tangle the relative contribution between these two fac-
tors, our pattern of results suggests that error response
unlikely accounts for all our effects. The responses to
the omission were indeed decodable from the response
to the real sounds; because the response to the real
sound does not contain error detection component, if
the response to the omission were solely related to an
error detection process, the decoding would have prob-
ably failed. In the same vein, the pitch modulation at
100 msec within posterior temporal cortices during the
real sound was very similar (at both the spatial and tem-
poral levels) to the one during the omission, suggesting
that corresponding processes took place in the two con-
ditions. As a third line of evidence speaking in favor of
our interpretation, the latency of error detection pro-
cesses such as the MMN generally takes place slightly
later than our effects, at 150-200 msec (Fishman, 2014).

The fact that the direction of the change in pitch of the
next tone, and not the pitch per se, was predictable in
our sequence (e.g., an M or an L tone could follow an
H tone) and that this direction was not predictable after
an M tone constitute another limitation of this study.
However, the levels of our factor pitch can still be inter-
preted in terms of differences in expected pitch. We
chose to include the omission after an M tone in our
ERP analyses to account for our full data set. This choice
was actually conservative because, in the worst case, in-
cluding the M tone would have increased noise in the
data and thus the probability of Type II errors. As a con-
trol, we nonetheless also conducted the topographic ERP
analyses without the M conditions and found the same
pattern of results, that is, a main effect of pitch at
100 msec after the onset of the omission and no main
effect of group or interaction (unpresented data).

The results of this study encourage further investiga-
tion of the capacity of the human brain for predicting in-
coming information in more challenging contexts, such
as those in which the auditory sequences are based on
rules organized over longer time scales than the single
sound, based on specific auditory features or acoustic
rhythms. These future studies will ultimately impact our
understanding of the neural mechanism underlying the
ability to process and perceive music and speech in noisy
environments in a daily life context.
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