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ABSTRACT: Unmanned aerial vehicles (UAVs) and structure-from-motion photogrammetry enable detailed quantification of geo-
morphic change. However, rigorous precision-based change detection can be compromised by survey accuracy problems produc-
ing systematic topographic error (e.g. ‘doming’), with error magnitudes greatly exceeding precision estimates. Here, we assess survey
sensitivity to systematic error, directly correcting topographic data so that error magnitudes align more closely with precision esti-
mates. By simulating conventional grid-style photogrammetric aerial surveys, we quantify the underlying relationships between sur-
vey accuracy, camera model parameters, camera inclination, tie point matching precision and topographic relief, and demonstrate a
relative insensitivity to image overlap. We show that a current doming-mitigation strategy of using a gently inclined (<15°) camera
can reduce accuracy by promoting a previously unconsidered correlation between decentring camera lens distortion parameters and
the radial terms known to be responsible for systematic topographic error. This issue is particularly relevant for the wide-angle cam-
eras often integrated into current-generation, accessible UAV systems, frequently used in geomorphic research. Such systems usually
perform on-board image pre-processing, including applying generic lens distortion corrections, that subsequently alter parameter in-
terrelationships in photogrammetric processing (e.g. partially correcting radial distortion, which increases the relative importance of
decentring distortion in output images). Surveys from two proglacial forefields (Arolla region, Switzerland) showed that results from
lower-relief topography with a 10°-inclined camera developed vertical systematic doming errors > 0·3m, representing accuracy is-
sues an order of magnitude greater than precision-based error estimates. For higher-relief topography, and for nadir-imaging surveys
of the lower-relief topography, systematic error was < 0·09m. Modelling and subtracting the systematic error directly from the topo-
graphic data successfully reduced error magnitudes to values consistent with twice the estimated precision. Thus, topographic cor-
rection can provide a more robust approach to uncertainty-based detection of event-scale geomorphic change than designing
surveys with small off-nadir camera inclinations and, furthermore, can substantially reduce ground control requirements. © 2020
The Authors. Earth Surface Processes and Landforms published by John Wiley & Sons Ltd
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Introduction

The use of unmanned aerial vehicles (UAVs) has become an
established approach for acquiring centimetre-resolution topo-
graphic information through structure-from-motion (SfM) pho-
togrammetry (e.g. Eltner et al., 2015; Harwin and
Lucieer, 2012; Hugenholtz et al., 2013; Niethammer
et al., 2010; Ouedraogo et al., 2014; Rosnell and
Honkavaara, 2012; Turner et al., 2015). Challenges remain in
forecasting the achievable accuracy of output topographic data
during project planning, where, here, we specifically

distinguish between the measurement ‘accuracy’ (associated
with systematic error or bias) and ‘precision’ (describing ran-
dom error). In order to use rigorous techniques for successful
geomorphic change detection (such as M3C2-PM; James
et al., 2017b; Lague et al., 2013), accuracy issues must be sub-
stantially smaller than the precision estimates used to determine
the detectable magnitude of change for a particular confidence
level. Although spatially variable precision estimates can be
made for individual surveys (Dall’Asta et al., 2015; James
et al., 2017b), no reliable and generalized method exists to pre-
dict the likely magnitude of systematic errors such as
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topographic doming, that affect the accuracy of the output to-
pographic data. Typically, improving accuracy through mitiga-
tion of systematic error currently requires time-consuming
independent measurements [e.g. the deployment and measure-
ment of ground control points (GCPs) or Global Navigation Sat-
ellite System (GNSS) profiles], specific survey designs or the use
of more costly UAVs with on-board GNSS suitable for providing
camera position data to decimetric accuracy.
Accuracy issues in blocks of photogrammetric images from

UAV topographic surveys are often due to systematic errors in
the camera geometric model estimated during photogrammet-
ric processing (e.g. Hastedt and Luhmann, 2015). These errors
arise due to the typically relatively weak image network geom-
etry, combined with correlations between the photogrammetric
parameters that estimate camera poses and internal imaging ge-
ometry. Such issues result in a complex set of local optimiza-
tion minima to which the processing can converge (i.e.
during bundle adjustment), rather than a well-defined mini-
mum that would result from a highly convergent multi-image
network used for camera calibration or industrial measurement
(e.g. Fraser, 2001, 2013). The situation is further influenced by
the developing trend of manufacturers integrating ‘geometric
lens correction’ pre-processing on-board cameras. With such
on-board lens distortion corrections being generic (i.e. derived
for a specified camera/lens make and model, but not tailored to
the manufacturing and deployment variations of each individ-
ual camera), they cannot provide the sub-pixel accuracy re-
quired for detailed geomorphic change detection.
Furthermore, the characteristics of the residual image distor-
tion, after ‘black-box’ on-board corrections have been applied,
may result in an output image geometry that, at best, alters the
significance of each of the optical-physics-based parameters
that typically underpin distortion modelling in widely-used
photogrammetric software and, at worst, cannot be corrected
by the largely radial geometries described by such parameters.
Consequently, photogrammetric processing of pre-processed
imagery may be susceptible to unanticipated parameter inter-
actions within physically-based distortion models, which could
influence the accuracy of topographic results.
Here, we characterize a previously unexplored interaction

between estimated decentring and radial lens distortion param-
eters that can result in systematic error in surveys specifically
designed to mitigate topographic doming. Whereas previous
work has focussed on doming mitigation through improving
the camera model (Carbonneau and Dietrich, 2017; James
and Robson, 2014a; Wackrow and Chandler, 2011), we dem-
onstrate an alternative approach, in which systematic topo-
graphic error is modelled and removed directly from results,
thus minimizing bias and aligning error magnitudes more
closely to those expected from precision estimates. In example
surveys of proglacial forefields, we show that this method can
support the robust quantification of geomorphic change
through enhancing the level of detection by up to an order of
magnitude.

Background to the Study

Systematic topographic error and radial lens
distortion

Systematic ‘doming error’ is a widely recognized difficulty in
UAV-based topographic surveying, and results from error in ra-
dial lens distortion estimates in camera models being correlated
with, and inseparable from, systematic Z-error in surface shape
(Fryer andMitchell, 1987;Wackrow andChandler, 2008, 2011).
Previous work has demonstrated that image sets with

near-parallel viewing directions are particularly susceptible,
due to difficulties in accurately estimating the radial lens distor-
tion in self-calibrating bundle adjustments for this image net-
work geometry (Fryer and Mitchell, 1987; Wackrow and
Chandler, 2008, 2011). Doming can be mitigated by strength-
ening the image network through using a convergent imaging
geometry, and simulations suggest that effective mitigation
can be possible for relatively small camera inclination angles
from nadir (e.g. 5°–10°; James and Robson, 2014a). However,
field-based examples have shown that the advantages of such
small-angle convergences do not always transfer effectively to
practical surveys (Nesbit and Hugenholtz, 2019).

Radial distortion is the main geometric optical effect in raw
imagery and, based on this, previous work to understand sys-
tematic topographic error has considered only radial distortion
components. For raw imagery, magnitudes of radial distortion
in wide-angle cameras are up to tens to hundreds of pixels
(e.g. Brown, 1971; Clarke and Fryer, 1998; Fryer and
Brown, 1986; Krauss, 2007; Luhmann et al., 2014, 2016
Robson and Shortis, 1998; Robson et al., 1999). In contrast
(and for well-manufactured optical systems), other distortions
such as decentring typically amount to less than 10 pixels.
For example, our previous laboratory calibrations of digital Sin-
gle Lens Reflex (dSLR) cameras and 28mm lenses for
ground-based topographic work (e.g. James et al., 2007; James
and Robson, 2014b; James et al., 2006) have shown maximum
decentring distortion magnitudes of < 0·5 pixels, around two
orders of magnitude smaller than those from radial parameters
(~50 pixels). At such magnitudes, decentring components can
sometimes be removed from the distortion model because the
parameter values cannot be determined as significantly differ-
ent from zero during calibration (i.e. parameter value magni-
tudes that do not exceed their measurement precision; e.g.
Fraser, 2001; Gruen and Beyer, 2001).

In-camera image pre-processing

A complication with widely used cameras such as the DJI Phan-
tom 4 Pro quadcopter’s FC6310, is that, under default settings,
the imagery has already undergone some manufacturer-specific
geometric adjustments on board the camera as part of a
pre-processing conversion of raw image data, for export as
JPEG-format image files (Figure 1; e.g. Cramer et al., 2017;
O’Connor et al., 2017; Peppa et al., 2019). These on-board ad-
justments are designed to reduce the visual geometric artefacts
(e.g. straight lines appearing curved) that result from the domi-
nant radial distortion in raw imagery, and may be based on a
generic understanding of the geometric distortions of the lens
type fitted to the camera. With wide angle cameras, these cor-
rections can also include image cropping as the images are ra-
dially expanded to correct for image curvature. Comparing
FC6310 raw image data with their associated JPEG images,
for example, suggests that radial corrections of up to ~500
pixels have been applied on-board the camera prior to output
as JPEG-format images (Figure 1). Additional processing, such
as increasing sharpness, colour space adjustments and changes
in image tonality are also typically carried out at this stage, but
are not anticipated to have a significant effect on image geom-
etry when compared to the optical distortion.

Hence, for such pre-processed JPEG images, an initial radial
geometric correction has already been carried out. Conse-
quently, in subsequent SfM-photogrammetry workflows, cau-
tion should be exercised with the assumption of image
distortion being dominantly radial (which, until recently, could
be broadly applied); derived lens distortion estimates will de-
scribe corrections to previously applied corrections, rather than
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actual lens distortion displacements. For JPEGs from the DJI sys-
tems used in our fieldwork here, modelled radial corrections at
the image extremities were a similar order of magnitude (in
pixels) to those seen in our dSLRs previously used for
ground-based work (e.g. 20–50 pixels). In contrast, decentring
displacements in the DJI systems were approximately an order
of magnitude larger (i.e. ~4 pixels) than in the dSLRs. Conse-
quently, for JPEG-format image output from such cameras,
modelling of decentring distortion is likely to be critical for ac-
curate results, and the influence of decentring parameters on
systematic topographic error needs to be assessed.

Decentring distortion

In photogrammetry, the almost ubiquitous approach to
representing image distortion in consumer cameras is through
models based on the optical physics of camera lens systems.

The Brown–Conrady distortion model (Brown, 1966) is the
most commonly used of such physically-based models, and in-
cludes decentring parameters, P1 and P2, that describe dis-
placements (dx, dy) at image coordinates x and y, with both
radial and tangential components:

dx¼P1 r2 þ 2x2
� �þ 2P2xy (1)

dy¼P2 r2 þ 2y2
� �þ 2P1xy (2)

where r2 = x2 + y2. Unlike radial corrections, decentring image
displacements have components with consistent direction
across the image (Figure 2) and, thus, can be susceptible to high
correlation with the principal point position during bundle ad-
justment. However, such correlations and error in decentring
parameters may not necessarily result in systematic topo-
graphic error; for the weak network geometries typical of aerial
surveys, parameter correlation can enable compensation of
decentring error through error propagation into estimated cam-
era positions, orientations or principal point coordinates (e.g.
Figure 3; Brown, 1966; Fraser, 2001; Fraser, 1997; Fra-
ser, 2013). In particular, decentring distortion has been previ-
ously shown to be correlated with camera inclination
(Brown, 1966) and, consequently, could influence existing
strategies aimed at mitigating topographic doming through
using an inclined camera.

Study Aims

In order to maximize SfM survey capabilities for geomorphic
studies, accuracy issues (reflecting systematic error) must be
minimized so that precision estimates can be used to reliably
define appropriate levels of change detection. Motivated by
this, and by the increasingly widespread use of complex lenses
and internal digital image correction processing in small UAVs,
the aims of this article are (i) to quantify the sensitivity of sys-
tematic topographic doming error to survey characteristics
and expose the relationship to decentring lens parameters,
and (ii) to demonstrate how surface change detection can be
generically enhanced through successful modelling and re-
moval of systematic topographic error. We initially use simu-
lated UAV survey data, processed within established
photogrammetric and SfM-based software to identify and to ex-
plore the relationships between the mitigation of systematic er-
ror and decentring lens parameters. The simulations enable us
to quantify the sensitivity of topographic accuracy to survey
characteristics such as precision of image feature localization,
image overlap and topographic relief. We then use these results
to interpret the error characteristics of proglacial forefield sur-
veys carried out with DJI FC6310 cameras that output default
JPEG-format imagery. Finally, we demonstrate the effectiveness
of modelling and directly removing systematic error from the
resulting topographic data, to enable event-level geomorphic
change detection through using effective, spatially variable,
precision-based levels of detection.

Methods: Quantifying Survey Sensitivities to
Systematic Error

The simulation-based components of our work were designed
(i) to identify the effects of decentring lens distortion parameters
on error in topographic data and to determine the interactions
involved, and (ii) to quantify survey sensitivity to such

FIGURE 1. On-board geometric corrections applied by a DJI FC6310
camera during image pre-processing prior to output as JPEG. (a) Raw
image (5464 × 3640 pixels, saved as a DNG-format file) overlain by
the equivalent image output from the camera as a JPEG (5472 × 3648
pixels, with 60% transparency). (b) Distortion profiles for the best-fit
camera model that relates the JPEG output to the raw image and repre-
sent the manufacturer-applied geometric corrections (based on ~8200
tie points matched across the images in Agisoft Metashape v.1.5.0,
using three radial and two decentring distortion parameters, giving an
root mean square (RMS) residual of 0·15 pixels). The magnitude of
decentring corrections are illustrated through the profile function (Fra-
ser, 2001), P(r) = (P1

2+P2
2)½r2. [Colour figure can be viewed at

wileyonlinelibrary.com]
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systematic error. We generated simulated photogrammetric im-
age networks based on established aerial survey protocols to
represent UAV surveys, with parallel, overlapping image strips
connected into image blocks. A nominal image network design
was constructed from which variants were then explored to as-
sess sensitivities to survey characteristics. Although the simula-
tion approach is scale-independent, to facilitate familiarity, our
nominal survey was constructed at a spatial scale relevant to
geomorphological studies (e.g. with centimetric ground sam-
pling distances (GSDs) acquired from a flight height of 50m,
over areas with dimensions of hundreds of metres; Table 1).
The nominal survey comprised 48 images in two orthogonal

blocks (a ‘double-grid’) of four parallel strips (six images in each
strip), with along- and cross-strip overlaps of 80% reflecting the
strong image overlap typically used with UAV data collection
(e.g. Eltner et al., 2015; Rosnell and Honkavaara, 2012;
Woodget et al., 2015). A grid of virtual three-dimensional
(3D) tie points represented the topographic surface, for which
simulated tie point image observations were calculated to con-
struct the photogrammetric network. To represent the finite pre-
cision of tie point image measurements (i.e. to reflect noise in
tie point image coordinates), pseudo-random offsets (selected
from a normal distribution with a 0·5-pixel standard deviation)
were added to the tie point image coordinate values.
Photogrammetric estimates of the 3D tie point coordinates

were initially determined by intersection, and then image net-
works were processed by self-calibrating bundle adjustment
in either close range photogrammetry software, VMS (Vision
Measurement System v.8.72, http://www.geomsoft.com), or
PhotoScan v.1.4.3 (now Metashape; http://www.agisoft.com),
as detailed later. The simulations thus represent synthetic data
processed with the same algorithms as real image networks.

In order to focus on systematic error within the image networks,
control data (e.g. GCPs) were not used and, following bundle
adjustment, the tie point cloud was realigned for a
least-squares best-fit with its initial position estimates, through
a 3D translation and rotation.

For each 3D tie point, topographic Z-error was determined
as the Z-coordinate change with respect to the initial intersec-
tion value. Systematic doming-related error was then character-
ized by the difference between the mean vertical error on
points within a 5-m horizontal distance of the survey centre
(approximately 75 points), and those within 2·5m of a radial
distance of 40m of the centre (approximately 1250 points;
the simulations represented a surface extent of ~80 m × 80m).

Due to the correct camera orientations being pre-defined
within the simulation approach, we could also determine the
error in the output camera orientations estimated by the bundle
adjustment. To detect any systematic error components in esti-
mated camera position, εcXYZ, and camera pointing direction,
εcΩΦΚ, camera orientation errors were fitted with models pa-
rameterized by camera position:

εcXYZ ¼
ax

ay

az

2
64

3
75þ

bx

by

bz

2
64

3
75X 0 þ

cx

cy

cz

2
64

3
75Y 0 þ

dx

dy

dz

2
64

3
75R2 (3)

εc Ω Φ Κ¼
aΩ

aΦ

aΚ

2
64

3
75þ

bΩ

bΦ

bΚ

2
64

3
75X 0 þ

cΩ

cΦ

cΚ

2
64

3
75Y 0

(4)

where X′ and Y′ are the horizontal coordinates of a camera

FIGURE 3. Compensation of camera model decentring distortion error. (a) Two topographic points, S1 and S2, are observed in a distortion-free cam-
era at image points s1 and s2 (circles), as illustrated by the grey rays. A camera model with error in decentring lens distortion (illustrated by the black
rays), gives estimated image projections with associated errors of ε1 and ε2. (b) These errors in image space can be reduced by propagating error into
the estimated camera position, orientation or principal point offset (compare the black rays and outlines with the error-free equivalents in grey).

FIGURE 2. Schematic illustration of image coordinate displacements due to radial (K1) and decentring (P1 and P2) parameters in a Brown–Conrady
lens distortion model. Note that the relative scaling between the panels is arbitrary (for real lenses radial distortion magnitudes are typically an order of
magnitude greater than those of decentring), and that P1 and P2 are typically used together, not in isolation, within a camera model. [Colour figure can
be viewed at wileyonlinelibrary.com]
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from the centroid of the tie points, R = (X′2 +Y′2)½ and is the ra-
dial distance from the centroid, and vectors a, b, c and d con-
tain the adjusted model parameters.

Identifying the influence of decentring distortion

The relationships between systematic surface error, decentring
distortion, and camera inclination, were assessed through sim-
ulations based on variants of the nominal survey (Table 1)
processed by self-calibrating bundle adjustment using VMS.
The survey variants differed by including different combina-
tions of distortion parameters, some with fixed error, and by
repeating simulations with a mean camera inclination of 5°
from nadir, either forward (i.e. in pitch) or to the side (roll).
To assess the repeatability of results, some simulations were
carried out five times, each time with a different set of
pseudo-random offsets added to the tie point image observa-
tions. Other simulations were also carried out with the image
observation offsets taken from a normal distribution of 0·6-
pixel standard deviation (cf. 0·5 pixels as used generally;
Table 1), in order to enhance doming and hence improve
the likelihood of detecting subtle systematics within the asso-
ciated camera position errors.

Systematic topographic error and survey
characteristics

To explore the sensitivity of systematic topographic error to sur-
vey characteristics such as tie point image measurement preci-
sion, image overlap, and topographic relief (which gives
variations in viewing distance), subsequent simulations were
processed via batch processing (unavailable in VMS) in
PhotoScan. However, PhotoScan only optimized camera pa-
rameters when 3D tie points were not co-planar, thus, for
PhotoScan-processed simulations, the nominal survey (Table 1)
was modified by adding pseudo-random vertical offsets (from a

normal distribution with standard deviation of 1m) to the vir-
tual 3D tie point positions.

The batch processing used a Python script to vary survey
characteristics, add pseudo-random offsets, carry out the bun-
dle adjustments and export results for repeated simulations.
This approach enabled us to not only add different
pseudo-random offsets to the image observations, but also
to the camera orientations (by default, taken from normal
distributions of 0·5 pixel and 1° standard deviations, respec-
tively). Consequently, any specific survey scenario was used
for 200 simulations, each one with different pseudo-random
perturbations to camera orientations and to image
observations.

Simulations were carried out with cameras of mean for-
ward inclinations of 0° (i.e. nadir), 5°, 10° and 15°. To high-
light the influence of estimating decentring distortion, each
scenario was explored using four different camera models
(a–d; Table 1) that contained either many (a, b) or few (c,
d) distortion parameters to be estimated, and either included
(a, c) or excluded (b, d) the decentring parameter P2. For all
combinations of camera model and mean forward inclina-
tion, we explored doming sensitivity (i) to the magnitude of
tie point image measurement precision (0·1–1·0 pixels), (ii)
to image overlap (50–90%), and to topographic variability
(i.e. magnitudes of topographic relief) over either (iii)
within-image spatial scales or (iv) survey-wide (giving a total
of >86000 bundle adjustments). To change the magnitude of
topographic relief represented over within-image spatial
scales, the vertical offsets applied to the 3D tie point posi-
tions were taken from normal distributions of different stan-
dard deviations (between 1 and 10m, representing 2–20%
of the nominal flight height). To consider survey-wide varia-
tions in topographic relief (i.e. over inter-image or survey
scales), additional, systematic offsets were applied to repre-
sent topographic slopes of up to ~30° (giving maximum var-
iations of ~40 to 60m in above-ground flight height across
the survey, representing approximately ±20% of the mean
flight height).

Table 1. Characteristics of the survey simulations

Simulation value

Camera
Focal length (F, mm) 20
Image size (pixels) 4000 × 3000
Pixel pitch (μm) 5·0
Nominal survey specifications
Flight height (m) 50
Image footprint (m) 50·0 × 37·5
Ground sampling distance (mm) 12·5

Imaging direction
nadir, with pseudo-random perturbations in roll, pitch and yaw
(standard deviation 1°)

Image network design
48 images in total: two image blocks overlapping at 90°; each block
comprises four image strips, of six images each

Image overlap (along-strip, cross-strip; %) 80, 80
Tie point features
Density on the ground (features per m2) 1
Total number observed in survey ~60000
Number observed in one image ~1870
Precision of image observations (pixels) 0·50
Simulation variants

Camera models (a–d):a optimized lens distortion parameters

(a) Cx, Cy, B1, B2, K1, K2, K3, P1, P2
(b) Cx, Cy, B1, B2, K1, K2, K3, P1
(c) K1, P2
(d) K1

Camera mean forward inclination (deg) 0, 5, 10 and 15

aPrincipal point offset (Cx, Cy), radial distortion (K1-3), decentring distortion (P1,2), and affinity and orthogonality (B1,2). Focal length (principal distance)
was also free to vary within bundle adjustments.

2255MITIGATING SYSTEMATIC ERROR IN TOPOGRAPHIC MODELS

© 2020 The Authors. Earth Surface Processes and Landforms published by John Wiley & Sons Ltd Earth Surf. Process. Landforms, Vol. 45, 2251–2271 (2020)



Methods: Correcting Systematic Topographic
Error in Field Surveys

We demonstrate the implications of the simulation results and
derive a direct correction approach to topographic doming er-
ror using field surveys of proglacial forefields in the Arolla re-
gion, Switzerland. Two topographically-contrasting survey
areas were considered: a relatively flat region of dominantly
dry river bed of la Borgne d’Arolla, with topographic relief of
~14m (over a survey area of ~50 m × 250m), and a steeper re-
gion of relict moraines from the Tsijiore Nouve glacier, cover-
ing a topographic relief of ~85m (over a survey area of ~100
m × 200m). Repeat surveys were carried out using a different
DJI Phantom 4 Pro quadcopter for each area, with flight plans
implemented through Pix4Dcapture (v.4.2). We present results
from six surveys of la Borgne d’Arolla, carried out at nominally
constant altitudes representing ~30, 60 and 90m above the
take-off point, and six surveys of Tsijiore Nouve, all carried
out at a nominal altitude of 60m above the take-off point. At
both sites, three of the surveys were carried out with the camera
at nadir and the other three with the camera inclined forward at
10° (for all images). All surveys had a ‘double-grid’ design of or-
thogonal flight lines; however, for a nadir camera,
Pix4Dcapture only allowed single-grid missions, so the
double-grid surveys were implemented through combining
two orthogonal single-grid missions (at Tsijiore Nouve, these
were carried out without landing between missions). For each
flight, the survey extent was identified manually within
Pix4Dcapture in the field, resulting in some variation between
the number of images acquired by the flight planning software
for repeat surveys. To replicate the approach commonly used in
geomorphic research, images were output in JPEG format
(5472 × 3648 pixels). With a nominal focal length of 8·8mm
and pixel pitch of ~2.4μm, the integrated FC6310 camera pro-
vided ground sampling distances of ~8 to 25mm. Image acqui-
sition used a global shutter, and automatic exposure settings
were set to �2/3 stop to help reduce saturation of reflective
ground control targets. Further survey details are provided in
Supporting Information Tables S1 and S2, and the associated
imagery are freely available at https://doi.org/10.6084/m9.
figshare.c.4677293).
Photogrammetric control was designed for optimum obser-

vation from a distance of 60m, and implemented using 40 cir-
cular targets (DVD discs with a diameter of 0·15m) mounted
on rectangular black boards (~0·4 m × 0·4m). The targets were
distributed across each area, with a small number having to be
disregarded within the processing due to being on unstable
ground or covered by sediment deposition before being im-
aged. Target coordinates were measured by total station (la
Borgne d’Arolla) or by GNSS (Tsijiore Nouve) and provided in
the Swiss CH1903/LV03 system to mean horizontal and vertical
precisions of 9 and 17mm, respectively, for la Borgne d’Arolla,
and to 16 and 20mm for Tsijiore Nouve.

SfM photogrammetric processing

Images for all surveys were processed in PhotoScan v.1.3.4 fol-
lowing Stages I–II (tie point processing, camera self-calibration
and quality checks) of James et al. (2017a). Images that were
blurred, had poorly distributed or fewer than ~1000 tie point
observations, or showed anomalously large tie point residual
magnitudes were discarded (see Table S1 for a summary). Dif-
ferent camera models were explored, with focal length, princi-
pal point offset, fourradial and two decentring parameters
optimized within all models. The more complex topography

of Tsijiore Nouve strengthened the geometry of the image net-
works, enabling affinity and non-orthogonality parameters also
to be assessed [i.e. representing the full model (a) used in the
simulations; Table 1]. Image observations of the control targets
were made using the manually guided marker image matching
in PhotoScan, with all automated observations subsequently
verified visually and by checking for outlier image observation
residuals.

In PhotoScan’s bundle adjustment, ‘projection accuracy’ set-
tings weight the image observations of tie point and markers,
and Agisoft have recommended retaining the default settings
values (1·0 pixels for tie points and 0·1 pixels for control point
markers; A. Pasumansky, https://www.agisoft.com/forum/index.
php?topic=10852.msg49211#msg49211). However, our expe-
rience is that such values over-weight the control measure-
ments because they typically result in a non-unity standard
error of unit weight, σ0, for bundle adjustment (σ0 values are
provided in the console pane). Whilst noting that the interpreta-
tion of σ0 is complicated by the software’s individual
scale-based weighting of tie point observations, a non-unity
value conventionally indicates that initial quality estimates
are not consistent with the a posteriori error, i.e. error in the re-
sults is not in line with the initial estimates of precision. In cases
with strong systematic error, over-weighting of control may be a
useful practical approach to reduce survey-wide systematic er-
ror components, albeit with the risk of introducing other surface
artefacts (e.g. see Figure 1 of James et al., 2017a). Conse-
quently, here, we preferred to use tie point projection accuracy
values that resulted in σ0 = 1·00. Critically, such settings values
resulted in point coordinate precision estimates that aligned
well with benchmark values derived from VMS (see next sec-
tion). Note that the aims of our work here do not include ex-
ploring settings values in PhotoScan to optimize survey
accuracy and we focus on the implications of decentring distor-
tion and on mitigating any doming that does occur, directly in
topographic data.

For inter-survey topographic comparisons, a dense point
cloud was generated from each survey. Assessing the effects
of systematic error correction did not require extensive surface
detail so surveys performed at a nominal flight height of 60m
were processed using the ‘Medium quality’ setting in
PhotoScan. The ‘Low’ and ‘High’ quality settings values were
then used for the 30- and 60-m-flight-height surveys respec-
tively, to minimize differences in point cloud density across
the results.

Precision estimates

To derive point coordinate precision estimates for level of de-
tection analysis during inter-survey comparisons, the processed
surveys were re-optimized within a recent version of
PhotoScan (v.1.5.0, renamed Metashape) that can provide pre-
cision estimates directly from the bundle adjustment. This ap-
proach generates estimates on timescales of a few seconds,
which is much faster than the multiple hours generally required
for previous Monte Carlo-based methods (James et al., 2017b).
Such estimates are for the sparse point cloud, and were
exported to text file by Python script. The estimates were vali-
dated by comparison with benchmark precision estimates from
VMS and, when derived from a bundle adjustment with ‘accu-
racy’ settings that resulted in σ0 = 1·00, differences were within
20% (compared to within ~70% when using default accuracy
settings). CloudCompare (cloudcompare.org) was then used to
interpolate the sparse point cloud 3D precision estimates
across the dense point clouds, using a median filter with 2·5-
m radius. We provide the Python script to export precision
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estimates, and the associated workflow and a summary of the
validation using VMS, within the Supporting Information (Code
S2 and Workflow S2, respectively) .

Accuracy assessment and systematic error
correction

Under the assumption of dominantly vertical error, we focussed
on GCP Z-error (i.e. the mismatch between
photogrammetrically-estimated GCP Z-coordinates and the
equivalent ground survey measurements), and considered the
root mean square Z error, RMSEZ, separately for control and
check points, as indicative metrics of survey performance.
The propensity for error within the survey image networks
alone (i.e. without using GCPs as control measurements in
the bundle adjustment) was determined by initially using GCPs
only to scale, rotate and translate the photogrammetric models
to the geographic coordinate system. We then assessed the er-
ror reduction as the number of control measurements within
the bundle adjustment were incrementally increased within a
Monte Carlo framework (James et al., 2017a).
To identify systematic error components, the individual verti-

cal GCP errors (Step 1, Figure 4) were fit with a model of sys-
tematic vertical error, εz (Step 2, Figure 4):

εZ¼aþ bX
0 þ cY

0 þ dR2 (5)

where X′, Y′ and R are horizontal distances from the centroid of
the tie points (as for Equations 3 and 4) and a, b, c and d are the
adjusted parameters, representing a constant vertical offset, pla-
nar tilts (the linear terms) and doming (the squared radial term,
e.g. Carbonneau and Dietrich, 2017), respectively. The magni-
tude of εz and the model residuals thus represent the accuracy
(i.e. bias modellable with Equation 5) and precision compo-
nents of GCP error, respectively. Having parameterized the sys-
tematic error model from discrepancies on GCPs, Equation 5

could then be applied as a survey-wide correction to dense
point clouds to provide bias-corrected topographic data for
inter-survey comparisons (Step 3, Figures 4, 5).

Inter-survey comparisons

Inter-survey comparisons of 3D dense point cloud outputs pro-
vide the most direct insight into survey-wide repeatability rele-
vant to geomorphic assessments. We used the
uncertainty-bounded M3C2-PM cloud-to-cloud comparison
method (James et al., 2017b; Lague et al., 2013) that identifies
statistically significant change where differences exceed a spa-
tially varying precision-based level of detection. In the native
M3C2 algorithm (Lague et al., 2013), measurement precision
is estimated from local apparent roughness, but the M3C2-PM
variant (James et al., 2017b) uses externally-sourced point coor-
dinate precision estimates, such as from photogrammetric bun-
dle adjustment (as derived earlier) and, hence, should be used
for SfM-derived point clouds (where roughness can be a poor
measure of precision).

Inter-survey comparisons were carried out against ‘best case’
reference point clouds derived from the 60-m nadir survey for
la Borgne d’Arolla, and from the nadir survey determined to
be least affected by systematic error for Tsijiore Nouve. The ref-
erence point clouds were generated by reprocessing the se-
lected surveys using all GCPs as control measurements in the
bundle adjustment, repeating the dense image matching, and
recalculating the precision estimates.

In many practical cases, adjustment-based precision esti-
mates can be optimistic, so we explored the change detected
when using an effective precision, kσ, where k is a scalar mul-
tiplier of the initially estimated 3D precision, σ. With this, the
level of detection for a confidence interval of 95%, LoD95%

(Brasington et al., 2003; Brasington et al., 2000; Lane
et al., 2003), is then given by

FIGURE 4. Summary workflow for detection and removal of modelled systematic topographic error from SfM surveys.
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LoD95%¼1·96 kσ1ð Þ2þ kσ2ð Þ2
� �½

(6)

where subscripts 1 and 2 denote the different surveys. Conse-
quently, if Metashape precision estimates were suitable esti-
mates of point coordinate precision, and accuracy issues had
been appropriately removed, then 95% of points in repeat sur-
veys were expected to lie within LoD95% for k = 1, with differ-
ences randomly distributed across the survey area.

Results

Decentring distortion and systematic surface error

The simulations enabled us to explore interactions between
decentring distortion and systematic topographic error under

conditions that were free from any of the complexities of field
imagery, including those that may result from on-board image
pre-processing and resampling. When only the K1 radial distor-
tion parameter was free to vary within the VMS-processed sim-
ulations, the results followed established understanding of
topographic doming: with a nadir-oriented camera (perturbed
only by small pseudo-random offsets in pointing direction for
each photograph), detectable surface doming developed, with
an amplitude that correlated with the error in the estimated K1

value (Figure 6a, filled black symbols; Table 2). This doming
was effectively mitigated if the camera had a mean pitch of 5°
to give convergence between overlapping flight lines (Figure 6a,
filled grey symbols).

However, if decentring distortion parameters were also free
to vary within the bundle adjustment, then the
doming-mitigation effect of camera inclination was substan-
tially reduced, and dome amplitudes (and K1 error) were similar
to those from the nadir case (Figure 6a, open grey and black

FIGURE 5. Workflow for using systematic topographic error removal to enhance precision-based change detection. [Colour figure can be viewed at
wileyonlinelibrary.com]

FIGURE 6. Reduction of doming error mitigation by estimating decentring parameters in simulated surveys (Table 1) processed with VMS. Each
symbol gives the results of a bundle adjustment of one simulated survey, with error bars representing precision estimates. (a) Doming amplitude versus
estimated K1 value, for surveys with either a nadir or 5°-inclined camera, processed with different distortion parameters sets in the bundle adjustment
(either only radial, K1, or radial and decentring, K1, P1,2). The differing effects of estimating individual decentring parameters when the camera incli-
nation is in either pitch (b) or in roll (c). [Colour figure can be viewed at wileyonlinelibrary.com]

2258 M. R. JAMES ET AL.

© 2020 The Authors. Earth Surface Processes and Landforms published by John Wiley & Sons Ltd Earth Surf. Process. Landforms, Vol. 45, 2251–2271 (2020)

http://wileyonlinelibrary.com
http://wileyonlinelibrary.com


symbols). Direct interaction between the estimated decentring
distortion and camera inclination was underscored by individ-
ually freeing the different decentring parameters, P1 and P2. For
a camera oriented off-nadir in pitch (i.e. rotating a camera for-
ward or backward around the image x-axis), doming mitigation
was only compromised if P2 (giving unidirectional corrections
in the y-direction, Figure 2) was free to adjust (Figure 6b). If a
camera was off-nadir in roll (i.e. rotated left or right around
the y-axis), then freeing P2 had no detectable influence, but en-
abling optimization of P1 (giving unidirectional corrections in
the x-direction, Figure 2) compromised doming mitigation
(Figure 6c). Thus, correlations between radial and decentring
camera parameters become interdependent with camera look
angle and, hence, remove the advantage of the convergent ge-
ometry. Whilst P1 and P2 terms are used together to describe
characteristic decentring distortion within the Brown–Conrady
model, for simplicity, our subsequent analysis of decentring
and systematic topographic error focused on camera pitch
and, thus, on P2.

For further insight into the processes linking decentring dis-
tortion and topographic doming error we also analysed error
in estimated camera position and principal point coordinate.
In all scenarios that demonstrated topographic doming, esti-
mated camera positions were associated with a related up-
ward systematic doming error, and with radially oriented
horizontal error that increased in magnitude with distance
from the centre of the image network coverage (Figure 7a,
b). Modelling (using Equations 3 and 4) and then removing
such systematic error components of camera orientation en-
abled the non-dome-geometry error components to be ob-
served (Figure 7c). For surveys with a nadir camera,
Equations 3 and 4 appeared to describe all of the systematic
effects, to leave reasonably randomly distributed un-modelled
residual errors (Figure 7c, d, left panels). However, for a 5°
pitched camera, model residuals showed remaining systemat-
ics in horizontal position error, representing a mean forward
displacement of ~15mm (Figure 7c, d, right panels). Thus,
when including decentring in the bundle adjustment, the re-
duction in doming mitigation by camera inclination was as-
sociated with a systematic forward-directed component of
camera position error, as well as error in K1 and P2 estimates
(Table 2).

Simulations in which different distortion parameters were
held fixed in the bundle adjustment clarified the relationships
involved (Table 2). For surveys with a nadir camera and with ra-
dial distortion parameters fixed and error-free, a fixed
decentring error did not result in detectable topographic dom-
ing because it could be compensated for by either displace-
ment of the estimated camera positions or, preferentially, by
offset in the estimated principal point position, Cy (Table 2).
With an inclined camera, the same compensation mechanisms
operated but were less effective, and small but detectable topo-
graphic doming was present. However, if the K1 radial distor-
tion parameter was also estimated in the bundle adjustment
then topographic doming developed and was associated with
error in K1, Cy and P2, as well as with systematic forward offsets
in camera position. Thus, correlation between the estimated
parameters (with magnitudes > 0·8, Table 2) effectively en-
abled the doming mitigation effect of camera inclination to be
counteracted through error propagation between estimated ra-
dial and decentring distortion. Note that the resulting doming
amplitude was more than an order of magnitude greater than
when decentring was held fixed with a larger error (Table 2),
i.e. error in decentring distortion alone had minimal effect on
topographic error in the double-grid survey style simulated im-
age networks.

Survey sensitivity to systematic error

Processing any individual simulation instance in PhotoScan
gave results that were approximately equally likely to present
either dishing or doming systematic error (as represented by ei-
ther a negative or a positive ‘doming amplitude’ value respec-
tively). This contrasts with the single-sign doming results from
VMS and probably reflects differences in the numerical bundle
adjustment schemes in the different applications. Conse-
quently, processing repeated simulations of any one survey de-
sign in PhotoScan generated a distribution of doming
amplitudes apparently symmetric about zero (Figure 8). For
such distributions, a mean value would not usefully describe
the survey susceptibility to systematic error, so we use the stan-
dard deviation to characterize the potential magnitude of dom-
ing error for any particular survey design.

Table 2. Relationships between systematic error in the modelled topographic surface (doming amplitude), un-modelled camera position error and
camera lens distortion parameter values. The nadir- and inclined-camera simulations had tie point image observation precisions of 0·6 and 0·5 pixels,
respectively. Each row represents the results of one bundle adjustment of a simulated image network in VMS. All camera parameters were fixed at
zero unless indicated otherwise; values in italics were invariant within the adjustment

Estimated camera
parameters

Doming
amplitude

(mm)

Un-modelled
mean camera
position error
(forwards, mm)

Cy

(pixels) K1×10
-7 P2×10

-7

Camera parameter
correlations

P2: Cy P2: K1

Nadir camera

All fixed 0·4 ±1·2 0·1 ±2·7 0·0 0·0 0·0
K1 -129·0 ±9·6 -0·4 ±8·5 0·0 104·8 ±7·8 0·0
Fixed P2 error 0·4 ±3·5 -20·4 ±4·3 0·0 0·0 100·0
Cy, fixed P2 error 0·5 ±3·7 2·9 ±2·9 2·06 ±0·54 0·0 100·0
P2 0·4 ±1·2 0·0 ±2·7 0·0 0·0 0·4 ±3·5
P2, Cy 0·5 ±1·2 2·7 ±2·8 0·24 ±0·54 0·0 0·6 ±3·6 0·12
P2, Cy, K1 -129·0 ±9·5 2·4 ±8·5 0·22 ±0·54 104·8 ±7·8 -0·8 ±3·6 0·04 -0·03

Inclined camera
(5° pitch)

All fixed 0·0 ±1·1 -0·2 ±2·1 0·0 0·0 0·0
K1 -5·7 ±1·2 1·6 ±2·0 0·0 4·9 ±1·6 0·0
Fixed P2 error -6·0 ±2·7 -17·7 ±3·8 0·0 0·0 100·0
Cy, fixed P2 error -4·7 ±3·2 -1·0 ±2·0 1·58 ±0·12 0·0 100·0
P2 0·1 ±1·1 0·1 ±2·1 0·0 0·0 -1·3 ±2·8
P2, Cy 0·0 ±1·1 -1·5 ±2·1 -0·18 ±0·12 0·0 -3·0 ±3·0 0·41
P2, Cy, K1 -57·5 ±4·4 15·2 ±5·1 1·20 ±0·22 46·5 ±5·9 81·6 ±11·2 0·84 0·96
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The PhotoScan results showed the same broad relationships
as observed in the VMS-processed simulations between dom-
ing amplitude, camera inclination and distortion parameters.
For example, with P2 estimated within bundle adjustments,
simulations based on either a nadir camera or a camera in-
clined 5° in pitch showed similar distributions of dome ampli-
tudes (i.e. the estimated decentring parameter minimized any
doming mitigation from camera inclination, Figure 8a), with
dome amplitude correlated with K1 (Figure 8b). The P2 values
were well correlated with dome amplitude and K1 values for in-
clined camera surveys, but were essentially uncorrelated for
nadir cameras (Figure 8c, d).

Comparing survey susceptibility to systematic error for differ-
ent survey design characteristics showed the following.

Camera inclination
For camera-nadir surveys, whether or not P2 was free within the
bundle adjustment had little effect on systematic error in the re-
sults (Figure 9, first column, comparing results from camera
models ‘All parameters’ and ‘All except P2’). Larger differences
between results reflected the total number of estimated camera
model parameters (compare black with grey symbols); as antic-
ipated, likely doming amplitudes increased with increasing
numbers of estimated parameters. However, for surveys with

FIGURE 7. Systematic error in camera orientation estimates, for simulated surveys carried out for either a nadir camera or an inclined camera (5°
forward pitch), and processed with VMS. The presented results represent the averages of five simulations. The nadir- and inclined-camera simulations
had tie point image observation precisions of 0·6 and 0·5 pixels, respectively, and had topographic doming amplitudes of ~130 and ~70mm. Cor-
relations between camera parameters K1, Cy and P2 had magnitudes< 0·06 for nadir-camera simulations and> 0·77 for inclined-camera simulations.
(a) Schematic cross-section illustration of the systematic displacements in estimated camera positions and orientation associated with surface doming
error. (b) Plan view of camera position error for surveys with a nadir or inclined camera. Camera positions are illustrated by the rectangles, with ver-
tical and horizontal error given by colour and black vectors respectively. The simulated flight paths are shown by the underlying grey arrows. (c, d)
Residual camera orientation error after modelling and removing systematic doming (Equations 3 and 4), showing a mean forward horizontal displace-
ment of the inclined camera [shown by alignment of the black vectors in the right panel of (c) and the ~20mm ‘forward’ offset in the top right panel of
(d)]. [Colour figure can be viewed at wileyonlinelibrary.com]
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non-zero mean camera inclinations (Figure 9, three right-most
columns), estimating P2 could strongly compromise doming
mitigation, particularly in camera models with many other esti-
mated parameters.

Random perturbations from nominal camera directions
Increasing the random perturbation of camera directions re-
duced doming error (Figure 9a), and this effect was greatest
when using a nadir-pointing camera (Figure 9a, 0°). However,
with an inclined camera, doming was already effectively miti-
gated by the camera inclination, unless P2 was estimated
(Figure 9a, 5–15°). If P2 was estimated, then random perturba-
tions in pointing direction with a standard deviation of 3° were
sufficient to reduced systematic error to levels close to those
obtained if P2 was held constant.

Precision of tie point image observations
Surveys with poorer quality tie point image observations (i.e.
with larger image residuals) had increased likelihood of gener-
ating surface models with detectable doming (Figure 9b). This
effect was partly mitigated for inclined cameras, but mitigation
was weak if P2 was estimated (Figure 9b, 5–15°).

Image overlap
The simulations demonstrated that systematic topographic error
was relatively insensitive to variations in image overlap. Sub-
stantial reductions in doming were only provided by image
overlap increases for nadir surveys with overlaps < 70%, or
for surveys with a 5°-inclined camera processed with a full
camera model (Figure 9c).

Topographic variability
The effects of different magnitudes of topographic relief, either
within images or between images, were similar (Figure 9d, e).
As anticipated, a wider range of observation distances (i.e. ei-
ther surveying rougher terrain or a steeper slope) generally re-
duced doming, and was particularly effective for nadir
surveys (Figure 9d, e; 0°). However, for surveys with an in-
clined camera, substantial improvements due to increased

topographic relief were only seen if doming mitigation by cam-
era inclination was compromised by P2 being estimated.

Field surveys

The field surveys (Table 3) were carried out successfully under
relatively calm, sunny conditions with intermittent cloud. Pro-
cessing the image sets was straightforward, with only a few im-
ages requiring removal from peripheral regions of the surveys
due to weak matching. Such images were identified through
having <1000 or poorly distributed tie points, resulting from ei-
ther the presence of trees (la Borgne d’Arolla) or extreme scale
changes (Tsijiore Nouve; see Table Table S1).

Without GCPs in the bundle adjustment, most surveys
showed significant (p < 0·05) doming, but doming amplitude
was greatest by almost an order of magnitude within the Borgne
d’Arolla surveys carried out with an inclined camera
(Figures 10, 11). In line with the simulation results (e.g.
Figure 6), these inclined-camera surveys also demonstrated
the strongest correlations between P2 and K1 distortion param-
eters (Figure 11, red circles). The magnitude of the decentring
corrections were similar for all surveys (giving maximums of
~3 to 4 pixels), with radial corrections being ~5 or 10 times
greater. Considering all Tsijiore Nouve surveys, the maximum
radial corrections had a standard deviation of < 3% but, for
la Borgne d’Arolla, they varied by ~18% between the nadir
and 10°-inclined camera surveys, in line with the strong differ-
ences in observed doming within these surveys (Figures 10a,
11a).

The inclusion of GCPs as control points within the bundle
adjustment reduced dome amplitudes, although, with 50% of
GCPs retained as independent check points, only nadir surveys
of the relatively low-relief topography of la Borgne d’Arolla
generated results in which doming became no longer signifi-
cant (Table 3, Figure 11, unshaded bars). In line with this, the
Monte Carlo analyses demonstrated that increasing the number
of GCPs as control did not substantially reduce Z-error further
for nadir surveys (e.g. Figure 12a, left panel; median RMSEZ

FIGURE 8. Distributions of doming amplitude and associated camera parameter values from survey simulations (Table 1) processed in PhotoScan,
with P2 estimated. Surveys used either a nadir-pointing camera (blue) or a camera inclined at 5° (red) in pitch. Distributions of doming amplitude (a),
and correlations between (b) doming amplitude and K1, (c) doming amplitude and P2, and (d) between K1 and P2 values. [Colour figure can be viewed
at wileyonlinelibrary.com]
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values of ~13mm, or 0·8 GSD), indicating that topographic
shape was accurately described from the image data alone. In
contrast, the tendency for strong doming in inclined-camera
surveys of la Borgne d’Arolla resulted in greater RMSEZ values,
and all increases in control helped to reduce error magnitudes
(e.g. Figure 12a, right panel, with check point median RMSEZ
values decreasing steadily from 121mm for 19 control points
to 106mm for 34 control points, 7·9–6·9 GSD, respectively).
However, with this error comprising both random and
modellable systematic (Equation 5) components, it could be re-
duced consistently to nadir-survey magnitudes by removing the
modelled systematic contribution (Figure 12a, right panel, grey
symbols). The remaining error (~13mm, or ~0·8 GSD) was al-
most independent of the number of GCPs used for control,

and was a magnitude consistent with the precision of the total
station ground survey measurements of the GCP coordinates.
Such agreement indicates that the dominant accuracy issues
had been successfully accounted for by the modelling, to leave
residual error in line with expected precision magnitudes.

The steep topography of Tsijiore Nouve resulted in smaller
overall systematic error in inclined-camera surveys than for la
Borgne d’Arolla (dome amplitudes of < 100mm, compared
with > 300mm respectively, Figure 11). However, error mitiga-
tion through modelling was potentially less effective, and re-
moval of systematic components did not always reduce error
on GCPs to the levels achieved in a nadir-camera survey
(Figure 12b, Tables 3 and S3). Nevertheless, residual error on
GCPs was generally < 1·5 GSD.

FIGURE 9. Survey sensitivity to topographic doming as a function of (a) the magnitude of random perturbations to camera orientations, (b) the mag-
nitude of tie point image observation precision, (c) image overlap, and topographic variability either (d) over within-image spatial scales, or (e) as a
survey-wide slope giving inter-image differences. The columns present results for surveys carried out with cameras at four different inclinations (in-
cluding nadir), and the symbols (see legend in the top right graph) distinguish four different camera models, with ‘all parameters’ denoting F and
Cx, Cy, B1,2, K1-3, P1,2 (i.e. as given in Table 1).
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For inter-survey comparisons between full topographic data
sets (dense point clouds), the 60-m nadir survey of la Borgne
d’Arolla, and the nadir survey of Tsijiore Nouve that showed
the smallest dome amplitude (60m_00degr_nadir_2; Figure 11,
Table S1) were reprocessed with all GCPs used as control, and
used as the best-case reference surveys. All other surveys, ex-
cept the remaining nadir surveys of la Borgne d’Arolla, had sig-
nificant (p < 0·05) systematic error that could be modelled and
removed (Table S3). The Metashape-derived point coordinate
precisions (interpolated over the dense point clouds) had mean
values in Z of ~5 to 7mm (0·3–0·8 GSD) for la Borgne d’Arolla
and ~8–9mm (0·4–0·5 GSD) for Tsijiore Nouve – values that
are approximately half those of the RMSEZ on check points
(Table 3, cf. Table S4). In line with this, M3C2-PM comparisons
between nadir-camera surveys showed that > 95% of points
lay within LoD95% of their reference survey for an effective pre-
cision multiplier, k, of ~2 (Figure 13), i.e. the dense point
clouds met expected repeatability statistics if effective point co-
ordinate precisions were assumed to be approximately twice as
large as those estimated within the Metashape bundle
adjustment.
For the strongly domed, inclined-camera surveys of la

Borgne d’Arolla that were carried out on the same day as the
reference survey, only 60–70% of points were within LoD95%

of the reference survey data, even for k = 5 (i.e. an effective pre-
cision of 5σ; Figure 13a), reflecting the substantial accuracy is-
sues. Nevertheless, after topographic correction for systematic
doming (Equation 5), the processed results satisfied the
LoD95% criterion for k values of ~2·0 and 2·3 (Figure 13a).
For the Tsijiore Nouve surveys, the much smaller correction in-
volved led to much smaller magnitude improvements, but all
surveys satisfied the LoD95% criterion for 1·1 < k < 2·4
(Figure 13b).
Such cumulative summaries do not expose spatial patterns,

and correction of la Borgne d’Arolla topography enabled com-
parison of surveys from either side of a rainfall event to reveal

realistic geomorphic change detection, even from an initially
strongly domed dataset (Figure 14a). However, some clear arti-
ficial distribution of residual error in the Tsijiore Nouve results
(Figure 14b) suggested that, whilst systematic error magnitude
was smaller than for the lower-relief topography of la Borgne
d’Arolla, the distribution could be more complex for the
higher-relief topography and, thus, less fully captured by the
straightforward doming correction.

Discussion

Our combined simulation and field-based approach provides a
generalized insight into factors affecting the accuracy of
UAV-photogrammetry topographic surveys, and is particularly
relevant for the accessible UAV systems used widely in geo-
morphic research. Accuracy issues result from the relatively
weak image network geometry of the ‘double-grid’ flight plan
strategies that represent the standard provision in flight plan-
ning software for topographic survey. The subsequent topo-
graphic correction method demonstrated successful reduction
of systematic error in real UAV survey results, and enables the
wider use of spatially-variable precision estimates for
uncertainty-bounded change detection in geomorphic
applications.

Decentring lens distortion

The growing trend of cameras applying generic
manufacturer-derived on-board image corrections requires
changes, and caution, in our expectations for lens distortion
modelling in subsequent processing. For such imagery, distor-
tion models derived during photogrammetric analyses will rep-
resent corrections to the initially applied corrections. Given
that manufacturers’ corrections largely aim to reduce radial

Table 3. Summary of the Arolla field surveys and their results

Survey name Date,

2018
(dd/yy)

Nominal
flight
height
and

camera
angle
(m,
deg)

Ground
sampling
distance,
GSD
(mm)

Check point RMSEZ
a (mm [GSD])

Dense point
cloudb (mm

[GSD])

Initial After dome correction Mean Z precisionc Mean LoD95%
d

La Borgne d’Arolla
30m_00degr_nadir 01/06 30, nadir 7·8 14·9 [1·9] e 6·4 [0·8] 31·5 [4·0]
60m_00degr_nadir 01/06 60, nadir 15·6 16·5 [1·1] 14·6 [0·9] 5·3 [0·3] f

90m_00degr_nadir 01/06 90, nadir 24·7 23·6 [1·0] e 7·4 [0·3] 34·5 [1·4]
60m_10degr_1 30/05 60, 10° 15·6 155·7 [10·0] 13·7 [0·9] 7·0 [0·5] 33·6 [2·2]
60m_10degr_2 01/06 60, 10° 14·9 101·7 [6·8] 14·1 [0·9] 6·9 [0·5] 33·2 [2·2]
60m_10degr_3 01/06 60, 10° 15·3 97·1 [6·3] 13·2 [0·9] 6·7 [0·4] 32·4 [2·1]
Tsijiore Nouve
60m_00degr_nadir_1 25/07 60, nadir 18·0 10·9 [0·6] 11·0 [0·6] 8·7 [0·5] 41·4 [2·3]
60m_00degr_nadir_2 25/07 60, nadir 17·6 10·8 [0·6] e 7·9 [0·4] f

60m_00degr_nadir_3 26/07 60, nadir 17·6 31·8 [1·8] 21·7 [1·2] 8·6 [0·5] 41·2 [2·3]
60m_10degr_1 25/07 60, 10° 16·5 23·5 [1·4] 15·8 [1·0] 8·2 [0·5] 40·1 [2·4]
60m_10degr_2 25/07 60, 10° 18·3 13·6 [0·7] 12·7 [0·7] 8·7 [0·5] 41·2 [2·3]
60m_10degr_3 26/07 60, 10° 18·6 26·6 [1·4] 12·0 [0·6] 8·8 [0·5] 41·5 [2·2]

aFor 50% of ground control points (GCPs) used as check points.
bFor points within the areas of interest shown in Figures 10 and 14.
cValues estimated by Metashape bundle adjustment.
dM3C2-PM results determined using an effective precision multiplier, k = 2, and, where converted to ground sampling distance (GSD), done so using
the GSD of the non-reference survey.

eNo significant (p ≥ 0·05) doming detected.
fUsed as the best-case reference survey against which other surveys were compared.
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FIGURE 10. Systematic vertical error in digital elevation models (DEMs) for (a) relatively low-relief topography of la Borgne d’Arolla and (b) the
steep moraines of Tsijiore Nouve. Both panels show a reference survey orthomosaic (left) with the area analysed outlined in red (coordinates are
in CH1903/LV03), and the associated DEM with GCPs indicated by red circles. The DEMs have been cropped to remove areas of water surface.
The DEMs of difference (DoDs) show vertical differences between the reference DEMs and those derived using GCPs only for scaling and orienting
the results (i.e. not within the bundle adjustment). Note that DoD colour scale for (a) la Borgne d’Arolla covers an order of magnitude larger values
than that for (b) Tsijiore Nouve. [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 11. Systematic error magnitudes and correlation between the K1 and P2 lens distortion parameters for surveys of la Borgne d’Arolla and
Tsijiore Nouve. Surveys were carried out with an inclined or nadir camera, and processed with or without GCPs included in the bundle adjustment.
Bars represent the modelled systematic error on GCPs (Equation 5) as the amplitude of the ‘doming’ error component at a distance of 120m from the
survey centre. The bars are shaded by the significance of the associated doming parameter, d, in Equation 5 (i.e. dark grey indicating highly signifi-
cant; p < 0·001). Note that p ≥ 0·05 for the bars that are too small for visible shading. [Colour figure can be viewed at wileyonlinelibrary.com]
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distortion, they are likely to alter the relative importance of
decentring distortion since the centre of the practical radial dis-
tortion may not coincide with the centre of the image format.
Existing recommendations to store and process images in raw
format avoid such issues, and are suited to the
physically-based lens distortion models integrated into most
SfM-photogrammetry software (e.g. Mosbrucker et al., 2017;
O’Connor et al., 2017). However, raw format is not usually re-
corded by default in widely available consumer-grade systems,
is not always supported by SfM-based software, and is associ-
ated with image file sizes that are typically much larger than
pre-processed JPEG-format image output (e.g. the image in
Figure 1a is ~40Mb in raw DNG format and ~8Mb as JPEG).
To the authors’ knowledge, the use of raw format or alternative
distortion models [e.g. the multiple, stacked model available in
MicMac (Tournadre et al., 2015), or see Reznicek and
Luhmann (2019) for a review] is not currently widespread in
geomorphic research, although raw format is standard practice
in engineering photogrammetry and heritage recording

(MacDonald et al., 2019) where the capture of critical colour
information is also dependant on raw image processing.

Importantly, our results show that decentring error itself does
not generally result in substantial systematic topographic error
(Table 2) because it can be compensated by error propagation
into estimated camera positions. Only when camera inclina-
tion enables correlated error within the radial distortion param-
eters, does substantial systematic topographic error appear.

Survey sensitivity to topographic doming error

Our simulations enabled isolation and testing of individual
factors among the wide range of influencing variables affect-
ing survey error, and highlight the impact of the complex pa-
rameter interactions that can develop within photogrammetric
processing. In previous work that explored only radial distor-
tion, doming was showed to be mitigated effectively using a
gently inclined camera (e.g. 5°, figure 3b of James and

FIGURE 12. The influence of ground control on surveys of (a) la Borgne d’Arolla and (b) Tsijiore Nouve, carried out with a nadir camera (left col-
umn) and an inclined camera (right column). Within the box plots, each distribution represents the Z-component of error on GCPs from 200
self-calibrating bundle adjustments, with each adjustment using a specific number of randomly selected GCPs as control points. Horizontal bars in-
dicate the median root mean square Z-error (RMSEZ) values, with boxes extending between the 25th and 75th percentiles and whiskers denoting the
full range of the results not considered outliers (shown by + symbols). Grey symbols show the results following subtraction of systematic error that had
been modelled from the control-GCPs only. The analyses shown are for surveys (a) 60m_00degr_nadir and 60m_10degr_3, and (b)
60m_00degr_nadir_1 and 60m_10degr_1 (Table 3). [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 13. The effective precision and increased measurement repeatability through modelling systematic error for (a) la Borgne d’Arolla and
(b) Tsijiore Nouve surveys. Each curve represents the results of M3C2-PM comparisons between a survey (of specified camera orientation) and its
relevant reference survey, for different values of the effective precision multiplier, k (Equation 6). ‘Corrected’ surveys (dashed lines) represent sur-
veys that have had modelled systematic error (Equation 5) subtracted from the point clouds.

2265MITIGATING SYSTEMATIC ERROR IN TOPOGRAPHIC MODELS

© 2020 The Authors. Earth Surface Processes and Landforms published by John Wiley & Sons Ltd Earth Surf. Process. Landforms, Vol. 45, 2251–2271 (2020)

http://wileyonlinelibrary.com


Robson, 2014a). This remains true (Table 2); however if, as
commonly is the case, decentring parameters are also in-
cluded in the bundle adjustment, then mitigation through
camera inclination is compromised (Figure 6). This likely ex-
plains elevated errors reported for small camera inclinations
(e.g. < 15°) in UAV surveys of high-relief landscapes (Nesbit
and Hugenholtz, 2019), and underscores the importance of
checking for parameter correlations in lens distortion models.
Consequently, recommendations to use a gently inclined
camera should be limited to cases in which only radial dis-
tortion needs to be considered, and should not be applied
when a more complex camera model is required, as with
many low-cost UAVs (e.g. the Phantom DJI family of
quadcopters). Nevertheless, increasing the camera inclination
(values of up to 15° are shown in Figure 9) does reduce the
effect of radial and decentring parameter interactions and the

magnitude of likely systematic topographic error. This is in
line with published field results that have demonstrated the
benefit of including oblique images within a nadir survey
(e.g. up to 45°, Harwin et al., 2015; Nesbit and
Hugenholtz, 2019). To support this further, we reprocessed
the nadir-and-four-30°-oblique-cameras survey of James and
Robson (2014a, their figure 5b), additionally enabling princi-
pal point and decentring parameters to vary in the bundle ad-
justment, and the results verified that doming mitigation
remained effective. Survey design will vary depending on
the UAV and camera used; ideally, preliminary in-field pro-
cessing would be carried out to indicate whether survey re-
quirements are likely to be met.

Our simulations also demonstrate the doming sensitivity of
surveys to a range of factors other than camera inclination
(Figure 9). Notably, doming amplitude appears to have a

FIGURE 14. Enhanced digital elevation model (DEM) comparisons through removing systematic topographic error and using Metashape precision
estimates to determine spatially variable levels of detection. For both (a) la Borgne d’Arolla and (b) Tsijiore Nouve, the upper left panels outline the
analysed areas (as in Figure 10) and comparisons are shown between the reference DEMs and surveys carried out with a 10°-inclined camera. The
level of detection (given in both map and histogram form) indicates the detectable magnitude of change between each survey pair at the 95% con-
fidence level where the effective measurement precision is assumed to be 2σ (see Figure 13). Within the DEMs of difference (DoDs), white denotes
excluded regions (either outside the area of interest, or underwater), or areas where difference magnitude is smaller than the LoD95% value. [Colour
figure can be viewed at wileyonlinelibrary.com]
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strong and approximately linear relationship with the image
measurement precision of tie point observations; reducing
the quality of the tie point observations from a standard devi-
ation of 0·5 pixels to 1·0 pixels led to more than a doubling
in the likely dome amplitude (Figure 9b). Thus, image quality
not only controls likely matching success but also the quality
of the bundle adjustment results themselves, which will in
turn influence both matching success and the degree of sys-
tematic error in the derived results. Surveys of sites where
the quality of tie point observations may be poor (e.g. due
to vegetation cover or areas of water) are likely to be more
susceptible to systematic error. As expected from established
understanding of photogrammetric image network geometry
(Fraser, 1996, 2013; Robson, 1992), the increasingly diverse
observation distances when surveying topography with
greater relief, increased network strength and reduced the ex-
pected magnitudes of systematic error (Figure 9d, e). Similar
reductions resulted from increasing the perturbations in cam-
era pointing direction (Figure 9a), thus, the natural variability
experienced during practical survey conditions may be bene-
ficial to reduce doming error. We note that, although we
have tested a selection of factors that may affect systematic
error magnitudes (Figure 9), others factors such as camera
stability and tie point spatial variability, are also likely to
have some influence.

How much ground control is required?

Incorporating control measurements into the bundle adjust-
ment is an established approach for mitigating systematic error
(relevant to any photogrammetric survey), with the number,
distribution and quality required depending on the survey de-
sign requirements and the strength of the image network (e.g.
Krauss, 1993). However, given the wide range of factors that af-
fect the potential magnitude of systematic error, care should be
taken not to over-generalize recommendations (e.g. by stating
‘required’ GCP spatial densities) based on a small numbers of
surveys, or from surveys of a specific terrain type, with a spe-
cific camera and platform (e.g. Aguera-Vega et al., 2017;
Martinez-Carricondo et al., 2018; Rangel et al., 2018;
Sanz-Ablanedo et al., 2018; Tonkin and Midgley, 2016). To es-
timate a reliable minimum ground control deployment for a
particular accuracy specification would require a comprehen-
sive model of survey performance, along with appropriate esti-
mates for all the factors involved. Alternatively, simulation
approaches can be adopted (Dall’Asta et al., 2015; James
et al., 2017b) or Monte Carlo-based analysis of previous, simi-
lar surveys (James et al., 2017a; Sanz-Ablanedo et al., 2018).
In cases where systematic error is dominantly doming-

related, then our approach of topographic error modelling
and correction (Figure 4) offers a potential alternative.
Accepting the likelihood of non-negligible but correctable
doming leads to the possibility of designing minimal GCP de-
ployments aimed at providing sufficient constraints for a topo-
graphic error correction model, rather than at initially
achieving acceptable accuracy within the photogrammetric
bundle adjustment. As an example, for the doming-sensitive
survey of la Borgne d’Arolla shown in Figure 12(a), using eight
GCPs and topographic correction resulted in error magnitudes
of ~20mm, compared to ~100mm when 34 GCPs were used,
but without topographic correction (Figure 12a). Appropriate
GCP distributions should be in line with current recommenda-
tions (i.e. well distributed across the survey volume), and num-
ber density could be estimated based on survey extents,
expected precision, and constraint requirements for modelling
error in processed results.

Direct georeferencing

UAVs with real-time kinematic (RTK) GNSS capabilities are be-
coming widely available and can provide topographic data
with centimetric quality through direct georeferencing (using
camera position and potentially also orientation data as control
measurements; e.g. Benassi et al., 2017; Chiang et al., 2012;
Chudley et al., 2019; Cucci et al., 2017; Eling et al., 2015;
Forlani et al., 2018; Gabrlik, 2015; Grayson et al., 2018;
Hugenholtz et al., 2016; Rehak et al., 2013; Turner
et al., 2014). The specific implications of direct georeferencing
on mitigating systematic error have not been explored in detail
but it has been previously noted that using camera positions as
control data can appear more effective at mitigating doming
than GCPs (James et al., 2017b). Our results here suggest how
this may operate; using camera position observations as control
data should reduce the systematic error in estimated camera
positions (Figure 7a, b) and, consequently, also in the related
topographic point cloud. In our simulated surveys, systematic
horizontal components of camera position error were almost
an order of magnitude greater (up to ~210mm in Figure 7b)
than vertical components (~25mm), so horizontal components
of the control coordinates are likely to be more important than
vertical components for mitigation. This is convenient, given
that GNSS observations are generally approximately twice as
good in the horizontal as they are in the vertical. However,
we note that some problematic correlations may remain. For
example, if an inclined camera is used, additional systematic
error in estimated camera positions is oriented systematically
in the forward flight direction (Figure 7c, d). Such error could
therefore couple into lever arm or shutter timing offset parame-
ters if these are included in the bundle adjustment (e.g. Rehak
et al., 2013), with outcomes that would require investigation.

Accuracy and precision in topographic surveys

To maximize the use of UAV-based topographic measurements
for geomorphic change detection, a strong understanding of
both survey accuracy and precision is required in order to min-
imize measurement artefacts and to identify surface change rig-
orously. Most of our surveys displayed accuracy issues which
were detectable as statistically significant (p < 0·05) topo-
graphic doming through modelling error on GCPs as a function
of R2 (Equation 5). Removal of this modelled error reduced
RMSEZ on check points by up to an order of magnitude, to
~14mm, representing 0·8–1·8 GSD. Such values are aligned
with the precision of the GNSS and total station measurements
used to determine the GCP locations, and thus reflect the
achieved precision of the SfM surveys.

One approach to gain insight into survey-wide measurement
repeatability is through comparison of repeated surveys during
periods of no surface change (e.g. Goetz et al., 2018; Nesbit
and Hugenholtz, 2019). However, this is time-consuming and
uncertainties remain with how representative the results may
be of surveys collected at other times and under potentially dif-
ferent conditions. An alternative approach is to derive precision
estimates for individual surveys [either using a Monte Carlo ap-
proach (Dall’Asta et al., 2015; James et al., 2017b), or directly
from the bundle adjustment, as in this work for SfM-based soft-
ware, or James et al. (2017b) or Murtiyoso et al. (2018) for other
software]. Although this enables estimates for the specific sur-
veys required, through generally being based on theoretical,
Gaussian error distributions, the resulting precision estimates
may be optimistic.

By using a combination of both of these two approaches,
along with the removal of modelled systematic error, we have
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demonstrated surveys that meet a priori statistical expectations
for rigorous 3D change detection if internally-estimated preci-
sion values are approximately doubled before being used to
calculate levels of detection. Although optimism within the pre-
cision estimates are a likely component of this, spatial varia-
tions indicate that, particularly for areas of strong topographic
relief such as Tsijiore Nouve, some residual systematics remain.
Thus, sites of strong topographic relief (e.g. Nesbit and
Hugenholtz, 2019; Smith and Vericat, 2015) may be expected
to be less susceptible to systematic error than low-relief areas,
but the systematics may be more complex and less effectively
captured by a straightforward R2 model for doming correction.

Conclusions

Appropriate error handling is fundamental to topographic anal-
ysis in geomorphic research, and underpins rigorous ap-
proaches for quantifying surface change with
spatially-variable levels of detection (LoD95%). Here, we dem-
onstrate the critical advantages of clearly separating accuracy
issues (bias, or systematic error) from random error (describing
the measurement precision). For UAV-based SfM-
photogrammetry surveys, which are developing into a leading
source of topographic data in geomorphology, we quantify sur-
vey sensitivities to accuracy issues and identify a potential vul-
nerability resulting from the emerging trend of on-camera
image pre-processing. For our surveys of proglacial areas (cov-
ering both low- and high-relief topography, with
single-inclination image sets from either nadir or 10° inclina-
tion), we demonstrate up to order-of-magnitude error reduction
in topographic data through modelling and removing system-
atic (‘doming’) components, and show that survey repeatability
can successfully meet LoD95% estimates determined from ap-
proximately twice the magnitude of a priori precision estimates
from SfM-based software.
With UAV imagery for geomorphic surveys being increas-

ingly captured by cameras that apply on-board geometric im-
age corrections (e.g. Figure 1), users should be aware that,
with such pre-processed imagery, the lens distortions modelled
by photogrammetric processing software will represent only the
residual image distortions that remain after the generic lens ge-
ometry corrections applied by the camera manufacturer. Thus,
the physically-based lens distortion models integrated in most
SfM-photogrammetry software will be no longer representing
the physical optics that they were designed to describe, in-
creasing the potential for resulting misfits that may propagate
systematic error into topographic results. When using a
physically-based lens distortion model, raw (uncorrected) im-
agery should be collected and processed if possible.
The sensitivity of photogrammetric surveys to systematic er-

ror reflect the factors that underpin robust and accurate camera
calibration, such as imaging geometry and the quality of tie
point observations. Survey design can address some aspects
(noting that image overlap appears to be a relatively weak ef-
fect, Figure 9c), but others will depend on survey site character-
istics. For example, in line with the established understanding
that greater 3D tie point occupancy within a survey volume im-
plicitly strengthens photogrammetric image networks, increas-
ing topographic variability within surveys (Figure 9d, e)
resulted in reduced susceptibility to systematic error. Poorer im-
age matching (e.g. due to increased vegetation cover or varying
illumination conditions) is likely to increase systematic error
magnitudes (Figure 9b).
Systematic error in topographic surveys can be reduced

through the effective use of GCPs as control measurements
within the bundle adjustment, but the sensitivities described

earlier imply that the GCP density and distribution required to
achieve a specific survey design accuracy will vary from site
to site, and potentially from survey to survey at the same site.
Within topographic results, accuracy problems related to dom-
ing can be identified by considering the spatial distribution of
error on check (preferably) or control points, or through recog-
nizing unexpected correlations between camera model param-
eters. Our results show how the use of a gentle camera
inclination within UAV surveys can promote strong correlation
between decentring and radial distortion parameters, which is
sufficient to outweigh the advantage of convergence in imaging
direction and allow strong doming error to develop for sites of
low topographic relief (Figure 6).

Modelling and subtracting systematic error directly from to-
pographic data (Figure 4) can provide up to order-of-magnitude
error reductions for surveys of relatively low-relief topography
(Figures 13a, 14a). Inter-survey comparisons of such
bias-corrected topographic results showed that survey repeat-
ability achieved mean LoD95% values of 1·4 to 4·0 GSD
(~30–40mm; Table 3), reflecting effective measurement preci-
sion values that were approximately twice those estimated by
Metashape bundle adjustments. Surveys of higher-relief topog-
raphy are likely to be less affected by systematic doming error
than for lower-relief areas, but accuracy issues may be
expressed in a more complex form, and leave detectable sys-
tematics after doming correction (Figure 14b).

Our straightforward approach addresses one of the major
sources of accuracy issues in UAV-based SfM-
photogrammetry surveys, and is augmented by now widely
available spatially variable topographic precision estimates.
Critically, our systematic error correction procedure works
on topographic data directly, an approach that is well aligned
to a geomorphic community familiar with handling such
data. We provide example data, a Python script for precision
estimate export, a summary workflow and Matlab topo-
graphic correction script in the Supporting Information Data
S1, Codes S1, S2, Workflows S1, S2. A topographic correc-
tion tool, compiled as a Windows application, is also freely
available at http://tinyurl.com/sfmgeoref. Given these tools,
for the most accurate change detection surveys, particularly
of low-relief topography, it is always recommended that
GCP check points or short GNSS profiles be taken to allow
an independent check.
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Supporting Information
Additional supporting information may be found online in the
Supporting Information section at the end of the article.

Table S1. Arolla surveys: survey details.

Table S2. Arolla survey results: cameras and tie points.

Table S3. Arolla survey results: GCPs.

Table S4. Arolla survey results: dense point cloud precision and
level of change detection.

Workflow S1. Workflow for correcting systematic error, includ-
ing the use of the Matlab code below.

Code S1. A compressed folder containing a Matlab script
(estimate_doming_and_correct_dense_cloud.m) and ancilliary
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function for modelling and subtracting doming error from
photgrammetric surveys. Step-by-step instructions are provided
within the script.

Data S1. A compressed folder containing example data for use
with the Matlab code above.

Workflow S2. Instructions for using
‘export_point_coordinate_precision.py’, and a comparison of
VMS and Metashape point coordinate precision estimates.

Code S2. Metashape Python script for exporting sparse point
coordinate precision estimates.
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