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Introduction

In modern societies, life is structured around work, with individuals devoting a significant

amount of time and energy to their professional life. Considering that work has a funda-

mental impact on our daily routines, social interactions, and overall lives, understanding how

professional choices are made and outcomes achieved in labor markets is essential. The aim

of this thesis is to analyze different facets of individuals’ working life, with a special emphasis

on the impact of public policies on the decisions and outcomes of workers, so as to provide

new insights on the design of these polices. Specifically, the three chapters contribute to the

bodies of research on the functioning and dynamics of labor markets, the effects of job search

assistance programs on job search activity and success, as well as the role of fiscal policy in

workers’ residential and commuting decisions.

In the first chapter, joint with Rafael Lalive, Aderonke Osikominu, Lorenzo Pesaresi and Josef

Zweimüller, we study the dynamics of job search and the causes of duration dependence in job

finding, i.e. the reasons why unemployed job finding chances decrease with elapsed unem-

ployment duration. Examining this subject is essential to our understanding of labor markets,

in particular to determine whether the decline in job finding chances during unemployment

is caused by genuine duration dependence in job seekers and/or firms’ behaviors, or whether

it is mechanically due to some form of dynamic selection.

We analyze job search dynamics empirically, using a granular and comprehensive source of

data. Our empirical base material originates from job search diaries filled in by Swiss un-

employed, which contain detailed records on all applications they send out, including firms’

responses to applications (callbacks to interviews and job offers). On the job seeker side, we

find evidence of a slight empirical decline in the number of applications sent out per month, a

measure of job seekers’ application/search effort (-1 application over 15 months). Accounting

for dynamic selection through fixed effects, we find that the net decline in application effort

is much more marked (-3 application over 15 months). These results reveal the existence of

positive dynamic selection in terms of application effort. Studying firms’ responses to appli-

cations, we report first-sight evidence of (1) a sharp decline over time in the probability that

an application results in a callback (from 5% in month 1 to 2.5% in month 15) and (2) an

increase in the probability that a job interview converts into a job offer (from 20% in month

1 to 30% in month 15). Accounting for job seekers’ heterogeneity through a control function

approach, we find that the genuine decline in callback chances is actually less marked than

what raw data suggest (from 5% in month 1 to 3.5% in month 15). This indicates that dy-
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namic selection is negative at the callback phase. In contrast, the duration profile of the job

offer conversion probability remains unchanged, even when accounting for individual hetero-

geneity. All in all, our analysis of firms’ responses to job applications suggest that elapsed

unemployment duration affects negatively unemployed job seekers’ chances at the callback

stage of the recruiting process, but not beyond.

We next develop a job search model with statistical discrimination by firms towards long-term

unemployed to rationalize our empirical findings. Both sides of the labor market are assumed

to be heterogeneous, hence creating room for imperfect information on workers’ ability and

suitability of workers-firms matches. Just like in our empirical analysis, the model assumes

that firms recruit following a two-step procedure: they first decide whether to call back appli-

cants based on imperfect information, before discovering applicants’ true ability during costly

interviews. Only at that moment do they decide whether to make job offers. In the callback

phase, recruiters use elapsed unemployment duration as a signal of workers’ productivity.

Since high-ability-type job seekers exit the pool of unemployed more rapidly and given that

firms are heterogeneous, some recruiters stop calling back job seekers who have been unem-

ployed for too long, as they infer them to be unsuitable matches. This generates negative

duration dependence in the callback probability. In contrast, as the pool of re-contacted job

seekers get more homogeneous at longer unemployment duration, and since callbacks get

more targeted, the probability of a job offer conditional on a job interview increases over

time. Finally, as job seekers face declining job finding chances over time, they endogenously

respond by lowering their search effort during unemployment.

The second chapter, single-authored, studies a specific job search assistance policy: vacancy

referrals by caseworkers. This policy, which consists in the transmission of information on

vacancies that are considered as suitable by caseworkers to job seekers, has been proven to be

effective at fighting unemployment. However, little is known about the mechanisms through

which the policy operates as well as its effects on other dimensions of job finding, such as jobs

quality. In this second chapter, we use the same comprehensive and granular source of data

as in the first one, to shed light on the effects of caseworker referrals on job search activity

and success in Switzerland.

We first analyze the effects of the policy at the application-level, both on applications success

and vacancies characteristics. In order to deal with endogeneity issues, we follow a high

dimensional fixed effects approach with individual-by-duration fixed effects. This approach

boils down to comparing treated and non-treated applications, sent by the same individual, in

the same month of unemployment. Therefore, it enables us to easily handle diverse sources of

heterogeneity, and solves the issue of assigning the policy to workers based on their expected

outcomes in the labor market. Our empirical results reveal that referred job applications

face significantly higher success rates compared to non-referred applications, both in terms
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of callbacks (+ 4 pp. or + 103%) and job offers (+ 1.3 pp. or + 142%). This effect seems

to be partially driven by referrals targeting lower-paying positions: referred vacancies are

more likely to be part-time and characterized by higher (lower) physical (cognitive) skills

requirements.

In a second empirical section, we aggregate our data to the individual-monthly level, to study

the effect of referrals on application effort and labor matching. In order to deal with endo-

geneity issues, we follow an instrumental variable approach based on caseworker stringency.

This approach relies on (1) caseworkers’ leverage over the use of the referral policy and (2)

the quasi-random allocation of job seekers to caseworkers, within Public Employment Service

offices. In practice, we build a time-varying leave-one-out stringency instrument, which pro-

vides us with an exogenous source of job seekers’ exposure to the referral policy. According

to our empirical findings, vacancy referrals imply a significant increase in the total applica-

tion effort exerted by job seekers: one additional referral per month leads to an increase of

0.72 job applications sent. This increase is concurrent to a slight and insignificant decrease in

the number of personal applications sent out by job seekers, a result that points towards the

imperfect substituability of referred and non-referred vacancies. Applying the same method-

ology to our labor matching indices (number of job interviews and job offers per month), we

find that referrals lead to a large increase in matching opportunities between job-seekers and

firms. In light of our previous empirical results, these positive effects are possibly realized at

the cost of accessing lower-paying positions.

The third chapter, joint with my fellow PhD student Nicola Mauri, examines another aspect

of individuals’ working life: residential and commuting decisions, and how those are affected

by local fiscal policies. Specifically, we study how decentralized progressive income taxation

impacts the location decisions of workers settling down in urban areas, accounting for com-

muting to work. Studying how individuals of different income levels trade off taxes, housing

prices and commuting and whether taxation directly affects their willingness to commute is

crucial to understand the causes of spatial income sorting.

In that respect, we develop a structural model of individual residential decisions in a mono-

centric city with decentralized progressive income taxation. Individuals choose a municipality

of residence, which is featured with local level of (residence-based) taxation, housing prices,

and commuting distance to the productive center. We explicitly include commuting costs in

individuals’ optimization program, hence acknowledging that within urban areas location de-

cisions essentially translate into commuting choices. Our model predicts high-income earners

to be less sensitive to housing prices compared to taxes and commuting. They are hence pre-

dicted to locate in jurisdictions featured with higher housing prices. Similarly, high-income

individuals are predicted to be more sensitive to taxes relative to housing prices and com-

muting, if the progressivity of the tax schedule proves to be sufficiently high. Whether high
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incomes value centrality more than lower incomes remains ambiguous though. This ambigu-

ity arises from the effect that the progressivity of the income tax schedule has on high incomes’

opportunity cost of time, making them more willing to commute if they get compensated with

lower taxes.

Based on a random utility framework, we estimate an empirical equivalent to our structural

model, to measure the effects of municipality characteristics on individuals’ indirect utility

along the income distribution. The model is estimated on micro-level data on moving deci-

sions within Switzerland. Those include detailed records of individuals’ income, a measure

of the location-specific tax burden they face as well as other socio-demographic information.

Our estimation results confirm our model’s predictions: high-income agents are found to be

more sensitive to taxes and less sensitive to housing prices than low incomes. Regarding com-

muting, we find that high incomes tend to place less value on living in central municipalities.

Additionally interacting distance with taxes and income, we show that lower taxation levels

directly increase individuals’ willingness to commute, consistently with the intuition that local

taxes affect the opportunity cost of commuting. Finally, we conduct an illustrative counterfac-

tual exercise where we impose a homogeneous local income tax rate within the urban areas

of study. We show that shutting off fiscal decentralization leads to an increase in the demand

for central municipalities from high-income movers. Shutting down fiscal federalism would

thus entail a gentrification of city centers and a decline in the income levels of peripheral

jurisdictions.
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CHAPTER 1

What Drives the Decline in Job Offers?

Jeremy Zuchuat Rafael Lalive

University of Lausanne University of Lausanne

Aderonke Osikominu Lorenzo Pesaresi Josef Zweimüller

University of Hohenheim University of Zürich University of Zürich

Abstract

Job finding is a complex process involving sequential decisions taken by job seekers and firms. The

decline in job finding chances over the course of unemployment is well established, but we still know

little about the dynamics of these intermediary decisions. We use longitudinal monthly data from

job search diaries for several thousand job seekers, which record all applications they send, along

with employer callbacks and job offers. Accounting for heterogeneity, we document a net decline in

the number of applications and chances of a callback over time, whereas the chances of receiving a

job offer after being interviewed are slightly increasing. Individual heterogeneity is found to play a

role mostly before the interview stage. Our empirical findings are rationalized in a job search model

with statistical discrimination. Firms use elapsed unemployment duration as a signal of applicants’

productivity when making callbacks decisions and decide whether to make job offers based on new

information revealed during the job interviews. As duration negatively impacts job seekers’ chances of

finding a job, those react endogenously by lowering their search effort over time.

Keywords: Job search, job finding, duration dependence, dynamic selection, search effort,

job application, callback, job interview, job offer.

JEL: J24, J64



1. WHAT DRIVES THE DECLINE IN JOB OFFERS?

1. Introduction

The labor market is characterized by a high degree of informational frictions. In this search

and matching context, job seekers and firms do not match directly, but rather encounter each

other through a complex job search process, during which information is revealed on both

sides of the market. Labor matching has for long been documented as exhibiting negative

duration dependence: the longer a job seeker remains unemployed, the lower the probability

that she transits from unemployment to employment. Conceptually, part of the decline in job

finding chances is due to the direct effect elapsed unemployment duration has on agents’ be-

haviors, both on the supply and demand sides of the labor market. Alternatively, this pattern

can be partially explained by workers’ heterogeneity and dynamic selection, as unemployed

faced with systematically lower employment prospects tend to be over-represented at later

stages of unemployment.

Studies that have sought to disentangle the sources of duration dependence in job search have

typically focused on the ultimate job finding outcome. However, job finding is far from being a

simple one-step process: it involves several distinct stages from the sending of applications by

the job seeker, to the decision by the firm whether to make a job offer to the applicant, through

the intermediary screening stages. Given the current state of the literature, we lack empirical

evidence and theoretical understanding about the effect duration has on these sequential

decisions, the role of heterogeneity in their dynamics and how they eventually contribute to

the decline in job finding chances.

In this paper, we use granular administrative data on 600,000 job applications made by Swiss

unemployed to study the different stages of the job search process. For each of these stages,

we document how job seekers or firms’ behaviors evolve with respect to elapsed unemploy-

ment duration. We also assess the contribution of workers’ heterogeneity to the observed

duration patterns, and measure the net effect of duration on each of these sequential deci-

sions.

On the firm’s side, we find evidence of a large and marked decline in the chances that an

application results in a job interview, a "callback", for applications sent out later in the spell,

compared to those sent earlier on. To address the compositional change in the pool of job

seekers sending applications in late and early duration periods, we control for applications’

baseline chances of leading to a job interview, by conditioning on the likely information set

that is available to firms when making callbacks decisions. Once controlling for these ex-ante

chances of leading to an interview, applications sent to firms still face lower callback chances

as unemployment duration elapses, but this decline is only about half as strong compared to

the observed callback probability. The observed callback probability declines more strongly

than the controlled one due to negative dynamic selection, i.e. the pool of applications ob-
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1. WHAT DRIVES THE DECLINE IN JOB OFFERS?

served at late duration periods have substantially lower ex-ante callback chances. We further

show that this change in composition arises because job seekers with the highest callback

chances tend to exit the observed sample.

We apply the same methodology to the choice of the firm whether to convert a job interview

into a job offer, focusing on those applications that first lead to a job interview. In contrast

to the callback decision, we find that the job offer conversion decision is positively correlated

with duration in the raw data: the probability with which job interviews are converted into

job offers is slightly increasing over time. This pattern is rationalizable in a context with

dynamic selection : as time passes by, the pool of workers who remain unemployed and

who get interviewed becomes more homogeneous, hence leading to a higher probability of

securing a job offer conditional on an interview. In line with this argument, we find that

observed workers’ heterogeneity plays a limited role at this stage of the recruitment process, as

controlling for observed unemployed characteristics does not significantly affect the estimated

duration profile of the job offer conversion probability.

On the job seeker’s side, we find that search effort, as measured by the number of applications

sent out per month, decreases slightly and steadily over the course of unemployment. Just like

for firms’ decisions, this descriptive pattern encompasses both the net effect of duration and

the effect of dynamic selection due to workers’ heterogeneity. As application effort is observed

repeatedly for each job seeker in our data, we can use fixed effects models to control for

observed and unobserved individual characteristics. Once heterogeneity is accounted for, we

find a much stronger net effect of duration on application effort. Heterogeneity hence entails

positive dynamic selection at the application phase: high-application-effort job seekers tend to

remain unemployed longer, hence contributing to flattening the duration profile of application

effort in the raw data.

Taken altogether, our empirical findings are consistent with a statistical learning view of the

labor market, with imperfect information on workers’ productivity. We extend Jarosch and Pi-

lossoph (2019) framework, who develop this view for firms, by adding statistical learning on

the labor supply side. In this framework, firms use elapsed unemployment duration in addi-

tion to observed heterogeneity to infer the productivity of applicants, when deciding whether

to call them back for a job interview. Unemployment duration however does not contain

additional information and does not reduce applicants’ chances at the job offer conversion

stage, as their productivity level is revealed during the interview. In turn, the overall decline

in firms’ responses entails a decrease in application effort by job seekers, who anticipate firms’

discriminating behavior towards long unemployment duration in a forward-looking manner.

In this framework, net duration patterns on both sides of the market are rooted in statistical

discrimination from firms towards longer-term unemployed.

Some of the patterns we document are also coherent with competing theories of job search,
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such as application targeting, stock-flow matching or social capital exhaustion. However, we

find little supportive evidence for these alternative mechanisms. Not only do we observe few

changes in application targeting over time, whether in terms of occupational targeting or skills

requirements, but we also find little evidence of adjustments in applications quality, notably

in terms of the channels used when contacting firms. In particular, applications in person,

which are shown to be significantly more successful, represent a relatively stable share of all

applications at each unemployment duration.

Our paper addresses various strands of the vast literature on job search and labor markets

dynamics. We first contribute to the literature on the role of workers’ heterogeneity in ex-

plaining duration dependence in job finding. Since the seminal study of Van den Berg (1990),

which generalized non-stationarity in job search models, a long standing debate has emerged

on whether the decline in job finding chances is due to dynamic selection and workers’ het-

erogeneity, or to genuine duration dependence in agents’ behaviors. Focusing on the exit rate

out of unemployment, Van den Berg and Van Ours (1996) find that heterogeneity explains

most of the decline in job finding, for most socio-demographic groups in the US. Alvarez

et al. (2016) find similar results based on a dynamic model of transitions in and out of em-

ployment, with arbitrary heterogeneity across workers. The authors estimate their model

using social security data for Austrian workers who experience two or more unemployment

spells, and find that dynamic selection is a critical source of duration dependence. The same

type of approach is taken by Ahn and Hamilton (2020), who find similar results for the US.

More recently, Mueller et al. (2021) exploits job seekers’ elicited beliefs about job finding to

shed light on the sources of negative duration dependence in the job finding rate. They find

evidence of substantial heterogeneity across job seekers, resulting into substantial dynamic

selection that explains most of the observed decline in job finding chances. Consistent results

are found by Mueller and Spinnewijn (2023), who exploit rich administrative data from Swe-

den to study the predictability and determinants of long-term unemployment. The authors

find large amount of heterogeneity in job seekers’ employability, and argue that at least half

of the decline in job finding over the unemployment spell is driven by dynamic selection.

Our study further contributes to two additional strands of the job search literature, which

examine changes in agents’ behavior as potential drivers of job finding dynamics. Firstly,

we address the literature on firms’ decisions during the recruitment process, and how those

evolve with respect to elapsed unemployment duration. In their seminal study, Kroft et al.

(2013) study duration dependence in the probability that a job application ends up into a

callback for a job interview. Based on an experimental audit setup, the authors find that

the chances of getting a callback from firms decrease sharply in the early months of unem-

ployment, this decline varying according to local labor market conditions. Their results are

consistent with screening models in which employers use unemployment duration as a signal

8
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of workers’ unobserved productivity (Vishwanath, 1989; Lockwood, 1991). A similar exper-

imental approach has been followed by Oberholzer-Gee (2008), Eriksson and Rooth (2014)

and Nüß (2018) for Switzerland, Sweden and Germany respectively. All studies come up

with consistent results: the duration of the contemporaneous unemployment spell reduces

the probability of being called back by firms. Again, the authors interpret these results as

elapsed unemployment duration conveying a stigmatic signal about job seekers’ productivity.

In contrast, Farber et al. (2016) find no negative effect of unemployment duration on the

callback probability for the sub-market of experienced college-educated females applying for

administrative support jobs. The authors argue that these results might be due to the specific

group of workers they analyse. More recently, Jarosch and Pilossoph (2019) have taken a

more structural view at the negative duration dependence in the callback probability. Using a

frictional job search model where employers endogenously discriminate against longer-term

unemployed, the authors are able to replicate the decline in job interviews over the course of

unemployment. Their structural approach allows to further assess the consequences of firms’

callback behavior for job finding. They find that the decline in callbacks has a limited impact

for unemployment exit, as job interviews lost in the first place would have had little chance

to be converted into job offers, and eventually hirings. The authors hence interpret negative

duration dependence in the callback probability as being largely driven by dynamic selection

and statistical discrimination.

Secondly, we add up to the increasing literature on the dynamics of job search effort provision

by job seekers. Recent papers have shown that the decline in search effort might be a major

driver of decreasing job finding chances. Exploiting online job application data, Faberman

and Kudlyak (2019) study the dynamics of search effort along job search spells in the US.

Using the weekly number of applications sent out per month as proxy, they show that search

effort is decreasing with the duration of the job search spell. Their main result is robust and

even accentuated when controlling for individual heterogeneity through individual fixed ef-

fects. Fluchtmann et al. (2021) find consistent results for the universe of Danish job seekers.

The authors use information from an online job search monitoring platform, which is legally

constraining for unemployed. Their evidence show that the monthly average number of ap-

plications recorded on the platform is relatively constant over the duration of unemployment,

in the raw data. However, once job seekers’ heterogeneity is accounted for through individ-

ual fixed effects, application effort is found to decline markedly within unemployment spells.

Using similar administrative data, Marinescu and Skandalis (2021) analyse the dynamics of

application effort in France, with a specific focus on unemployment benefits exhaustion. Their

descriptive analysis shows a net empirical decline in the number of applications sent out per

month, both for job seekers that are eligible and non-eligible to unemployment benefits. How-

ever, after accounting for compositional changes through spells fixed effects, the authors find

9
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limited evidence of decreasing search effort for non-eligible unemployed, whereas application

effort is found to be increasing for eligible unemployed until the end of the eligibility period.

These mixed results using applications as job search effort proxy echoe those relying on sur-

vey data: Krueger et al. (2011) report evidence that the time devoted to job search decreases

sharply over the course of unemployment, while DellaVigna et al. (2022) show that search

effort is flat in early months of unemployment, increasing before and decreasing after benefit

exhaustion.

The contributions of our paper to the existing job search literature are manifold. First of

all, we document new duration dependence patterns for the entire sequence of decisions of

the job search process, from applications to job offers, through callbacks, all in a unified

empirical framework. Especially, we provide unseen empirical evidence on firms’ behavior

beyond callback decisions, i.e. what are the chances of job seekers to obtain a job offer after

having been interviewed.

Since our empirical analysis is based on real-world data, we are also able to discuss how

heterogeneity and dynamic selection on the one side, and net duration dependence on the

other side, contribute to the observed duration patterns. Our results corroborate the previous

finding that individual heterogeneity is a major driver of duration dependence in job search.

They further highlight the mulit-dimensional role of heterogeneity, which affects differently

the sequentaial phases of job search, as well as their dynamics. Specifically, dynamic selection

is found to be positive for application effort, leading to an attenuation of its negative duration

profile in the raw data. In contrast, dynamic selection turns out to be negative for callback

decisions, while it does not play much role at the time when interviews are converted into

job offers. In addition, when accounting for heterogenity, we find evidence of a net effect of

duration at each phase of the job search process, whether negative for job seekers’ application

and firms’ callback decisions, or positive for job offer conversion.

Our comprehensive empirical evidence allow to better identify which type of model is suscep-

tible to generate the observed duration dependence relationships. The picture that emerges

from our empirical exercise is surprisingly consistent with a statistical learning view of the la-

bor market. Our augmented version of Jarosch and Pilossoph (2019), with an additional job

application phase, is able to explain most of the patterns we observe empirically. According

to this framework, unemployment duration is used by firms at the callback stage to infer ap-

plicants’ quality, but plays no negative role when firms decide whether to convert interviews

into job offers. Faced with declining callback and job offer chances, job seekers endogenously

reduce their job application effort, which further dampens job finding chances.

Our findings have important implications for our understanding of labor markets functioning.

They suggest that the dynamics in job finding chances can be attributed both to workers’ het-

erogeneity and to the net effect of duration. In particular, the latter is found to be negative
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for firms’ callback decisions and for job seekers’ application effort. According to our struc-

tural model, these net duration effects are generated endogenously and result from statistical

discrimination by firms. In a context with informational frictions with respect to job seekers’

productivity, elapsed unemployment duration might have detrimental effects on the two sides

of the labor market, if the signal conveyed by duration is an important input of firms’ recruit-

ment decisions. From a policy perspective, our study emphasizes the importance of providing

better information on job seekers skills and experience already in the early phases of the job

search process, so as to reduce the detrimental effects of longer unemployment duration on

job seekers’ and firms’ behaviors, and to improve labor matching efficiency.

The rest of this paper is organized as follows. Section 2 describes the institutional context

of our study. In section 3, we present the data we use in our empirical exercise and show

how those can be exploited to measure job search outcomes. We also provide descriptive

evidence on job offers as proxy for job finding, and discuss how those can be decomposed

using the granular information contained in our data. Sections 4 and 5 represent the core of

our empirical analysis. In section 4, we study the dynamics of application effort, as measured

by the number of applications sent out per month. After presenting descriptive evidence on

its decline, we study its dynamics net of compositional effects. We proceed the same way in

section 5 for firms’ responses, i.e. callback and job offer conversion decisions. In section 6,

we present a job search model with statistical discrimination that rationalizes the patterns

we find empirically. We also discuss alternative mechanisms that might explain our findings.

Section 7 concludes.

2. Institutional context

Swiss workers are entitled to unemployment benefits if they contribute at least twelve months

within two years prior to the beginning of their unemployment spells.1 The typical potential

benefit duration amounts to 12 or 18 months and is a function of the contribution period,

age and family situation of unemployed. The replacement rate ranges from 70% to 80%,

depending on the level of the insured salary and the presence of children in the household.

Job seekers who intend to claim unemployment benefits have to register at a regional Public

Employment Service (PES) office. Offices are organized at the cantonal level and exert some

discretion over the implementation of unemployment policies. Once registered at a regional

PES center, unemployed are assigned to a caseworker, either based on caseworkers’ caseload,

their occupation or at random (Behncke et al., 2010).

One of the main tasks conducted by caseworkers consists in monitoring the unemployed’s job

search activity. According to the legal framework, unemployment benefit recipients “must be

1This section overlaps considerably with a similar section in Zuchuat (2023b).

11



1. WHAT DRIVES THE DECLINE IN JOB OFFERS?

able to demonstrate [their] effort [to find a job]”.2 To make this assessment by caseworkers

possible, the unemployed have to document their search activity in job search diaries using

pre-defined forms.3 These forms contain detailed information on all applications made by job

seekers, in each month of their unemployment spells. They include information on applica-

tions dates, application channels (written, personal or by phone), the work-time percentage

of targeted positions (full-time or part-time), whether applications result from caseworker

referrals, as well as short job vacancy descriptions. Most importantly, these documents report

information on applications’ outcomes (callback, job offer, negative or still open), which can

be used to quantify applications’ success.

Job search diaries are filled in and submitted to PES offices on a monthly basis, together with

copies of job applications. These documents serve as a basis for monitoring by casework-

ers, who make sure that minimum search requirements are met. Those are defined both in

quantitative terms, i.e. a minimum number of job applications to be made per month, and in

qualitative terms, as caseworkers review copies of job applications to assess their truthfulness

(Arni and Schiprowski, 2019).4 In case of non-compliance with search requirements, job

seekers are notified and potentially sanctioned by a benefit cut.5 Caseworkers and job seek-

ers update information on the success of job applications for up to two months after the job

application has been sent out. This provides detailed and accurate information on success of

job applications, i.e. whether they lead to a callback for a job interview, or a job offer.

3. Data sources

3.1 Data and empirical measurements

Our empirical investigation of job search dynamics relies on various Swiss administrative data

sources. Our main source of information stems from search diaries filled in by unemployed

at PES. For the purpose of this study, paper-format documents were transcripted into numeric

format a two different occasions, based on a stock-flow sampling design.6 The main large-

scale data collection took place between April 2012 and March 2013, in five different Swiss

2Loi fédérale du 25 juin 1982 sur l’assurance-chômage obligatoire et l’indemnité en cas d’insolvabilité
(LACI); RO 1982 2184. Retrieved 19th October 2022 from https://www.admin.ch/opc/fr/classified-
compilation/19820159/index.html.

3A copy of the standardized form in French can be found in the Appendix, in Figure A1.
4This systematic control by caseworkers aims to prevent over-reporting by job seekers who would over-report to
meet search requirements. Under-reporting is for its part unlikely: not only is the cost of reporting an additional
application relatively low, but job seekers have few financial incentive to under-report their application effort.

5The average size of a sanction amounts to 5.5 days of unemployment benefits, around CHF 900.- on average
(Arni and Schiprowski, 2019).

6This means that we observe all job seekers that were unemployed at the start of the study, and also all those job
seekers who entered unemployment during the observation period.
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cantons (Zürich, Bern, Vaud, Zug and St-Gallen), and provides us with our Main sample of

analysis. This sample covers several hundred thousand job applications and contains most

information reported in the job search diaries, with the exception of the information on the

posted occupation or on the firm. We supplement this Main sample with an Auxiliary sample,

which originates from a smaller-scale data collection. This one took place from July 2007

to March 2008 in the canton of Zurich only. This additional sample contains all information

recorded in the job search diaries, including the occupation targeted by each application and

the posting firm. Due to its limited size, the Auxiliary sample is principally used in the context

of analyses requiring information on occupations. Taken together, these two data sources

provide information on job applications and their success at a highly granular level.

We complement search diaries data with information on job seekers’ characteristics, which

we retrieve from PES registers. Those contain demographic (e.g. age, education level, res-

idence status, etc.), job-search related (e.g. desired occupation), as well as unemployment

institutions-related (e.g. caseworker and PES identifiers) information. In addition, we collect

information on job seekers employment status and labor market history from social security

registers, for the Main sample exclusively. This enables us to track job seekers’ labor income

and unemployment benefits flows before, during and after their unemployment spells. All

complementary information are available on an individual-monthly basis and are merged

with job search diaries data using individual social security identifiers and calendar months.

We restrict our analysis samples to job applications during months with benefits receipt. This

choice is motivated by data reliability: only unemployment benefits beneficiaries have the

legal obligation to fill in search diaries, and for those the truthfulness of recorded information

is diligently checked by caseworkers. Additionally, we focus on individuals for whom socio-

demographic and employment history information are non-missing, these pieces of informa-

tion playing an important role in our identification strategy. In the end, our Main sample of

analysis contains 600’323 applications sent by 14’798 individuals, while the Auxiliary sample

is made of 24’770 applications sent by 655 unemployed.7

3.2 Job search outcomes

Job search diaries provide a unique, granular and comprehensive source of information to

study the sequential phases of the job search process.8

We observe the universe of applications aijt sent out by job seeker i to job vacancy j in month

t of her unemployment spell, where aijt = 1 if the job seeker sends the application, while

7Socio-demographic and labor market history-related information on job seekers belonging to each of the two
samples are reported in Table A1.

8The initial idea of using this type of information to analyse labor market outcomes originate from Falk et al.
(2005).
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aijt = 0 if she does not apply to the vacancy. The total number of applications made by

job seeker i in unemployment month t is then Ait =
∑

j=1 aijt. This provides us with a

direct quantitative measure of search or application effort, recently used in the empirical job

search literature (Faberman and Kudlyak, 2019; Marinescu and Skandalis, 2021; Fluchtmann

et al., 2021). Furthermore, we know firms’ responses to each application aijt, by means of

two binary and sequential success indicators. First, we observe whether a job application is

followed by a callback for job interview cijt, a common measure of applications success in

audit studies (Oberholzer-Gee, 2008; Kroft et al., 2013; Eriksson and Rooth, 2014; Farber

et al., 2016; Nüß, 2018), where cijt = 1 if the job seeker receives a callback and cijt = 0

otherwise. Second, we have access to a never-seen piece of information that goes beyond

callbacks: we know whether an application that first led to a job interview eventually ends

up in a job offer oijt, with oijt = 1 if the job seeker receives a job offer for vacancy j.9 As for

applications, we can construct the numbers of callbacks, Cit =
∑

j=1 aijt ·cijt, and the number

of job offers Oit =
∑

j=1 aijt · cijt · oijt, obtained by individual i in unemployment month t.

These monthly aggregates of search activity and firms’ responses measure how applications

translate into interviews and job offers, and serve as labor matching proxies.

We report descriptive statistics on our empirical job search measures for the Main sample in

Table 3.1.10 Panel A reports statistics for application-level outcomes, while panel B focuses on

outcomes measured at the individual-monthly level.

As shown in Panel A, the average probability of getting a callback after sending out an applica-

tion amounts to 4%. This number is slightly lower compared to evidence from audit studies,

possibly because of different callback definitions.11 The probability of obtaining a job offer

out of an application amounts to 0.9%. This corresponds to an average job offer conversion

probability, i.e. the probability of obtaining a job offer conditional on a callback, of 22.5%.

Panel B shows that the average monthly number of job applications sent out by unemployed

equals 10.55, while the monthly average numbers of callbacks and job offers obtained per

month amount to 0.399 and 0.075 respectively. Translated in terms of extensive margins, the

probabilities of obtaining at least one job offer or at least one job interview in a given month

9In our conceptual framework, the two success indicators are sequential, i.e. a job offer can only occur conditional
on a callback. This sequence is sometimes not verified empirically, i.e. a job offer is recorded without a preceding
callback. This might for instance be the case if the interview and job offer took place within the same month of
unemployment (inbetween two meetings at the PES office), and the caseworker only requires the job seeker to
fill in the job offer tickbox. In those cases, we impute a job interview.

10Corresponding figures for the Auxiliary sample can be found in the appendix, in Table A2.
11In audit studies, callbacks are sometimes refer to as any reply from firms, from ”asking for additional informa-

tion” to “inviting for a job interview”. In our case, a callback is registered only when firms invite the applicants
for a job interview.
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Table 3.1: Descriptive statistics, Main sample

Mean SDV Min Median Max N
A. By application

P(cijt = 1), callback prob. [in %] 4.013 19.626 0.000 0.000 100.000 600323

P(oijt = 1), job offer prob. [in %] 0.905 9.468 0.000 0.000 100.000 600323

P(oijt = 1|cijt = 1), job offer 22.515 41.769 0.000 0.000 100.000 22422

conversion prob. [in %]

B. By monthly-individual

Ait, nbr. applications 10.553 4.698 1.000 10.000 30.000 58755
Cit, nbr. callbacks 0.399 0.961 0.000 0.000 9.000 58755
Oit, nbr. job offers 0.075 0.334 0.000 0.000 9.000 58755

P(Cit > 0), prob. a.l. one interview [in %] 22.551 41.792 0.000 0.000 100.000 58755

P(Oit > 0), prob. a.l. one job offer [in %] 6.108 23.947 0.000 0.000 100.000 58755

C. Sample structure

Time-period 04.2012 - 03.2013
Region BE, SG, VD, ZG, ZH
Nbr. applications 600323
Nbr. monthly-individual 58755
Nbr. individuals 14798

Note: This table reports descriptive statistics about our Main sample of study. Panels A and B report descriptives on application-level and individual-monthly-level job
search outcomes respectively. Panel C provides information about the sample structure.

of unemployment are equal to 22.6% and 6.1%.12

3.3 Decomposing job offers using job search diaries information

Job search diaries are designed to provide a reliable and in-depth description of the job search

process leading to job offers. Based on search diaries, we identify all individuals who receive

at least one job offer out of the applications they send in month t, or 1(Oit > 0). We define the

(empirical or theoretical) expectation of this outcome for individuals who are still applying

for jobs in month t of unemployment as Et

[
1(Oit > 0)

]
= Pt(Oit > 0). This expression defines

the probability that an individual still unemployed in unemployment month t receives at least

one job offer in that same month.

Existing empirical analyses focus on duration dependence in the job finding rate (or unemployment-

to-employment transition rate). Conceptually, this one is closely related to the probability of

obtaining at least one job offer, computable from job search diaries data. This can be seen

in Figure 3.1, where the probability Et

[
1(Oit > 0)

]
is plotted together with the average

12Summary statistics obtained on the Auxiliary sample are qualitatively similar, even though the callback and
job offer probabilities (and consequently the numbers of callbacks and job offers) are relatively higher. These
discrepancies might be due to differences in data recording across institutions, local labor market conditions or
macroeconomic conditions at the time of data collection.
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Figure 3.1: Monthly probability of at least one job offer and job finding rate
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Note: This figure depicts the empirical duration dependence in the monthly probability of obtaining at least one job offer (computed on search diaries data) and the
monthly job finding rate (computed on social security data).

monthly job finding rate.13 The job finding rate exhibits a typical negative duration depen-

dence behavior: in early months of unemployment, the instantaneous chances of transiting

from unemployment to employment are relatively high (around 8%), before decreasing to

levels close to 4-5% after 12 months. The probability of getting at least one job offer follows

a similar dynamics. However, the two curves do not overlap perfectly, the job finding rate

typically corresponding to a right-shift of the job offer curve. This pattern is due to the timing

of data recording: job search diaries report applications dates and not dates at which job of-

fers are made. Given that recruiting processes can expand over a certain period and that job

starting dates might be delayed, such shift between the two curves is expected. As an addi-

tional check, we proceed to an event-study that tracks the evolution of monthly labor income

flows after the recording of a job offer. Corresponding results are reported in Figure A2 in the

Appendix and show that job offers are strongly predictive of increases in labor income.14

13The job finding rate is computed using social security data, that are only available for the Main sample. Con-
ceptually, the job finding rate is defined using a binary indicator which takes the value 1 if job seeker i leaves
unemployment for a job after t months of unemployment, and zero otherwise. In our context, a job seeker is
considered as having found a job if her monthly labor earnings exceed 2,000 CHF. This is equivalent to 50% of
the unofficial minimum wage in Switzerland (4,000 CHF monthly). In most cases, the job finding rate and the
probability of getting at least one job offer coincide, with a certain time-lag.

14Figure A2 shows that labor income increases after the recording of the last job search diary, even in the absence
of a job offer. This pattern is expected, given that we observe social security data up to 2015, while job search
diaries were only collected until March 2013. Put differently, the graph also shows the evolution of labor income
flows for individuals who have been unemployed after March 2013, a period during which we did not collect
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We show above that job search diaries provide reliable information on job offers, which are

predictive of job finding. The innovative aspect of our data is that they do not restrict us

to the sole analysis of the final outcome of job search. Their granularity allows to analyze

duration dependence at various stages of this process, and facilitates the assessment of the

contribution of heterogeneity to this phenomenon.

At a basic level, the probability of obtaining at least one job offer (and the job finding rate

eventually) are driven by the number of job offers obtained per month, Oit.15 The latter de-

pends on the number of job applications sent in a month multiplied by the average success

probability of job applications sent in that month. In our context, a job application is success-

ful if it first leads to a job interview, and then to a job offer. Using our notation above, the

expected number of job offers for individuals sending applications in month t is16

Et [Oit] = Et [Ait · P(oijt = 1)] = Et [Ait · P(cijt = 1) · P(oijt = 1|cijt = 1)] . (3.1)

This simple conceptual framework highlights three stages of the process which leads to a job

offer: job seekers’ application effort (measured by the total number of applications sent to

firms in a month, Ait), the probability that an application ends up in an interview (or callback

probability, P(cijt = 1)), and the chances of having a job offer if interviewed (or job offer

conversion probability, P(oijt = 1|cijt = 1)). All three steps of this process are observed

empirically thanks to the job search diaries data, as described schematically in Figure A4, in

the Appendix.

We further decompose the empirical decline in job offers between month t and the initial

month 0 as follows

Et[Oit]− E0[Oi0] = Et[Oit −Oi0]︸ ︷︷ ︸
Net duration effect

+Et

[
Oi0

]
− E0

[
Oi0

]︸ ︷︷ ︸
Compositional change

. (3.2)

This standard equation states that the observed decrease in job offers is made of two compo-

nents. First, the decline in job offers for the set of job seekers who are unemployed in month

t, Et

[
Oit−Oi0

]
, which we refer to as the net duration dependence. Second, the change in the

composition of the pool of individuals looking for a job between t and 0, Et

[
Oi0

]
− E0

[
Oi0

]
.

This compositional change creates the challenge for empirical identification of net duration

dependence.

any diary, and who eventually found a job.
15Figure A3 in the Appendix shows that the empirical average number of job offers per month Et [Oit] is closely

related to the empirical monthly probability of obtaining at least on job offer Et

[
1(Oit > 0)

]
, which in turn

directly affects the job finding rate.
16The sequential aspect of the process implies that P(oijt = 1|cijt = 0) = 0.
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Information on job offers Oit alone is not sufficient to fully understand how duration de-

pendence and compositional changes participate to the reduction in job finding chances. Al-

though, search diaries data allow dissecting the reasons for reduced labor market matching

success in a uniquely powerful manner. To see why, let us rewrite equation (3.2) as

Et

[
Oit

]
− E0

[
Oi0

]
= Et

[
(Ait −Ai0) · P(oijt = 1)

]
+ Et

[
Ai0 ·

(
P(oijt = 1)− P(oij0 = 1)

)]
+ Et

[
Ai0 · P(oij0 = 1)

]
− E0

[
Ai0 · P(oij0 = 1)

]
, (3.3)

where P(oijt = 1) = P(cijt = 1)·P(oijt = 1|cijt = 1). The decline in job offers is now expressed

as a sum of products between applications sent by job seekers, Ait, and the probability that

applications result in a job offer, P(oijt = 1). This latter component can again be decomposed

into the product of two probabilities characterizing firms’ sequential decisions, i.e. callback

and job offer conversion decisions. Learning about duration dependence hence requires un-

derstanding how job seekers’ application effort and firms’ responses to applications evolve

along unemployment.

Going forward, in Section 4, we will discuss an empirical approach to model job seekers’

decision, who control the number of job applications they send out per month. Specifically,

we study the dynamics of application effort, Ait, with respect to elapsed unemployment du-

ration. Since we observe applications for each job seeker repeatedly, we address individual

(un-)observed heterogeneity with fixed effects models. Thanks to this powerful approach, we

are able to uncover the genuine decline in applications for a fixed set of individuals, i.e. those

still sending applications in month t, i.e. Et

[
Ait − Ai0

]
. We can also readily discuss composi-

tional changes between the pool of job seekers looking for a job in month t compared to the

initial period, i.e. Et

[
Ai0

]
−E0

[
Ai0

]
. This first analysis provides us with a unique opportunity

to discuss the role of unobserved individual heterogeneity in shaping the first stage of the job

offer arrival process.

In Section 5, we take firms’ perspective and study their responses to applications. Addressing

heterogeneity and duration dependence in the context of firms’ decisions is more challenging.

Positive values of cjit and ojit are not repeatedly observed along unemployment spells, but

are rather concentrated at their end. This data specificity prevents us from adopting the same

fixed effects approach as for applications.

To study how the probability of calling back an applicant, P(cjit = 1), changes with elapsed

unemployment duration, we rely on the nature of this first decision by the firm. This one is

arguably based on job seeker’s observed characteristics, but the recruiter may use elapsed un-

employment duration to infer the likely unobserved characteristics of the applicant, as models

of statistical discrimination would imply (Jarosch and Pilossoph, 2019). To deal with individ-
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ual heterogeneity, we condition our estimates on the ex-ante probability of each application to

end up in a positive callback. This application-specific ex-ante chance is computed using the

information set observed by firms when making callback decisions in the very early stage of

the unemployment spell and aims to control for endogeneity of sample selection, in the spirit

of a control function approach (Matzkin, 2003). As an alternative approach, we also directly

condition on a large set of characteristics that are observed both to firms and us. We then

examine the net duration dependence in the callback probability by contrasting the chances

of callbacks for applications sent in month t compared to the chances these same applications

would have had, when sent in month 0, i.e. Et

[
P(cjit = 1)−P(cji0 = 1)

]
. Conversely, we study

how the composition of job applications changes by contrasting the ex-ante chances of a call-

back between applications sent in month t and month 0, i.e. Et

[
P(cji0 = 1)

]
−E0

[
P(cji0 = 1)

]
.

Finally, we analyze the dynamics of the job offer conversion probability, P(oait = 1|cait = 1).

We address heterogeneity through the same control function approach as in the callback

phase. Importantly, the decision whether to make a job offer to the interviewee differs concep-

tually from the callback decision, as the interview provides new information on the suitability

of the applicant for the position. Any information already known at the callback stage is

therefore likely to play a less important role at the job offer conversion stage.17

4. Job seekers: job applications

We first study how application effort changes over the course of unemployment. After provid-

ing descriptive evidence on job applications dynamics, we present our identification strategy

to measure net duration dependence in the number of applications, accounting for individual

heterogeneity, before discussing our main results.

4.1 Descriptive analysis

Figure 4.1 describes the change in the average monthly number of job applications Ait with

respect to elapsed unemployment duration, in red. On average, job seekers send around 11

applications in their first month of unemployment, a number that decreases down to 9.75

after fifteen months spent unemployed. These prima facie evidence suggest that the number

of applications sent by job seekers is slightly decreasing with respect to elapsed unemploy-

ment duration. However, since applications are observed on a rapidly changing pool of job

seekers, this pattern encompasses both dynamic selection and the net effect of duration. To

visualize the role played by individual heterogeneity in the raw-data pattern, we plot the

same relationship for different subsamples, defined according to the (individual) maximal

17Ideally, we would also condition on information obtained during the job interviews, but those remain unobserved
to us.
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Figure 4.1: Empirical duration dependence in application effort
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Note: This figure describes the empirical duration dependence in application effort, measured by the monthly number of job applications Ait. 95%-confidence intervals
are reported. The graph also depicts the average duration profiles in Ait for spells subsamples, defined based on the maximal unemployment duration observed for each
spell (1-3, 4-6, 7-9, 10-12, 12-15, > 15 months).

unemployment duration observed in the sample.18 Corresponding duration profiles are also

reported in Figure 4.1, as gray lines.

Two key facts emerge from this graphical subsample analysis, in line with previous findings

in the literature (Faberman and Kudlyak, 2019; Fluchtmann et al., 2021). First, there seems

to exist differences in levels between individuals who remain unemployed for a short and

long period of time: job seekers who are observed at later stages of unemployment tend to

write more applications, at any duration. Second, when accounting for differences in levels,

the net duration profiles computed on the various subsamples appear to be steeper than

their counterpart based on the full sample, and essentially parallel.19 Taken altogether, these

descriptive patterns suggest that the monthly number of applications sent out by unemployed

declines more strongly within individuals than across unemployed, indicating that the net

effect of duration on application effort is potentially stronger that what raw data suggest.

18The subsamples are defined according to the following within-spells maximal unemployment duration intervals:
1-3, 4-6, 7-9, 10-12, 12-15 and > 15.

19Faberman and Kudlyak (2019) find a similar pattern for applications in the context of an online job search
platform.
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4.2 Empirical approach

We develop an empirical strategy to identify the net effect of duration on application effort

and to assess how individual heterogeneity contributes to its empirical decline. Exploiting the

longitudinal aspect of our data, we follow a within-estimation approach with fixed effects at

the individual level. Our baseline specification writes as

Ait = αi + fA(t;ϕA) +Xitβ + δmk + εit, (4.1)

where i stands for individuals and t for elapsed unemployment duration. The function

fA(t;ϕA) corresponds to the parametric estimate of the net effect of duration on the monthly

number of applications. This effect is estimated net of individual observed characteristics Xit

and local labor market conditions (in occupational sector m and calendar quarter k).20 More-

over, it is obtained conditional on individual fixed effects αi. εit represents an idiosyncratic

error term.

The main strength of our specification lies in the within-individual identification of the net

duration effect. The set of individual fixed effects αi controls for any form of (time-constant)

observed and unobserved individual heterogeneity. This rules out spurious duration depen-

dence generated by dynamic selection based on hard-to-quantify individual characteristics,

such as job seekers productivity, labor market history, professional network and intrinsic mo-

tivation. This approach has already been applied for application effort by recent studies

(Faberman and Kudlyak, 2019; Marinescu and Skandalis, 2021; Fluchtmann et al., 2021) and

delivers reliable estimates of net duration dependence when the dependent variable is not

directly related to exits from the observed sample (Zuchuat, 2023a).

Our approach for applications also resembles Mueller and Spinnewijn (2023), who discuss

the role of heterogeneity in shaping long-term unemployment on the basis of observed pre-

unemployment characteristics of individuals. We can go, however, beyond their setting by

focusing on applications, which are repeated within individuals. This provides us with a

means to discuss the role of observed and unobserved heterogeneity at the application phase,

while they assume unobserved heterogeneity to be orthogonal to observed heterogeneity.

4.3 Results

4.3.1 Main results

We report step-by-step estimates of equation (4.1) using OLS in Table 4.1, where the net ef-

fect of duration is specified linearly, i.e. fA(t;ϕA) = ϕAt. Standard errors are clustered at

the individual level and reported in parentheses. Coefficients in relative terms are reported in

20As a matter of simplification, indicesm and k are omitted for other elements than δmk in the regression equation.
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Table 4.1: Duration dependence in application effort, linear specification

(1) (2) (3) (4) (5) (6)
Dependent variable : application effort Ait

Elapsed unemployment duration -0.078*** -0.053*** -0.035*** -0.040*** -0.214*** -0.217***
(0.008) (0.008) (0.007) (0.007) (0.010) (0.021)

[-0.718%] [-0.487%] [-0.326%] [-0.367%] [-1.976%] [-2.003%]

Individual controls No Yes Yes Yes No Yes
Policy controls No No Yes Yes No Yes
LLMC No No No Yes No Yes
Individual FE No No No No Yes Yes
Mean outcome 1st month 10.846 10.846 10.846 10.846 10.846 10.846
adj.-R2 0.005 0.038 0.179 0.192 0.486 0.498
N. observations 58755 58755 58755 58755 58755 58755

Note: This table reports empirical estimates of equation (4.1) using OLS, where the parametric duration function fA(t;ϕA) is specified linearly. Each column sequentially
adds a set of controls or FE. Errors are clustered at the individual level and reported in parentheses. Coefficients in relative terms (standardized with respect to the average
in the first month of unemployment) are indicated in squared brackets. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.

squared brackets. Column (1) reports estimates from a bivariate model, where application ef-

fort is regressed on elapsed unemployment duration only. The estimated duration coefficient

is negative and strongly significant, just like descriptive evidence suggest. Adding sequen-

tially individual, policy and local labor market conditions controls in columns (2) to (4) tends

to attenuate the duration parameter value, which remains negative and strongly significant

though. In column (5), we regress the monthly number of applications on elapsed unemploy-

Figure 4.2: Duration dependence in application effort, saturated specification
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Note: This figure reports empirical estimates of equation (4.1), where the parametric duration function fA(t;ϕA) is specified in a saturated manner. Estimated are
obtained based on the full specification, including controls and individual fixed effects. 95%-confidence intervals based on standard errors clustered at the individual level
are reported. The average empirical duration dependence pattern in Ait is also reported, as a solid line.
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ment duration, including individual fixed effects only. In contrast to controlling for observed

characteristics, this leads to a dramatic increase in the estimated duration parameter, in ab-

solute terms. Further adding individual controls in column (6) virtually does not affect the

estimated value of the interest coefficient: according to our full specification, one additional

month of unemployment leads to a decrease of -0.22 applications per month on average, or

about one application less after 5 months.

We assess non-linearity in the net duration dependence in application effort by estimating

our model with a saturated specification of fA(t;ϕA), i.e. one dummy per month of elapsed

unemployment. Corresponding results are reported graphically in Figure 4.2. They show

that the decrease in the number of application due to elapsed unemployment duration is

essentially linear.

The above results emphasize the crucial role played by individual unobserved heterogeneity

and dynamic selection in the decline of application effort with respect to elapsed unemploy-

ment. At the application phase, dynamic selection is positive: job seekers who remain un-

employed for a longer period of time send systematically more applications, at any duration.

Heterogeneity hence tends to attenuate the net effect of duration on application effort in the

raw data; once it is accounted for, applications’ duration profile becomes much steeper. To

further explore this point, we plot the distribution of estimated α̂i in Figure 4.3. This graph

shows that the distribution of α̂i shifts rightwards as we consider individuals who leave unem-

Figure 4.3: Unobserved heterogeneity in application effort, empirical distribution
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ployment after 12 months or longer, compared to the fixed effect of individuals who leave in

the first three months, hence confirming positive dynamic selection with respect to application

effort.21

To better understand who hide behind those longer-term high-application-effort individuals,

we regress estimated α̂i on observed individual characteristics. Partial correlation coefficients

are reported in Table B1 in the Appendix. They reveal that job seekers who provide more

application effort are more likely to be women, younger, not to be native and not to hold

a tertiary education degree. They also tend to have higher past labor earnings and are less

likely to have experienced unemployment previously. The table also reveals the existence of

substantial variation in job application effort according to occupational sectors and local labor

market institutions (canton, PES or caseworkers, depending on the specification).

4.3.2 Robustness

We proceed to several robustness checks, to assess the validity of our baseline findings of a

negative net effect of elapsed unemployment duration on application effort.

First, we consider an alternative model specification. Given the count data nature of the

dependent variable, we estimate a Poisson-pseudo maximum likelihood model with fixed

effects. Corresponding results are reported in Table B2 in the Appendix, and are very close to

our baseline OLS estimates, both qualitatively and quantitatively. Specifically, accounting for

unobserved heterogeneity through fixed effects consistently leads to a marked steepening in

the estimated effect of duration (from a semi-elasticity of -0.9% to -2.1%).

Second, we consider alternative measures of application effort. In Switzerland, job search

effort is monitored by caseworkers based on job search diaries and search requirements. The

latter are defined in terms of minimal number of job applications to be sent per month. As a

result, it is common to observe some bunching around the standard minimal search require-

ments values, A = 8, 10.22 Also, some applications might not directly result from job seekers’

private search activity, but rather from intervention by caseworkers. For instance, casework-

ers may refer job seekers to apply to jobs (Zuchuat, 2023b). For that reasons, it might be

argued that the total number of applications sent per month, Ait, does not validly measure

application effort. As a robustness check, we re-estimate our model using alternative search

effort measures as dependent variables: excess application effort Āit = max(0, Ait−A), above

the search requirements thresholds A = 8, 10, and the monthly number of applications which

do not result from caseworker referrals. Corresponding estimates are reported in Table B3

21Positive dynamic selection at the application phase can also be seen in Figure B1, which plots the average
estimated α̂i in Figure 4.3 for all individuals observed at duration t.

22This point can be observed in Figure B3, where we plot the empirical distribution of application effort. Modes
are typically observed at Ait = 8 and 10.
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and are very much in line with our baseline findings.

Third, we discuss the existence of a potential within-estimation duration bias in our baseline

estimates. As shown in Zuchuat (2023a), using fixed effects models to estimate duration

dependence relationships with data subject to attrition might entail a strong bias in the es-

timated duration parameters. This is notably the case if the dependent variable is closely

related to the attrition mechanism, as this generates a mechanical and undesirable correla-

tion between the within-time regressor and the within-error term. Such situation shall not

occur in our context, given that applications are observed repeatedly within unemployment

spells, and do not directly translate into exits from the observation sample. As an additional

check, we re-estimate our baseline specification on a subsample that does not include the

last observation of each non-right-censored spell, i.e. on individual-monthly observations that

are not contemporaneous to an unemployment exit. Corresponding estimation results are

reported in Table B4 and turn out to be highly similar to our baseline estimates.

Fourth, we examine whether duration patterns in application effort vary across subgroups of

unemployed. If job search behavior differs across different types of unemployed, our pooled

estimates of the net duration effect would possibly be biased. We re-estimate equation (4.1)

on different sub-samples, based on various sample-split variables. Corresponding results are

reported in Figure B4 in the Appendix. They reveal that the net effect of duration on applica-

tion effort is consistently found to be negative across most sub-groups.

All in all, this first empirical section emphasizes the existence of a sizeable net effect of dura-

tion on job application effort. Such pattern might arise from stock-flow job postings (Salop,

1973), discouragement (Falk et al., 2006), or changes in application strategy (Galenianos and

Kircher (2009); Wright et al. (2021); Lehmann (2023)). Our reduced-from analysis does not

enable us to determine directly which exact mechanism is at play in our context. Neverthe-

less, studying how firms react to applications over time might help us to pine down which

explanation is susceptible to explain the observed dynamics in job application effort.

5. Firms’ responses: callbacks and job offers

We now study how firms’ responses to job applications change over the course of unemploy-

ment, exploiting our data at the application level. We first present descriptive evidence about

the dynamics of the callback and job offer conversion probabilities, before turning to our

empirical approach to disentangle the net effect of duration from dynamic selection.

5.1 Descriptive analysis

Our conceptual framework formalizes firm’s recruitment process as two sequential decisions.

First, the firm chooses whether to call back an applicant for a job interview; second, condi-
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tional on a callback, it decides whether to make a job offer to the interviewee. The empirical

relationships between those two decisions and elapsed unemployment duration are depicted

in Figure 5.1.

Figure 5.1: Empirical duration dependence in firms’ responses
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(B) Job offer conversion probability
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Note: These graphs depict the empirical duration patterns in the callback probability (panel A) and in the job offer conversion probability (panel B). Panel A is based on all
applications, while panel B is based exclusively on applications that previously led to a job interview. Application-level observations are weighted according to the inverse
of the number of applications sent by individual i in month t, so as to put equal weight on all individual-monthly units.
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Panel A represents the average (application-level) callback probability for each month of

elapsed unemployment, computed on all applications observed in the sample. The graph

emphasizes a substantial decrease in the chances of getting a positive reply from firms at the

first stage of the recruitment process, from 5% in the first month to 2.5% after fifteen months.

This pattern echoes results from audit studies, which finds evidence of negative duration de-

pendence in the callback probability (Oberholzer-Gee, 2008; Kroft et al., 2013; Eriksson and

Rooth, 2014; Nüß, 2018). Unlike experimental audit studies, we observe this pattern in an

empirical setup; just like for application effort, it might capture some form of dynamic selec-

tion. This empirical aspect of our data represents a valuable addition to audit studies, as it

enables us to examine the role played by individual heterogeneity in the decreasing chances

of going through the first stage of firms’ recruitment process.23

In panel B, we report descriptive evidence of duration dependence in the next step of the hir-

ing process. The graph plots the average monthly (application-level) probability with which

callbacks are converted into job offers, for applications that previously led to job interviews.

In contrast to callback decision’s dynamics, the empirical duration profile of the job offer

conversion probability is non-negative, and even slightly increasing. In early months of un-

employment, 20% of callbacks are converted into job offers. From month three onwards,

the job offer conversion probability stabilizes around 25%, before reaching 30% after fifteen

months. In spite of this slight positive duration dependence in the job offer conversion proba-

bility, we still observe a strong negative relationship between the application-level probability

of getting a job offer (out of sending an application) and elapsed unemployment duration, as

shown in Figure C2 in the Appendix.

Taken altogether, these prima facie evidence suggest that elapsed unemployment duration en-

ters firms’ decision process negatively mostly at the callback stage of the screening process.

In contrast, duration does not seem to reduce unemployed chances of obtaining a job offer,

once interviews have taken place. These evidence are in line with previous findings from

experimental studies, but are novel in important dimensions. Given that our data are not

limited to the firm’s first response by design, we are able to discuss the dynamics of firms’

behavior beyond the mere job interviews. Moreover, contrary to audit studies, which are

based on standardized fake applications, our results are obtained in a real-life setup. Conse-

quently, they encompass both the net effect of duration and dynamic selection, which we seek

23Another difference between the pattern we observe in our study and those from previous related work lies in
the shape of the callback probability duration profile. In their seminal study, Kroft et al. (2013) find evidence of
a sharp decline in callback chances in early months of unemployment, typically up to month six. In our context,
we observe a gradual, almost linear decrease in the callback probability with respect to elapsed unemployment,
up to month eighteen. This discrepancy could be explained by differences in institutional settings, notably in
terms of potential duration of unemployment benefits (six months in the US, eighteen months in Switzerland).
This interpretation is corroborated by evidence of a flattening in the callback probability for month at or beyond
benefits exhaustion (see Figure C1 in the Appendix).
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to disentangle in the following.

5.2 Empirical approach

Distinguishing the role played by individual heterogeneity and dynamic selection from the net

effect of duration for firms’ responses requires an alternative identification strategy. Applying

the same fixed effects approach as for application effort would indeed be misleading. Since

the dependent variables, either callbacks or job interviews, represent direct proxies for un-

employment exits and sample attrition, the fixed effects estimator of duration parameters is

subject to a within-estimation duration bias (Zuchuat, 2023a). Intuitively, as positive values

of cijt and oijt tend to be concentrated at the end of the spells (see Figure C3 in the Appendix),

positive realizations of the within-error term are more likely to occur for positive values of the

within-time regressor. Consequently, using the fixed effects approach for this type of outcomes

entails a sizeable positive mechanical correlation between the error term and time regressor,

which translates into a large bias in the estimated net duration parameters.

Our alternative identification strategy to measure the net duration profiles of firm’s decisions

is based on characteristics of individuals and job applications which are known by the firm

prior to its callback decision. Inspired by Mueller and Spinnewijn (2023), we exploit our

detailed application-level data to condition on the same set of information a firm has on an

applicant, when it receives her application and decides whether to call her back for an inter-

view. Specifically, we use our rich data to construct an index capturing the ex-ante propensity

that an application sent out early during the unemployment spell receives a positive response

from the firm. We include this index in the specification of the callback and job offer conver-

sion probabilities to control for dynamic selection when measuring net duration dependence

in firms’ responses, in the spirit of a control function approach (Matzkin, 2003).

Our index is based on all those variables that capture the information that are typically con-

tained in the job seeker’s CV and in the application itself. As CV characteristics, we consider

age, education, residential status, sex, and targeted occupational sector of the applicant, all

provided through the unemployment office data, as well as additional information on labor

market history, retrieved from the social security registers. Further, we consider information

on the caseworker or PES office to which the job seeker is affiliated. As application character-

istics, we consider the application channel (i.e. in person, by phone, written), an indicator for

whether the application results from a caseworker referral, the within-month rank of the ap-

plication and a measure of search intensity (the estimated individual application fixed effect

α̂i).

To construct the application-specific ex-ante propensity of success, we start by using the first

month in which individual i’s job search behavior is documented in the data. We denote this

month τi. For the callback stage, this individual-specific reference month corresponds to the
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first month when individual i starts recording applications, i.e. τi = τAi . For the job offer

conversion stage, it is equal to the first month when job seeker i records an interview, as job

offers are conditional on having been called back, i.e. τi = τCi . For each of the two stages, we

estimate a binary outcome model for the application-level probability of obtaining a callback

or a job offer (conditional on a callback) in the corresponding reference month. We model

the latent propensities c̃ijτi and õijτi in month τi as

c̃ijτi = ϑ0 +X1
iτiϑ1 +X2

ijτiϑ2 + δcmk − νijτi (5.1a)

õijτi = φ0 +X1
iτiφ1 +X2

ijτiφ2 + δomk − ηijτi (5.1b)

where τi = τAi in equation (5.1a) and τi = τCi in equation (5.1b). The row vectorX1
iτi

contains

the individual-level characteristics, the row vector X2
ijτi

the application-level characteristics,

δcmk and δomk are fixed effects capturing the conditions in local labor market m in calendar

quarter k, νijτi and ηijτi are idiosyncratic error terms. The conditional ex-ante probabilities of

obtaining a callback and a job offer (conditional on a callback) in month τi are given by

γc(Xjiτi) = P(cijτi = 1|Xijτi , aijτi = 1) = P(ϑ0 +X1
iτiϑ1 +X2

ijτiϑ2 + δcmk > νijτi) (5.2a)

γo(Xijτi) = P(oijτi = 1|Xijτi , cijτi = 1) = P(φ0 +X1
iτiφ1 +X2

ijτiφ2 + δomk > ηijτi) (5.2b)

where Xijτi = (X1
iτi
, X2

ijτi
, δymk), with y = c, o. Again, τi = τAi in the first equation and τi = τCi

in the second.

We estimate equations (5.2a) and (5.2b) using logit models, respectively on applications in

the reference month t = τAi , and on callbacks in the reference month t = τCi . We retrieve

parameters estimates ϑ̂′ = (ϑ̂0 ϑ̂1 ϑ̂2) and φ̂′ = (φ̂0 φ̂1 φ̂2) and predict the conditional ex-ante

probabilities for all subsequent months t ≥ τi, that is to say the probability of a callback for

all applications in t ≥ τAi , and the probability of a job offer conversion for all callbacks in

t ≥ τCi . The resulting predicted probabilities, γ̂cijt = γ̂c(Xijt) and γ̂oijt = γ̂o(Xijt), capture the

propensity with which an application sent out in month t receives a positive response from

the firm, if the firm’s behavior was kept as it was early in the unemployment spell, in month

τi.

Finally, we estimate the net duration dependence in firms’ responses using the logarithm of

the ex-ante probabilities to control for dynamic sorting based on observables. Specifically,

we estimate the following two binary outcome models using respectively all applications in
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months t ≥ τAi and all callbacks in months t ≥ τCi :

P(cijt = 1| γ̂cijt, aijτi = 1) = P
(
αc + f c(t;ϕc) + βc ln(γ̂cijt) > εcijt

)
(5.3a)

P(oijt = 1| γ̂oijt, cijτi = 1) = P
(
αo + fo(t;ϕo) + βo ln(γ̂oijt) > εoijt

)
(5.3b)

where βc ln(γ̂cijt) and βo ln(γ̂oijt) control for dynamic selection, whereas f c(t;ϕc) and fo(t;ϕo)

measure the net duration dependence in the callback and job offer conversion probabilities.24

5.3 Results

5.3.1 Main results

We report logit estimates for the ex-ante callback and job offer conversion probabilities de-

fined in equations (5.2a) and (5.2b) in Table C1, in the Appendix. Observed characteristics

are found to predict the ex-ante callback probability significantly, with older job seekers and

those writing many applications receiving lower callbacks, while those with high education,

and a high wage receiving callbacks with higher probability. Applications in person, and those

referred by caseworkers tend to receive more callbacks. Job offers (conditional on callbacks)

are not significantly predicted by age or residence permit, but job seekers with higher edu-

cation and high previous wage are found to stand a lower chance of receiving a job offer.

Overall ex-ante callbacks are predicted with a higher pseudo-R2 (of around 11 percent) than

ex-ante job offer conversions (pseudo-R2 is 6 percent).

We now present evidence on the relationships between the ex-ante chances of positive re-

sponses by firms and elapsed unemployment duration in Figure 5.2. This provides insight on

the role of heterogeneity and how the pool of applications evolves dynamically.

Figure 5.2A shows evidence for callbacks. The left graph depicts the empirical average call-

back probabilities and average ex-ante callback probabilities for all applications, in months

t ≥ τAi . As previously emphasized, the observed chances of being interviewed decrease

strongly over the course unemployment, from around 5 percent to 2.5 percent (solid line).

The ex-ante prediction of a positive callback (dashed line) also exhibits a substantial decline

with respect to elapsed unemployment duration, from around 5 percent to less than 4 per-

cent. This suggests that a sizeable part of the reduction in the callback chances is related to

the quality of job applications. However, duration itself still seems to directly affect firms’

callback decisions, as suggested by the steeper profile in the empirical callback probability

compared to its ex-ante counterpart.

24Alternatively, we directly control for observables Xijt in equations (5.3a) and (5.3b) instead of controlling for
the logarithms of the ex-ante chances γ̂c

ijt and γ̂o
ijt. These alternative results are reported along our ex-ante

chances specification in the next subsection.
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The right graph of Figure 5.2A further characterizes the dynamic selection process in the

callback phase. It provides additional information on the distribution of the ex-ante chances

of a callback for the pool of job applications sent out at each duration of the unemployment

spell. The quality of the pool of job applications deteriorates substantially, with the best

applications (95th percentile) having an almost 15 percent callback chance in the first month,

and around 10.5 percent after fifteen months, whereas the lowest quality applications have

very low callback chances throughout the spell (approximately 1 percent). This suggests

that high-quality applications tend to disappear from the applications pool, as job seekers

who write those get invited to job interviews, receive job offers and exit unemployment.

Controlling for heterogeneity in the quality of applications hence seems to be crucial, if we

seek to have a precise idea on whether there truly exists net duration dependence in callback

decisions.

Figure 5.2B depicts a completely different picture for the job offer conversion stage. As pre-

viously emphasized, the observed duration profile in the job offer conversion probability is

slightly increasing over the whole duration of the unemployment spell. It also appears to be

essentially flat for intermediary durations: from month three to thirteen, the average probabil-

ity that an interview converts into a job offer amounts to approximately 24 percent, regardless

of when the application that led to the interview takes place. This is also the case for the ex-

ante chances of the interview to be transformed into a job offer, which are globally constant

over time. Importantly, the ex-ante probability of a job interview to convert into a job offer

is statistically related to job seekers’ and applications’ characteristics. However, the distin-

guishing difference between callbacks and job offer conversions is that firms do not reduce

the chances of offering a job to an interviewee whose application arrives late in the spell. If

anything, the probability of obtaining a job offer after being interviewed is somewhat higher

for the long-term unemployed than for the short-term unemployed.

The limited role of observable characteristics at this stage of the recruitment process is also

visible on the right graph of Figure 5.2B, which presents additional evidence on the distri-

bution of the ex-ante job offer conversion chances, for each month of unemployment. The

graph shows that the ex-ante quality of interviewees, as predicted from their observed charac-

teristics, remains constant over the spell of unemployment. The median chances of securing

the job conditional on an interview are around 21 percent, with both substantially higher

and lower chances of getting a job offer. Unlike callbacks, the ex-ante quality of interviewees

measured by observable characteristics remains constant, regardless of the time when the in-

terview occurs. This second decision by the firm is thus likely to be based on information that

are unobserved to us, or that are idiosyncratic to each worker-firm match. In the end, firms

seem to make limited use of elapsed unemployment duration to infer applicant’s quality when

deciding whether to make her a job offer.

31



1. WHAT DRIVES THE DECLINE IN JOB OFFERS?

Figure 5.2: Job seekers’ ex-ante chances and elapsed unemployment duration
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Note: This figure reports evidence on the relationships between ex-ante applications success chances γ̂c
ait, γ̂o

ait and elapsed unemployment duration. Panel A depicts
descriptive evidence for the callback probability, while panel B focuses on the job offer conversion probability. For each panel, the left graph represents the average
empirical duration profiles of the probability of a positive response by firms (solid line) and of its ex-ante counterpart (dashed line). The right graph depicts summary
statistics on the distribution of the ex-ante chances of a callback and job offer conversion, for each month of elapsed unemployment.

We next provide estimates of the net effects of duration on the probability of a callback or a

job offer conversion, formalized in equations (5.3a) and (5.3b). Table 5.1 presents estimates

for a linear specification of the duration effects. Columns (1)-(3) report results for callbacks,

while columns (4)-(6) focus on job offer conversions.

Column (1) shows that the probability of a callback decreases by approximately 0.15 percent-

age points per additional month spent unemployed, in the raw data. Directly, controlling for

individual and applications characteristics, policy controls and local labor market conditions

dampens the decline in the callback probability to less than 0.1 percentage points per addi-

tional month in unemployment, as shown in column (2). Alternatively, controlling for the

logarithm of the ex-ante callback chances of job applications in column (3) delivers a simi-
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Table 5.1: Duration dependence in firms’ responses, linear specification

Callback probability Job offer conversion probability

(1) (2) (3) (4) (5) (6)
Elapsed unemp. dur. -0.155*** -0.097*** -0.096*** 0.350*** 0.429*** 0.380***

(0.015) (0.015) (0.015) (0.099) (0.097) (0.094)
[-3.117%] [-1.945%] [-1.921%] [1.736%] [2.123%] [1.883%]

ln(Ex-ante chance) 3.364*** 18.805***
(0.094) (0.863)

Individual controls No Yes No No Yes No
Policy controls No Yes No No Yes No
LLMC No Yes No No Yes No
Control for ex-ante pr. No No Yes No No Yes
Pseudo R2 0.003 0.094 0.075 0.001 0.050 0.044
N. observations 600323 600323 600323 22422 22422 22422

Note: This table reports estimates of net duration dependence in the callback and job offer conversion probabilities. Columns (1)-(3) report estimates for callbacks and
correspond to equation (5.3a). Columns (4)-(6) focus on job offer conversions and correspond to equation (5.3b). Application-level observations are weighted by the
inverse of the monthly number of applications sent out by individual i in month t, so as to put equal weight on all monthly-individual observations. Coefficients correspond
to average marginal effects and are reported in percentage points. Errors are clustered at the individual level. Stars indicate the following significance levels: * 0.1, **
0.05 and *** 0.01.

lar role for prolonged unemployment duration, a reduction of 0.1 percentage point for each

additional month spent unemployed.

As the callback probability declines in a somewhat non-linear fashion with elapsed unem-

ployment duration, we probe results from a model that leaves duration dependence of the

callback probability fully unrestricted, in Figure 5.3A. Recall that the observed callback prob-

ability decreases from 5 percent to 2.5 percent. The callback probability adjusted for dynamic

selection, which we obtain from a model like column (3) of Table 5.1, but where the f c(t;ϕc)

function is specified in a saturated manner, is substantially higher: it decreases from 5 percent

in the first month to 3.5 percent after fifteen months.

After accounting for individual heterogeneity, the decline in callback chances for long-term

unemployed appears real, and might be responsible for part of the decrease in job finding

chances over time. Quantitatively, the net decline in the callback probability amounts to

about two thirds of the observed decline. Our estimates are surprisingly similar to Kroft et al.

(2013), who find a 3.7 percentage points decline for 36 months of unemployment, equivalent

to a monthly decrease of 0.1 percentage points in callback chances.

Turning to the results for the conversion of interviews into job offers, we find significantly

positive duration dependence in the raw data, consistently with our descriptive evidence.

Column (4) of Table 5.1 shows that the job offer conversion probability increases by 0.35 per-

centage points for each additional month spent unemployed. Directly controlling for observed

heterogeneity slightly increases the duration dependence parameter in column (5), whereas

controlling for ex-ante job offer conversion chances does not affect it in column (6). Again, we

probe for non-linear duration dependence patterns in a version of the model used in column
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Figure 5.3: Net duration dependence in firms’ responses, saturated specification

(A) Callback probability

1.
5

2
2.

5
3

3.
5

4
4.

5
5

5.
5

C
al

lb
ac

k 
pr

ob
ab

ili
ty

 [i
n 

%
]

0 3 6 9 12 15 18
Elapsed unemployment duration

Emprical DD Net DD

(B) Job offer conversion probability

10
15

20
25

30
35

Jo
b 

of
fe

r c
on

ve
rs

io
n 

pr
ob

ab
ili

ty
 [i

n 
%

]

0 3 6 9 12 15 18
Elapsed unemployment duration

Emprical DD Net DD

Note: This figure depicts estimates of equations (5.3a) and (5.3b), where the duration functions fc(t;ϕc) and fo(t;ϕo) are fully saturated. Panel A relates to the
callback probability, while panel B focuses on the job offer conversion probability. The solid lines depict empirical average duration profiles computed on the raw data,
while the dashed lines represent the corrected average duration profiles that control for the ex-ante chances of job seekers to obtain a callback or a job offer conversion.
90% confidence intervals for the corrected duration profiles based on clustered standard errors at the individual level are reported.

(6) of Table 5.1, where duration dependence is left unrestricted. Results in Figure 5.3B show

graphically that observed characteristics do not affect estimates of the job offer conversion

duration profile at all, which remains positive and aligned on the pattern obtained on the raw
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data.

Our empirical analyses suggest that the net effect of duration on job offer conversion is pos-

itive, meaning that this second decision by the firm does not exacerbate the decline in job

finding chances. Intuitively, positive duration dependence at the job offer conversion stage

might arise from the reduction in applicants’ heterogeneity in the callback phase: as intervie-

wees tend to become more homogeneous over time, their chance of obtaining a job offer after

being interviewed might be increasing with elapsed unemployment duration. Alternatively,

this positive duration profile might arise from workers’ higher availability at longer unem-

ployment duration, or to some form of learning on the job seeker’s or employer’s side. Job

seekers’ learning, for instance, may occur because unemployed participate in several inter-

views, and learn about the recruiting process from previous failed interviews. Figure C4 in

the Appendix tends to invalidate this mechanism: the duration profile of job offer conversion

for job seekers who attempt their first interview does not differ much from its counterpart for

follow-up interviews, with different employers on different jobs. In both cases, the conver-

sion probabilities are higher for interviews undertaken at a later stage of the unemployment

spell. Even though we find evidence that contradict part of these alternative mechanisms, we

cannot fully rule them out based on our observations.

When contrasting results for the callback and job offer conversion stages, it appears that the

two differ tremendously. At the callback stage, firms pick job applications from the available

pool of applicants, and this pool depletes leaving those applicants that are less likely and able

to receive callbacks. This process hence affects the composition of the pool of job seekers

strongly. The situation differs for job offer conversion: firms make offers to interviewees, but

the chances of a job offer, which are still related to individual characteristics, do not decline

with elapsed duration of unemployment, but rather increase.

These results highlight two interesting insights: the duration of unemployment negatively

affects the callback stage, as emphasized by audit studies (Oberholzer-Gee, 2008; Kroft et al.,

2013; Eriksson and Rooth, 2014; Nüß, 2018), but does not reduce job seekers’ chances in

the job offer conversion phase (Jarosch and Pilossoph, 2019). Job seekers lose out on some

interviews through duration dependence in callbacks, but long-term unemployed do not seem

to be further discriminated when firms make their job offer decisions. All told, our results are

coherent with a statistical learning view of the labor market, a view we explore and outline

more fully in the next section of the paper.

5.3.2 Robustness

Our identification of the net effect of duration on firms’ responses is based on a conditional

independence assumption: we suppose we observe all relevant information to the recruiting

firm, at the moment when it evaluates applications sent by job seekers. This assumption is
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reasonably met for callbacks, as we observe most information that is relevant for this decision

in our data. Our approach is thus similar in essence to Mueller and Spinnewijn (2023), both

being based on rich administrative data sources to proxy job seekers’ chances of obtaining

positive responses from firms.

In the previous section, we consistently show that our set of conditioning variables mostly

play a role in the first phase of firms’ screening process, which is typically based on CV in-

formation. To further assess the relevance and predictability of our conditioning variables,

we re-estimate equations (5.3a) and (5.3b) using additional controls from our administrative

data, which are supposedly unobserved by firms when they first screen applications. Those

additional variables consist in information collected by the caseworker at the occasion of her

first meeting with the job seeker at the PES office (job seeker’s employability, job seeker’s

degree of mobility) and additional information that is not disclosed to the firm by the job

seeker when applying (experience of sick days during the unemployment spell). Given that

these variables are not directly observed by firms when they screen applications, we expect

Table 5.2: Duration dependence in firms’ responses, control for non-CV information

(1) (2) (3) (4)
A. Callback probability

Elapsed unemp. duration -0.097*** -0.094*** -0.096*** -0.092***
(0.015) (0.015) (0.015) (0.014)

ln(Ex-ante chance) 3.365*** 3.372***
(0.094) (0.092)

Individual controls Yes Yes No No
Policy controls Yes Yes No No
LLMC Yes Yes No No
Control for ex-ante pr. No No Yes Yes
Info not on CV No Yes No Yes
Pseudo R2 0.094 0.099 0.075 0.079
N. observations 600323 600323 600323 600323

B. Job offer conversion probability

Elapsed unemp. duration 0.430*** 0.407*** 0.381*** 0.362***
(0.097) (0.097) (0.094) (0.094)

ln(Ex-ante chance) 18.829*** 19.637***
(0.868) (0.810)

Individual controls Yes Yes No No
Policy controls Yes Yes No No
LLMC Yes Yes No No
Control for ex-ante pr. No No Yes Yes
Info not on CV No Yes No Yes
Pseudo R2 0.050 0.060 0.044 0.054
N. observations 22422 22422 22422 22422

Note: This table reports estimates of net duration dependence in the callback and job offer conversion probabilities, for our baseline set of conditioning variables (columns
1-3) and the extended set of conditioning variable, including non-CV characteristics (columns 2-4). Panel A reports estimates for callbacks, whereas panel B reports
estimates for job offer conversion. Application-level observations are weighted by the inverse of the monthly number of applications sent out by individual i in month t,
so as to put equal weight on all monthly-individual observations. Coefficients correspond to average marginal effects and are reported in percentage points. Errors are
clustered at the individual level. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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their role to be minor when measuring net duration dependence in the callback phase. In

contrast, their role is possibly greater when estimating the net duration profile in the job offer

conversion probability, as more information on the job seeker is revealed to the firm through

the interview.

Duration dependence estimates for this extended model together with our baseline results

are reported in Table 5.2. As expected, adding these controls leads to a more marked change

in the pseudo-R2 for the job offer conversion stage (+20%) compared to the callback stage

(+5%). This can also be seen through the parameter associated with the ex-ante application

success probability, which increases more markedly for job offer conversion compared to call-

backs (in columns 3 and 4). Consequently, the change in the estimated net duration effect

is virtually zero for callbacks, while it is slightly larger for job offer conversion (in relative

terms). These results support the idea that our baseline set of conditioning variables capture

most individual heterogeneity that is relevant at the callback stage, and that we truly capture

the net duration profile of callback chances. They also point towards the fact that additional

information is revealed during the job interview, and that those might affect firm’s decisions

whether to make a job offer to the interviewee. Even though such information remains unob-

served in our context, it should have a limited impact on the net duration profile of job offer

conversion we estimate.

6. Rationalizing the evidence: a job search model with statistical discrimination

6.1 What do we know?

So far, we have examined the dynamics of the different phases of the job search process.

From a purely descriptive view, we find evidence of a slight decline in the monthly number

of applications sent out by job seekers with respect to elapsed unemployment duration. The

decrease in application effort is concurrent to a large reduction in the probability of each

application to lead to a callback for a job interview. In contrast, the probability with which

interviews are converted into job offers is slightly increasing over time.

The contribution of individual heterogeneity to these empirical patterns is contrasted. On the

job seeker’s side, we find evidence of positive dynamic selection with respect to application

effort. As longer-term unemployed apply more at any duration, heterogeneity tends to atten-

uate the net effect of duration in the raw data. The opposite is true for callback decisions

by firms: individuals who remain unemployed longer tend to face lower chances of being

called back, at any duration. Consequently, dynamic selection is negative at this stage, and

tends to exacerbate the duration profile of the callback probability in the raw data.25 Finally,

workers’ characteristics play a minor role in the last phase of the job search process, when

25Consequent to dynamic selection being positive with respect to job application effort, and negative with respect
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interviews are converted into job offers: controlling for observed heterogeneity virtually does

not affect the duration profile of the job offer conversion probability, which is still estimated

to be positive.

All things considered, our results corroborate the findings that individual heterogeneity is

an important driver of duration dependence in job finding. However, our analysis suggests

that the role of heterogeneity is not uni-dimensional, as it affects the duration profiles of job

seekers and firms’ behaviors differently. Moreover, even after accounting for heterogeneity,

we find that duration itself still affects directly and negatively application effort provision

by job seekers, and firms’ callback decisions. In contrast, duration is found to have a limited

positive effect on the final decision of the job search process, i.e. firms’ choice of converting job

interviews into job offers. In the next section, we present a job search model with statistical

discrimination, that rationalizes the evidence we have emphasized so far.

6.2 Duration based discrimination in job search

6.2.1 The model

We develop a job search model with statistical discrimination to rationalize our empirical

findings in an equilibrium framework. The model builds on Jarosch and Pilossoph (2019),

which constructs a frictional labor market characterized by two-sided heterogeneity, positive

assortative matching, and a multi-stage hiring process (callback and interview/job offer con-

version stage). This setting lends itself naturally to generating negative duration dependence

at the callback stage as an endogenous response to negative dynamic selection of lower-ability

workers at longer unemployment duration. Intuitively, unemployment duration conveys a sig-

nal to firms about the average ability of the applicant: the longer the unemployment spell,

the higher the likelihood that the applicant is of low ability and, therefore, the smaller the

pool of firms that is willing to interview her.

To study duration dependence in workers’ and firms’ decisions jointly, we augment Jarosch

and Pilossoph (2019) framework with endogenous search effort by workers.26 In practice,

we add a preliminary stage at the beginning of the hiring process in which workers decide

how much search effort to exert. Crucially, optimal search effort is increasing in the job offer

probability (per unit of search effort). As long as the latter declines with unemployment dura-

to the callback probability, we find that high application-effort individuals face lower callback chances. This
can be seen in Figure C5A, where we plot the relationship between the αi estimated from section 4 and the
individual-specific average of the empirical (or ex-ante) callback probability, from section 5. The same relation-
ship is plotted for the job offer conversion probability, in Figure C5B.

26The possibility of augmenting the model with endogenous search effort is already hinted at in footnote 47,
in Jarosch and Pilossoph (2019). However, the authors did not pursue such research address since it would
allegedly have led to mitigating the impact of firms’ discrimination on the job finding rate, the authors’ goal
being to quantify an upper bound to such an impact.
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tion, e.g. because of firms discriminating against longer unemployment duration, job seekers

find it optimal to reduce their search effort over the unemployment spell. This allows us to

rationalize net duration dependence both on the worker’s and the firm’s side as equilibrium

responses to negative dynamic selection of workers at longer unemployment duration. In

what follows, we lay down the main elements of the model and then highlight their role to

rationalize our empirical findings.

Environment

We consider a discrete-time economy populated by a unit mass of workers, who differ by their

permanent ability x ∼ L(x), x ∈ X = (x, x), and a continuum of firms, which differ by their

productivity y ∼ F (y), y ∈ Y =
(
y, y

)
. Workers have preferences exhibiting constant relative

risk aversion γ ≥ 1, firms are risk-neutral and all agents discount the future at common rate

β ∈ (0, 1).

Workers and firms interact in a frictional labor market under a random search protocol.

Search frictions are represented by an exogenous separation probability δH and the endoge-

nously determined job finding probability O(x, τ), where τ ∈ N stands for elapsed unem-

ployment duration.27 The exogenous separation probability δH comprises both quits to un-

employment with probability δL and job-to-job transitions with complementary probability

δH − δL.

Job finding comes as the result of a three-step hiring process. First, workers decide how many

job applications to send out, i.e. how much search effort s to exert, subject to an increasing

and convex search cost function σ(s), σ′(s) > 0, σ′′(s) > 0 (Pissarides, 2000). Second,

workers’ job applications come together with firms’ vacancies with exogenous probability λ.

Upon meeting, the only relevant information released to firms from workers’ applications is

the length of their unemployment spell. Based on this unique piece of information, firms

decide whether to call the applicant back for a job interview at cost κ. Finally, conditional on

interviewing the applicant, the firm gets to know her true ability type and decides whether to

offer her a job.

Match Chapters/Chapter1/Output is governed by a production technology p(x, y) character-

ized by positive assortative matching, i.e. the most productive firms are the most selective in

terms of workers’ ability:

p(x, y) =

 x+ y if x ≥ y

0 else
(6.1)

27The job finding probability in our structural model is the theoretical counterpart of the expected (number of)
job offers in the empirical part of the paper, for reasons that will become clear later on.
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A worker is hence qualified for a job if her ability x exceeds firms’ productivity y.28 Absent

any discrimination, the job offer probability for a x-type worker reads

oND(x) = λF (x) (6.2)

Workers enjoy a flow value of leisure b while unemployed. Following Hall (2005), wages are

rigid and fixed at ω ∈
(
b, p(x, y)

)
for the entire duration of the match. Unlike in Jarosch and

Pilossoph (2019), employed workers are therefore strictly better-off than unemployed, thus

providing a motive for exerting search effort.

Workers

Workers are assumed to be risk-averse and make intertemporal consumption-savings choices.

They find it optimal to perfectly smooth consumption q during their lifetime, so that their con-

sumption equals their permanent income, which is function of their ability types.29 Regarding

labor supply decisions, workers are either matched to a firm or unemployed. Unemployed

workers choose how many applications to send out over their unemployment spell, i.e. how

much search effort s to exert at each unemployment duration τ , so as to maximize the value

of unemployment. Risk aversion implies that workers value their current income according to

their marginal utility of consumption, thus giving rise to a wealth effect in optimal search ef-

fort decisions. As a result, the marginal benefit of exerting search effort differs across workers’

ability types x.

The values of unemployment and employment can be expressed recursively as

U(τ ;x) = max
ŝ≥0

b

q(x)γ
− σx(ŝ) + β

[
U(τ + 1;x) + ŝ · o(x, τ)

(
W (x)− U(τ + 1;x)

)]
(6.3)

W (x) =
ω

q(x)γ
+ β

[
W (x) + δL

(
U(0;x)−W (x)

)]
. (6.4)

In words, the value of unemployment at duration τ is made up by the flow value of leisure

net of search effort costs and a continuation value, which equals the discounted value of

unemployment at duration τ + 1 plus the expected capital gain upon finding a job.30 The

value of employment equals the flow value of the wage rate and a continuation value, which

accounts for possible separations into the zero-duration unemployment state. Since wages

28Throughout we assume that any qualified worker is profitable for the firm.
29Formally, permanent income is defined as I, and consumption q = I(x). See Section D for more details on

worker’s consumption-saving choices.
30We model the search effort cost as a utility cost. Alternatively, it can be modelled as a monetary cost. The two

formulations are equivalent up to the fact that the marginal utility cost of search effort is unitary in the former
formulation, equal to the marginal utility of consumption in the latter.
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are rigid, productivity heterogeneity across firms does not translate into wage dispersion, so

the standard option value embedded in the unemployment state disappears. Consequently,

workers’ reservation wage boils down to b and every job offer is accepted in equilibrium.31

Optimal search effort balances the marginal cost of exerting higher search effort to the ex-

pected marginal benefit of meeting a firm. The latter is made up by the discounted capital

gain upon employment multiplied by the marginal increase in the matching probability from

harder search effort:

s(τ ;x) : σ′(s)︸ ︷︷ ︸
marginal cost

= β o(x, τ)
[
W (x)− U(τ + 1;x)

]
︸ ︷︷ ︸

marginal benefit

(6.5)

The optimal search effort at unemployment duration τ depends on the value of unemploy-

ment at duration τ + 1, thus making the application decision non-stationary. Specifically, the

model generates negative duration dependence in search effort if and only if the marginal

benefit of search effort decreases with elapsed unemployment duration τ . This is the case if

the job offer probability exhibits negative duration dependence in equilibrium.32 Moreover,

the capital gain upon employment features a wealth effect due to heterogeneity in marginal

utility of consumption across workers, as the flow capital gain upon employment is discounted

differently depending on the worker’s permanent income. As long as workers’ permanent in-

come is increasing in ability x, more productive workers enjoy lower marginal benefit from

finding a job because they can live off their larger savings while unemployed.33 As a result of

such wealth effect, workers with higher ability exert less search effort over their entire spell,

all else equal.34 If differences in wealth and marginal utility of consumption dominate those

in job offer probabilities in the cross section, workers with low ability would exert higher

search effort than high-ability ones, thus providing a potential explanation for the positive

dynamic selection of workers with higher search effort over the unemployment spell detected

in the data.35

31As job offers and hirings coincide in the model, O(x, τ) characterizes both the job finding probability and the
probability that a worker obtains a job offer, accounting for her effort provision.

32Formally, this condition writes ∂o(x,τ)
∂τ

< 0. A sufficient and necessary condition for negative duration depen-
dence in search effort to arise is that the direct effect of the reduction in the job offer probability, i.e. ∂o(x,τ)

∂τ
< 0,

dominates the indirect effect from the increase in the capital gain upon employment due to the depletion of the
value of unemployment as the unemployment spell lengthens, i.e. U(τ + 1;x) < U(τ ;x).

33Given that workers with higher ability find jobs more quickly, their permanent income is higher than that of
lower ability types, even in the absence of any wage differential.

34Faberman and Kudlyak (2019) alludes in footnote 27 to a dominant wealth effect in search effort as a possible
explanation for the evidence that workers with lower job prospects or located in less tight labor markets search
more intensely.

35Alternatively, differences in search effort levels across job seekers might be due to type-specific search costs

41



1. WHAT DRIVES THE DECLINE IN JOB OFFERS?

Firms

Firms can either be matched with one worker or not. In the latter case, the value of the firm,

Jv, is assumed to be zero. As a result, the value of a filled job, J(x, y), is simply given by the

present discounted value of flow profits.

Jv = 0 (6.6)

J(x, y) =
p(x, y)− ω

1− β(1− δH)
(6.7)

Upon receiving a worker’s application, the firm decides whether to call her back for a job

interview, based on her elapsed unemployment duration τ only, at cost κ. After the interview

takes place, the firm discovers the worker’s true ability x and decides whether to offer her a

job.

In the first phase of the recruitment process, the callback set is defined as

C(τ) =

{
τ ∈ N

∣∣∣∣∣
∫

max
{
J(x, y), 0

}
µ(x|τ) dx ≥ κ

}
(6.8)

where µ(x|τ) is the conditional density of workers’ ability at unemployment duration τ , the

key equilibrium object governing statistical discrimination. In words, a firm calls back an

unemployed worker with elapsed unemployment duration τ if the expected value of matching

to this worker exceeds the interview cost κ. Denoting y∗(τ) the productivity of the firm that

is just indifferent between calling back an unemployed worker with duration τ or not, the

callback probability writes36

c(τ) ≡ λP
(
y ≤ y∗(τ)

)
= λF

(
y∗(τ)

)
(6.9)

As a result of negative dynamic selection, the callback set weakly shrinks with unemployment

duration in equilibrium, thereby resulting in negative duration dependence in the callback

probability.

In the second phase of the recruitment process, conditional on calling back the applicant, the

firm gets to know worker’s true ability during the interview. As a result, the firm makes a job

offer to any worker who is qualified for its production technology, according to equation (6.1),

regardless of unemployment duration. Since any job offer is accepted by the worker, the job

functions, σ(s;x).
36Formally, the productivity of the marginal firm is such that

∫
max{J (x, y∗(τ)) , 0}µ(x|τ)dx = κ.
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offer (or hiring) set writes

O(x) =
{
x ∈ X

∣∣ p(x, y) ≥ ω
}
=

{
x ∈ X

∣∣ p(x, y) > 0
}

(6.10)

In words, a firm makes a job offer to any worker that grants it positive flow profits, after

discovering her type during the interview. The job offer conversion probability, or hiring

probability conditional on being interviewed, is then defined as

o(x)|c(τ) ≡ P
(
y ≤ x|y ≤ y∗(τ)

)
=
F
(
ỹ(x, τ)

)
F
(
y∗(τ)

) (6.11)

where ỹ(x, τ) = min
{
x, y∗(τ)

}
. Since ∂y∗(τ)

∂τ < 0 due to the decline in callback chances,

duration dependence in the job offer conversion probability is non-negative. In particular,

there exists positive duration dependence in the job offer conversion probability if y∗(0) > x

for at least some x. Intuitively, positive duration dependence at the job offer conversion

stage arises because the pool of job applicants become increasingly more homogeneous as

unemployment duration lengthens, with low-ability workers accounting for the lion’s share of

job seekers. As a result, the signal embedded in unemployment duration becomes increasingly

more informative about worker’s ability, thus making firms callbacks more targeted. Finally,

in the presence of statistical discrimination, the job offer probability is defined by:

o(x, τ) ≡ c(τ) · o(x)|c(τ) = λ F
(
ỹ(x, τ)

)
(6.12)

Contrasting equations (6.2) and (6.12), we notice that statistical discrimination affects a

worker’s job offer probability if and only if y∗(τ) < x, that is, if the worker is denied an

interview for a job she would have been qualified for.

Stationary equilibrium

Closing the model requires to specify the equilibrium conditions for the measure of unem-

ployed, as well as the unemployment composition across ability types and unemployment

duration. To do so, we solve the model in stationary equilibrium.

Type-specific unemployment rate equals the sum of the measure of unemployed across all

durations

u(x) =

∞∑
τ=0

u(x, τ) (6.13)

where u(x, τ) =

δL
(
1−

∑∞
t=0 u(x, t)

)
if τ = 0

u(x, τ − 1) ·
[
1− s(τ − 1;x) o(x, τ − 1)

]
if τ > 0
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Since the wage rate is fixed, differences in consumption or permanent income across workers

are totally accounted for by differential labor market attachment.37 As a result, high-ability

workers search less intensely for a given job offer probability than low-ability ones, due to a

wealth effect.

The key equilibrium object of the model is the conditional density of worker types x at dura-

tion τ , which is defined as

µ(x|τ) = s(τ ;x) u(x, τ) ℓ(x)∫
s(τ ; x̃) u(x̃, τ) dL(x̃)

(6.14)

where ℓ(x) = L′(x) is the probability density function of x. A stationary equilibrium of

this economy is a triple
{
s(x; τ), o(x, τ), u(x, τ)

}
, where search effort satisfies equation (6.5),

the job offer probability satisfies equation (6.12), and the unemployment rate satisfies equa-

tion (6.13).

6.2.2 What drives duration dependence?

We can draw a clear parallel between our structural model and equation (3.2), describing the

empirical decomposition of duration dependence in job offers. Noting that the job finding

probability for a worker of type x at duration τ writes O(x, τ) = s(τ ;x) o(x, τ), duration

dependence in O(x, τ) can be decomposed into a net duration effect and a compositional

change:

Eτ

[
O(x, τ)

]
− E0

[
O(x, 0)

]
= Eτ

[
s(τ ;x) o(x, τ)− s(0;x) o(x, 0)

]︸ ︷︷ ︸
Net duration effect

(6.15)

+ Eτ

[
s(0;x) o(x, 0)

]
− E0

[
s(0;x) o(x, 0)

]︸ ︷︷ ︸
Compositional change

where Eτ [·] denotes the expectation with respect to the conditional density in equation (6.14).

Again, the job offer probability can be decomposed into two stages as o(x, τ) ≡ c(τ)·o(x)|c(τ).
Following the steps in equation (3.3), we further write

Eτ [O(x, τ)]− E0[O(x, 0)] = Eτ

[(
s(τ ;x)− s(0;x)

)
o(x, τ)

]
+ Eτ

[
s(0;x)

(
o(x, τ)− o(x, 0)

)]
+ Eτ

[
s(0;x) o(x, 0)

]
− E0

[
s(0;x) o(x, 0)

]
. (6.16)

Just like in our empirical exercise, the decline in job offers and in the job finding rate are

explained in part by a compositional change in the pool of unemployed and by the net effect

37Formally, this writes q(x) = b u(x) + ω
(
1− u(x)

)
.
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of duration. The negative net duration effect can further be decomposed into a reduction of

the job offer probability, driven by the decline in the callback probability, and a reduction in

the number of applications sent out by unemployed.

We are now in the position to discuss the mechanism behind the duration dependence pat-

terns observed in the data through the lens of our structural model. Upon meeting a worker

with unemployment duration τ , firms form an expectation about her ability based on µ(x|τ).
Since workers with high ability x match more easily according to the production technology

(equation (6.1)), the density µ(x|τ) is featured by negative dynamic selection, with low-

ability workers being over-represented at longer unemployment duration with respect to the

unconditional density. Such negative dynamic selection entails a net negative duration de-

pendence in the callback probability (equation (6.9)), as firms use elapsed unemployment

duration as a screening device when choosing whether to call back an applicant for an in-

terview.38 This generates in turn negative duration dependence in the job offer probability

(equation (6.12)). In equilibrium, workers optimally respond to the negative duration depen-

dence in the job offer probability by scaling down their search effort over the unemployment

spell, which therefore exhibits net negative duration dependence as well.

6.3 Competing explanations

Our structural model presents one possible explanation for the net duration patterns we ob-

serve in the data. Nevertheless, some of the dynamics we observe empirically might be due

to other mechanisms, which we discuss in the following.

On the job seeker’s side, a first alternative explanation for the downwards-sloping net duration

profile in application effort lies in stock-flow sampling (Salop, 1973; Ebrahimy and Shimer,

2010). The basic idea behind this theory is that suitable jobs to which a job seeker might

apply originate both from the initial stock of vacancies and the inflow of new vacancies in

each period. In this setup, the number of applications is decreasing over the unemployment

spell because workers initially apply to the stock of existing vacancies, before applying to the

inflow of new vacancies in the subsequent periods. This mechanism entails a non-gradual

decline in application effort with respect to elapsed unemployment duration. In our context,

we find that application effort decreases gradually and linearly over time, which tends to

38Note that the signal conveyed by elapsed unemployment duration might be considered as more or less important
by firms, depending on the sub-markets in which they are recruiting. Consequently, the negative effect of
elapsed unemployment duration possibly affects job seekers’ chances of receiving a callback heterogeneously.
For instance, local labor market tightness has been shown to affect the extent to which firms consider this signal
(Kroft et al., 2013). Even though this analysis cannot be replicated in our context for data limitation reasons, we
find evidence of differentiated effects of unemployment duration on callback chances according to job seekers’
characteristics, e.g. with respect to education level (see Figure D1). However, the effect of duration remains
globally negative for all sub-categories of job seekers.
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contradict the stock-flow sampling hypothesis. 39 Moreover, this hypothesis can directly be

tested by estimating the duration dependence profile in application effort, controlling for the

stock and flow of vacancies in the relevant labor market. If the stock-flow mechanism prevails,

the net duration profile estimated by this augmented model should be flat. This approach is

not applicable in our context given that we have no access to job vacancies data, but it has

been followed by Faberman and Kudlyak (2019), who do not find supportive evidence for the

stock-flow hypothesis.

Another competing hypothesis for the decline in application effort relates to the depletion

of job seeker’s personal network, which has been shown to play an important role in job

finding (Beaman and Magruder, 2012; Burks et al., 2015; Hensvik and Skans, 2016). This

mechanism can be seen as a form of personal stock-flow sampling, where the decline in total

application effort is entailed by the exhaustion of job seekers’ personal contacts. In contrast,

applications sent out through other channels ought to remain constant, throughout the un-

employment spell. We assess this alternative explanation by estimating equation (4.1) for

three application effort measures, corresponding to the three application channels (personal,

phone, written). Corresponding results are reported in Table 6.1. They show that the num-

ber of applications sent out in person, per phone and in writing all decrease with respect to

elapsed unemployment, hence providing little support to the personal contacts exhaustion

Table 6.1: Duration dependence in application effort per channel

Written Phone Personal

(1) (2) (3) (4) (5) (6)
Elapsed unemployment duration -0.037*** -0.132*** -0.003 -0.046*** -0.038*** -0.075***

(0.009) (0.020) (0.006) (0.012) (0.005) (0.012)
[-0.535%] [-1.899%] [-0.146%] [-2.278%] [-2.034%] [-4.034%]

Constant 7.224*** 2.025*** 1.771***
(0.071) (0.039) (0.039)

Individual controls No Yes No Yes No Yes
Policy controls No Yes No Yes No Yes
LLMC No Yes No Yes No Yes
Individual FE No Yes No Yes No Yes
adj.-R2 0.001 0.631 0.000 0.614 0.003 0.615
N. observations 58755 58755 58755 58755 58755 58755

Note: This table reports empirical estimates of equation (4.1) using OLS, where the parametric duration function fA(t;ϕA) is specified linearly. The dependent variables
are the number of applications sent out through the written (columns 1-2), phone (columns 3-4) and personal channel (columns 5-6). For each dependent variable, we
report estimation results from a simple binary regression (on duration only) and from the full specification described in equation (4.1). Errors are clustered at the
individual level and reported in parentheses. Coefficients in relative terms (with respect to the average in the first month of unemployment) are indicated in squared
brackets. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.

39In the most stylized framework, job seekers apply to the stock of vacancies only in the first month of unem-
ployment. This results in a large discrete jump from the first period to the subsequent ones. In a more refined
version of the model, this discontinuity can be smoothed out by assuming convex application costs, which would
make it optimal for the job seekers not to exhaust the stock of existing vacancies in the first period. However,
if stock-flow sampling were to prevail, we would still expect a larger decline in application effort in the early
periods of unemployment, compared to latter ones.
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mechanism .

On the firm’s side, several alternative stories might explain the empirical net decline in the

callback probability. A first candidate explanation relates to changes in application quality

over time: part of the downwards-sloping duration profile in firms’ callback probability could

be due to the gradual downgrading of job applications characteristics. In our context, we

observe an important qualitative aspect of applications: the channel used when contacting

firms. As seen in section 5, this characteristic is strongly predictive of applications’ success at

the callback stage, and captures an important dimension of applications’ quality (Beaman and

Magruder, 2012; Burks et al., 2015; Hensvik and Skans, 2016).40 Even though we control for

this characteristic in our regressions, we still find evidence of a marked net decline in callback

chances, which is unrelated to changes in applications quality. As shown in Figure 6.1, this is

because the relative share of each channel in the pool of applications is relatively constant over

time, even when controlling for individual heterogeneity. Changes in applications’ quality, and

more precisely in application channels, are hence unlikely to represent the main driver of our

results.41

Another potential explanation for the decline in callback chances lies in applications targeting

(Galenianos and Kircher, 2009; Wright et al., 2021; Lehmann, 2023). Initially, job seekers

Figure 6.1: Changes in the shares of application channels
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Note: This figure represents the share of applications sent out through the written, phone and personal channels, per month of elapsed unemployment. Panel A corresponds
to the patterns in the raw data, without accounting for changes in the pool of applicants. Panel B corresponds to the results of a fixed effects regression, that accounts for
the evolution of the pool of applicants.

40See Table C1 in the Appendix for the role of channels in callback and job offer conversion chances.
41If any, we would expect (unobserved) changes in applications’ quality to be actually increasing overt time, as

job seekers learn how to write better applications over time. Such omitted factor would entail an upward bias in
the net duration profile we estimate, meaning that the true net duration dependence in the callback probability
would actually be more negative.
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might target a specific occupation, before starting to search broader and apply to a wider

set of job ads, as spell duration increases. This may reduce callback chances, as job seek-

ers are potentially less suited to the positions they newly apply to. If this mechanism is at

play, we should observe adjustments in job search targets over time. We assess this point

by studying how occupational targeting changes over time in the Auxiliary sample, for which

information on occupations is available. Specifically, we construct two measures that char-

acterize the types of occupations job seekers target: a binary variable indicating whether

the targeted occupation is the same as the occupation desired by the job seeker, and a mea-

sure of net cognitive requirements of targeted occupations.42 As depicted in Figure 6.2A, we

find very little change in occupation search breadth, as measured by the same-occupation

indicator. This result is robust to control for heterogeneity through individual fixed effects.

Regarding skills requirements, Figure 6.2B shows that the average value of our net cognitive

requirements measure decreases substantially along unemployment, from 0.18 to 0.14 over

seventeen months. However, this decline is strongly attenuated when job seekers’ fixed effects

are added. This suggests that the above-mentioned change is largely due to a compositional

change, and not to a change in application targeting within spells. Altogether, these evidence

Figure 6.2: Changes in application targeting
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Note: This figure describes the evolution of applications characteristics with respect to elapsed unemployment duration. The two panels are based on the Auxiliary sample.
Panel A shows results for the share of targeted positions that are the same as occupations desired by the job seekers. Panel B reports evidence for the net-cognitive skills
requirements of targeted occupations. Both panels show evidence based on the raw data (circle) and evidence controlling for individual heterogeneity, through individual
fixed effects (x-cross).

42In our data, occupations are categorized according to the Swiss Standard Classification of Occupations 2000
(SSCO 2000). This job nomenclature follows a hierarchical structure, and presents 5 different levels of occupa-
tional groups. The binary indicator for occupational similarity between the desired occupation (at the spell level)
and targeted occupation (at the application level) can be constructed for the different levels of the SSCO 2000.
As for the net cognitive requirements measure, we use O*Net skill and ability requirements for each occupation.
O*Net provides 52 abilities and skills, grouped into cognitive and physical. Our net cognitive measure is based
on the difference between weighted importance of cognitive skills requirements and physical requirements.
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point towards a limited role of application targeting in the decline of callbacks and job finding

chances.

Finally, the net decline in callback chances might be due not to statistical discrimination, but

rather to taste-based discrimination. In that case, firms would discriminate against long-term

unemployed for preference motives rather than because of statistical inference. Such mech-

anism is typically formalized in models with multiple applications per job opening, which

gives rise to coordination frictions. This requires firms to select a tie-breaking rule when call-

ing back ex-ante homogeneous workers. In this framework, negative duration dependence

in the callback probability would thus arise in the absence of screening motives, as long as

firms call back applicants with lower unemployment duration first (Blanchard and Diamond,

1994). In our context, taste-based discrimination would imply a flat duration profile in the

average ex-ante probabilities of applications to end up in callbacks, since duration is not sta-

tistically related to job seekers’ productivity. This hypothetical pattern is however at odds

with our empirical observation of dynamic selection in the callback phase and negative du-

ration dependence in the ex-ante callback probability (see Figure 5.2A), hence contradicting

the taste-based discrimination hypothesis.

7. Conclusion

The decline in job finding chances due to prolonged unemployment has for long been doc-

umented in the job search literature. The reasons behind this decline remain relatively mis-

understood though. Recent studies have highlighted individual heterogeneity and dynamic

selection as key drivers of this negative duration dependence pattern. However, those usually

focus on the ultimate outcome of job search, and tend to overlook that job search is a multi-

step process, encompassing sequential decisions taken by job seekers and firms. Moreover,

these studies are somewhat at odds with related work, that shows that elapsed unemploy-

ment duration itself has a marked net effect on job seekers’ and firms’ behaviors.

In this paper, we use a unique empirical data source to shed light on how heterogeneity and

unemployment duration affect the dynamics of the different phases of the job search pro-

cess. We collect longitudinal granular information on Swiss unemployed job search activity,

stemming from job search diaries filled in at PES. These documents contain information on

all applications sent out by a job seeker in each month of her unemployment spell. Specifi-

cally, we know for each application whether the contacted firm calls back the applicant, and

eventually makes her a job offer.

We examine the dynamics of job seekers’ behavior using the monthly number of job applica-

tions as a search effort proxy. We document a slight gradual decrease in application effort

over the course of unemployment in the raw data. Accounting for individual heterogeneity
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through individual fixed effects, we find evidence of a much sharper decline in our measure

of search effort. This steepening of the duration profile in job seekers’ behavior is due to

positive dynamic selection: job seekers who experience longer unemployment spells send

systematically more applications at any duration.

We study firms’ responses to job applications exploiting our rich dataset at its most granular

level, i.e. at the application level. We show descriptively that the (application-level) callback

probability is strongly decreasing over time, whereas the rate at which interviews are con-

verted into job offers, i.e. the job offer conversion probability, exhibits slight positive duration

dependence. To disentangle the contribution of heterogeneity and duration to these patterns,

we use an alternative identification strategy. For each application, we compute its ex-ante

chance of getting a positive response from firms, based on firms’ responses in the very early

periods of unemployment, and conditioning on all information that is relevant to firms when

they make callback decisions. Controlling for heterogeneity through these ex-ante chances, we

find that dynamic selection is negative at the callback stage, hence accentuating the duration

profile of the callback probability in the raw data. In contrast, our conditioning approach has

little effect at the job offer conversion stage, whose duration profile remains slightly positive.

These findings are consistent with our intuition that observed job seekers’ characteristics are

mostly used in the first phase of firms’ screening process.

Building on our empirical evidence of duration dependence in job seekers’ and firms’ behav-

iors, we develop a job search model with informational frictions and statistical discrimination

à la Jarosch and Pilossoph (2019). We expand their baseline model by adding an application

phase, in which heterogeneous job seekers choose the optimal level of search effort to exert

when contacting heterogeneous firms. Upon receiving an application, a firm decides whether

to call back the applicant for a costly job interview. As job seeker’s type is unknown to the firm

in the callback phase, its callback decision is based on the observed time the job seeker has

spent unemployed, which conveys a signal about her productivity. During the interview, the

firm discovers the type of the candidate, and decides whether to hire her or not. Statistical

discrimination by firms towards long-term unemployed generates negative net duration de-

pendence in the callback probability, as well as non-negative duration dependence in the job

offer conversion probability, due to the pool of interviewees getting more homogeneous. The

overall reduction in job finding chances entails in turn an endogenous net decline in search

effort on the job seeker’s side, due to the reduction in the marginal benefit from applying.

Our study enriches our understanding of the dynamics of the job search process, by providing

granular and comprehensive evidence on how job seekers’ and firms’ behaviors evolve along

unemployment. Our results corroborate the previous finding that individual heterogeneity is

a major driver of these dynamics. However, they also highlight that the role of heterogeneity

is not uni-dimensional: dynamic selection is either positive or negative, depending on which
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side of the labor market we consider. In particular, job seekers with different employment

prospects might choose to exert different levels of search effort endogenously, hence generat-

ing complex dynamics in the pool of unemployed that are observed all along the duration of

unemployment.

Furthermore, our study shows that dynamic selection does not account for the whole story:

elapsed unemployment duration itself directly affects agents’ behaviors in the labor market.

Specifically, the net effects of duration on job seekers’ and firms’ behaviors tend to further

dampen the chances that a match between labor supply and labor demand materializes over

time. In light of our structural model, these net duration effects are rooted in firms’ statis-

tical discrimination against long-term unemployed, who use the time a job seeker has spent

unemployed as a key information to infer her true productivity. If this signal is of primary

importance in firms’ screening process, prolonged unemployment might have detrimental im-

plications for job seekers’ employment prospects, not only in terms of successfully getting

through firms’ recruiting process, but also with respect to their provision of search effort.

Our work points towards clear policy recommendations for reducing informational frictions

in the labor market, already in the early phases of the job search process. The provision of

detailed information on workers’ productivity, skills or labor market history to firms, already

at the moment when they make callback decisions, might reduce the weight put on the nega-

tive signal conveyed by prolonged unemployment. Such attenuation of informational frictions

would not only makes firms’ recruiting decisions more accurate, but would also prevent neg-

ative endogenous responses by job seekers, faced with declining job finding chances.
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being, and job finding in a period of mass unemployment: Evidence from high frequency

longitudinal data. Brookings Papers on Economic Activity, pages 1–81.

Lehmann, T. (2023). How directed is search in the labor market? Evidence from an online

job board. Working paper.

Lockwood, B. (1991). Information externalities in the labour market and the duration of

unemployment. The Review of Economic Studies, 58(4):733–753.

Marinescu, I. and Skandalis, D. (2021). Unemployment insurance and job search behavior.

The Quarterly Journal of Economics, 136(2):887–931.

Matzkin, R. L. (2003). Nonparametric estimation of nonadditive random functions. Econo-

metrica, 71(5):1339–1375.

Mueller, A. I. and Spinnewijn, J. (2023). Predicting long-term unemployment risk. Working

paper.

Mueller, A. I., Spinnewijn, J., and Topa, G. (2021). Job seekers’ perceptions and employ-

ment prospects: Heterogeneity, duration dependence, and bias. American Economic Review,

111(1):324–63.

Nüß, P. (2018). Duration dependence as an unemployment stigma: Evidence from a field

experiment in germany. Technical report, Economics Working Paper.

53



1. WHAT DRIVES THE DECLINE IN JOB OFFERS?

Oberholzer-Gee, F. (2008). Nonemployment stigma as rational herding: A field experiment.

Journal of Economic Behavior & Organization, 65(1):30–40.

Pissarides, C. A. (2000). Equilibrium Unemployment Theory, 2nd Edition, volume 1 of MIT

Press Books. The MIT Press.

Salop, S. C. (1973). Systematic job search and unemployment. The Review of Economic Studies,

40(2):191–201.

Van den Berg, G. J. (1990). Nonstationarity in job search theory. The Review of Economic

Studies, 57(2):255–277.

Van den Berg, G. J. and Van Ours, J. C. (1996). Unemployment dynamics and duration

dependence. Journal of Labor Economics, 14(1):100–125.

Vishwanath, T. (1989). Job search, stigma effect, and escape rate from unemployment. Jour-

nal of Labor Economics, 7(4):487–502.

Wright, R., Kircher, P., Julien, B., and Guerrieri, V. (2021). Directed search and competitive

search equilibrium: A guided tour. Journal of Economic Literature, 59(1):90–148.

Zuchuat, J. (2023a). Estimating duration dependence in job search: the within estimation

duration bias. Working paper.

Zuchuat, J. (2023b). How vacancy referrals affect job search: Evidence from job applications

data. Working paper.

54



1. WHAT DRIVES THE DECLINE IN JOB OFFERS?

Appendix

A. Data and empirical measurements

Figure A1: Pre-defined job search forms
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Note: This figure presents the pre-defined job search diary form, in which unemployed record their job search activity.
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Table A1: Job seekers’ observed characteristics

Main sample Auxiliary sample

Mean SDV N Mean SDV N

Individual characteristics

Age 39.372 11.898 14798 39.307 10.651 655
1 = Female 0.458 0.498 14798 0.487 0.500 655
1 = Swiss 0.545 0.498 14798 0.539 0.499 655
1 = Primary education 0.269 0.444 14798 0.351 0.478 655
1 = Secondary education 0.588 0.492 14798 0.377 0.485 655
1 = Tertiary education 0.143 0.350 14798 0.189 0.392 655
1 = Manager 0.054 0.225 14798 0.092 0.289 655
1 = Specialist 0.598 0.490 14798 0.475 0.500 655
1 = Auxiliary 0.331 0.471 14798 0.423 0.494 655

Note: This table reports descriptive statistics on job seekers’ socio-demographic characteristics, for the Main sample and Auxiliary sample of study.

Table A2: Descriptive statistics, Auxiliary sample

Mean SDV Min Median Max N
A. By application

P(cijt = 1), callback prob. [in %] 7.396 26.171 0.000 0.000 100.000 24770

P(oijt = 1), job offer prob. [in %] 1.514 12.213 0.000 0.000 100.000 24770

P(oijt = 1|cijt = 1), job offer 20.567 40.432 0.000 0.000 100.000 1559

conversion prob. [in %]

B. By monthly-individual

Ait, nbr. applications 8.900 4.597 1.000 9.000 36.000 2783
Cit, nbr. callbacks 0.560 1.259 0.000 0.000 21.000 2783
Oit, nbr. job offers 0.089 0.330 0.000 0.000 3.000 2783

P(Cit > 0), prob. a.l. one interview [in %] 28.926 45.350 0.000 0.000 100.000 2783

P(Oit > 0), prob. a.l. one job offer [in %] 7.833 26.874 0.000 0.000 100.000 2783

C. Sample structure

Time-period 04.2012 - 03.2013
Region ZH
Nbr. applications 24770
Nbr. monthly-individual 2699
Nbr. individuals 655

Note: This table reports descriptive statistics about our Auxiliary sample of study. Panels A and B report descriptives on application-level and monthly-individual-level job
search outcomes respectively. Panel C provides information about the sample structure.
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Figure A2: Job offers and income trajectories

(A) Observed average income trajectories
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(B) ∆ in labor income trajectories (accounting for heterogeneity)
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Note: This figure presents an event-study analysis, crossing information from the search diaries and the social security data. It highlights the informational content of the
diaries data. Panel A shows the average evolution of total income, labor income and unemployment benefits in months before and after individual-specific events. For
each individual, the event is either the last month when a job offer is recorded (in red, if at least one job offer is recorded in the observed data) or the last month when
search diaries are collected (in blue, in the absence of job offer recorded). Panel B presents the results of a two-way fixed effects specification, to measure the differences
in the labor income trajectories of the two above mentioned groups.
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Figure A3: Monthly probability of at least one job offer and number of job offers
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Note: This figure plots the average monthly probability of obtaining at least one job offer (1(Oit > 0), solid line) together with the average monthly number of job
offers (Oit, dashed line).

Figure A4: Conceptual job search framework and empirical measurements of job search

Ait

=
∑

j aijt

ai1t

ai2t

...

aiAitt

ci1t = 1

ci2t = 1

...

ciAitt = 0

Cit

=
∑

j cijt · aijt

oi1t = 1

oi2t = 0

...

oiAitt = 0

Oit

=
∑

j oijt · aijt

JOB SEEKERS FIRMS

1 Applications 2 Callbacks 3 Job offers

Note: This figure presents our conceptual job search framework, together with data measurements from job search diaries.
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B. Job seekers: job applications

Figure B1: Dynamic selection with respect to application effort

8.
5

9
9.

5
10

10
.5

11
11

.5
12

12
.5

Es
tim

at
ed

 α
i

0 3 6 9 12 15 18
Elapsed unemployment duration

Average 90th CI 95th CI 99th CI

Note: This figure reports evidence on positive dynamic selection with respect to application effort. It plots the average estimated αi from equation (4.1), per month of
elapsed unemployment. For each month, only individuals that are observed in the raw data are considered when computing the average αi.

Figure B2: Empirical duration dependence in excess application effort
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Note: This figure reports empirical evidence of duration dependence in our excess application effort measures.
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Figure B3: Empirical distribution of application effort
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Note: This figure shows the empirical distribution of application effort, as measured by the number of applications sent out per month.
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Figure B4: Duration dependence in application effort, subgroup analysis

(A) Education

0
-.1

-.2
-.3

-.4
Li

ne
ar

 D
D

 p
ar

m
at

er

Primary Secondary Tertiary

OLS FELinear duration parameter:  

(B) Age

.1
0

-.1
-.2

-.3
Li

ne
ar

 D
D

 p
ar

m
at

er

<25 25-30 30-35 35-40 40-45 45-50 50-55 55-60 >60

OLS FELinear duration parameter:  

(C) Occupation

.1
0

-.1
-.2

-.3
-.4

-.5
Li

ne
ar

 D
D

 p
ar

m
at

er

Agriculture
Industry & Craft

IT
Construction

Commercial
Hotelling

Administration
Health & Education

Other

OLS FELinear duration parameter:  

(D) Residence permit

.2
.1

0
-.1

-.2
-.3

-.4
Li

ne
ar

 D
D

 p
ar

m
at

er

CH C-Permit B-Permit Other

OLS FELinear duration parameter:  

Note: This figure reports evidence of the empirical and net duration dependence for different subgroups of unemployed job seekers. We report estimates of equation (4.1)
where the duration function fA(t;ϕA) is specified linearly. We present both OLS and FE estimates (only including FE), for different sub-samples based on different
sample-split variables.
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Table B1: Partial correlations between estimated αi and observed characteristics

(1) (2) (3)
Dependent variable: estimated αi

Age
25− 30 0.021 (0.148) 0.020 (0.147) -0.002 (0.146)
30− 35 -0.106 (0.148) -0.150 (0.148) -0.147 (0.145)
35− 40 -0.231 (0.153) -0.271* (0.152) -0.253* (0.150)
40− 45 -0.285* (0.153) -0.329** (0.151) -0.332** (0.149)
45− 50 -0.302* (0.154) -0.298* (0.153) -0.259* (0.153)
50− 55 -0.382** (0.157) -0.385** (0.155) -0.388** (0.155)
55− 60 -0.688*** (0.168) -0.685*** (0.167) -0.661*** (0.166)
> 60 -2.496*** (0.194) -2.518*** (0.192) -2.478*** (0.191)

Residential status
C-permit 0.479*** (0.093) 0.442*** (0.092) 0.446*** (0.092)
B-permit 0.505*** (0.110) 0.477*** (0.109) 0.467*** (0.108)
Other permit 0.242 (0.235) 0.188 (0.232) 0.320 (0.230)

Education
Apprentice. 0.134 (0.093) 0.106 (0.092) 0.099 (0.091)
High school 0.453** (0.185) 0.357* (0.186) 0.345* (0.183)
Professional mat. -0.050 (0.173) -0.054 (0.171) -0.007 (0.172)
UAS -0.125 (0.220) -0.237 (0.220) -0.198 (0.224)
University -0.491*** (0.158) -0.665*** (0.162) -0.664*** (0.160)

Female 0.175** (0.082) 0.177** (0.081) 0.109 (0.082)

Labor market history
ln(previous wage) 0.379*** (0.069) 0.378*** (0.069) 0.312*** (0.068)
Unemployment history -0.495* (0.268) -0.486* (0.266) -0.502* (0.267)

Occupation
Industry & Craft -2.235*** (0.284) -2.190*** (0.283) -2.271*** (0.282)
IT -2.730*** (0.311) -2.691*** (0.310) -2.815*** (0.310)
Construction -1.580*** (0.296) -1.565*** (0.295) -1.526*** (0.294)
Commercial -1.181*** (0.282) -1.162*** (0.281) -1.310*** (0.282)
Hotelling -1.224*** (0.282) -1.275*** (0.281) -1.361*** (0.284)
Administrative -1.231*** (0.290) -1.215*** (0.289) -1.403*** (0.289)
Health & Educ. -2.599*** (0.293) -2.608*** (0.293) -2.573*** (0.294)
Other -2.451*** (0.300) -2.435*** (0.298) -2.578*** (0.298)

Canton
SG -2.460*** (0.093)
VD 2.349*** (0.132)
ZG 1.305*** (0.137)
ZH 0.623*** (0.094)

Constant 7.851*** (0.614) 7.891*** (0.633) 6.183*** (0.761)
Instituitions Canton PES CW
F -stat. instituitons 709.821 135.287 11.049
p-value instituitons 0.000 0.000 0.000
Observations 14798 14798 14798
Adj-R2 0.173 0.187 0.227

Note: This table reports estimates of a multivariate linear regression, where we regress the estimated αi from equation (4.1) on observed individual characteristics. Three
models are reported, differing with respect to the policy controls included as regressors (cantons, PES offices or caseworkers fixed effects).
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Table B2: Duration dependence in application effort, Poisson pseudo maximum likelihood

(1) (2) (3) (4) (5) (6)
Dependent variable: application effort Ait

Elapsed unemployment duration -0.009*** -0.006*** -0.004*** -0.004*** -0.020*** -0.021***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.002)
[-0.097] [-0.069] [-0.048] [-0.050] [-0.226] [-0.230]

Individual controls No Yes Yes Yes No Yes
Policy controls No No Yes Yes No Yes
LLMC No No No Yes No Yes
Individual FE No No No No Yes Yes
Mean outcome 1st month 11.107 11.107 11.107 11.107 11.107 11.107
Pseudo-R2 0.002 0.014 0.066 0.071 0.201 0.206
N. observations 55559 55559 55559 55559 55559 55559

Note: This table reports empirical estimates of equation (4.1) using a Poisson pseudo maximum likelihood estimator, where the parametric duration function fA(t;ϕA)
is specified linearly. Models are estimated on a restricted sample, that discards individuals who do not exhibit within-variation in application effort. Each column
sequentially adds a set of controls or FE. Errors are clustered at the individual level and are reported in parentheses. Absolute coefficients (measuring the monthly
decrease in application effort) are indicated in squared brackets and are directly comparable to our OLS baseline estimates. Stars indicate the following significance levels:
* 0.1, ** 0.05 and *** 0.01.

Table B3: Duration dependence in application effort, alternative application effort measures

Excess applications Private applications

A = 8 A = 10

(1) (2) (3) (4) (5) (6)
A. OLS

Elapsed unemployment duration -0.069*** -0.201*** -0.058*** -0.179*** -0.099*** -0.202***
(0.008) (0.022) (0.007) (0.022) (0.009) (0.022)

Individual controls No Yes No Yes No Yes
Policy controls No Yes No Yes No Yes
LLMC No Yes No Yes No Yes
Individual FE No Yes No Yes No Yes
Mean outcome 1st month 3.707 3.707 2.754 2.754 10.452 10.452
Adjusted-R2 0.005 0.393 0.004 0.338 0.008 0.468
N. observations 45901 45901 39563 39563 51305 51305
B. Poisson

Elapsed unemployment duration -0.019*** -0.057*** -0.022*** -0.070*** -0.010*** -0.020***
(0.002) (0.006) (0.003) (0.008) (0.001) (0.002)
[-0.071] [-0.213] [-0.060] [-0.193] [-0.101] [-0.205]

Individual controls No Yes No Yes No Yes
Policy controls No Yes No Yes No Yes
LLMC No Yes No Yes No Yes
Individual FE No Yes No Yes No Yes
Mean outcome 1st month 3.707 3.707 2.754 2.754 10.452 10.452
Pseudo-R2 0.004 0.328 0.004 0.334 0.003 0.200
N. observations 45901 45901 39563 39563 51305 51305

Note: This table reports empirical estimates of equation (4.1) for our alternative job search effort measures (excess application effort and private applications), where
the parametric duration function fA(t;ϕA) is specified linearly. Models are estimated using OLS (panel A) or Poisson pseudo maximum likelihood (panel B). For each
independent variable, we consider either a bivariate model or the full specification. Errors are clustered at the individual level and are reported in parentheses. Stars
indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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Table B4: Duration dependence in application effort, no exit months

(1) (2) (3) (4) (5) (6)
Dependent variable : application effort Ait

Elapsed unemployment duration -0.082*** -0.056*** -0.037*** -0.041*** -0.190*** -0.215***
(0.008) (0.008) (0.007) (0.007) (0.010) (0.021)

[-0.750%] [-0.518%] [-0.343%] [-0.378%] [-1.747%] [-1.975%]

Individual controls No Yes Yes Yes No Yes
Policy controls No No Yes Yes No Yes
LLMC No No No Yes No Yes
Individual FE No No No No Yes Yes
Mean outcome 1st month 10.846 10.846 10.846 10.846 10.846 10.846
adj.-R2 0.006 0.035 0.179 0.193 0.495 0.502
N. observations 56646 56646 56646 56646 56646 56646

Note: This table reports empirical estimates of equation (4.1), where the parametric duration function fA(t;ϕA) is specified linearly. Models are estimated on a
restricted sample, that discards individual-monthly observations when an unemployment exit is observed. Each column sequentially adds a set of controls or FE. Errors are
clustered at the individual level and reported in parentheses. Coefficients in relative terms (with respect to the average in the first month of unemployment) are indicated
in squared brackets. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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C. Firms’ responses: callbacks and job offers

Figure C1: Duration dependence in the callback probability, at or beyond UB exhaustion
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Note: This figure plots the average callback probability per month of elapsed unemployment, including months at or beyond unemployment benefits exhaustion. A
quadratic fit regression line is added on the graph to emphasize the duration profile of the callback probability.

Figure C2: Duration dependence in the job offer probability
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Note: This figure plots the average job offer probability, i.e. the probability that an application leads to a job offer, against elapsed unemployment duration. Application-
level observations are weighted by the inverse of the monthly number of applications sent out by individual i in month t, so as to put equal weight on all monthly-individual
observations.
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Figure C3: Concentration of callbacks and job offers at the end of the spell
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Note: This figure plots the average probability of a callback and a job offer (computed on all applications), for each month prior to the last month of record in the job
search diaries. Application-level observations are weighted by the inverse of the monthly number of applications sent out by individual i in month t, so as to put equal
weight on all monthly-individual observations. 95% confidence intervals for the average probabilities are reported.

Figure C4: Duration dependence in job offer conversion probability
First interview vs. Second and more interviews
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Note: This figure plots the average job offer conversion probability, distinguishing between the first interview recorded per unemployment spell, and all subsequent
interviews.
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Figure C5: Job seekers’ heterogeneity
Application effort and ex-ante chances of positive replies by firms
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Note: This figure reports evidence on the relationship between (i) the estimated application effort fixed effects αi and (ii) job seekers’ average chances of getting a positive
response from firms. The latter are computed for the callback (panel A) and job offer conversion (panel B) probabilities, by averaging application-level information across
all applications sent by a job seeker (only those which led to a callback for panel B). Those job seekers’ average chances of a callback or job offer conversion are based
either on firms’ responses that are directly observed in the data (empirical), or on their ex-ante counterparts (ex-ante).

68



1. WHAT DRIVES THE DECLINE IN JOB OFFERS?

Table C1: Ex-ante probabilities, estimation in the reference month

Callback probability Job offer conversion probability

Marginal effects SE Marginal effects SE
Age
25− 30 -0.158 (0.469) 3.739* (2.095)
30− 35 -0.812* (0.447) 2.052 (2.068)
35− 40 -0.561 (0.474) 0.841 (2.145)
40− 45 -0.997** (0.455) -1.084 (2.113)
45− 50 -0.889* (0.458) 1.113 (2.144)
50− 55 -1.241*** (0.466) -0.189 (2.268)
55− 60 -2.241*** (0.513) 3.656 (2.588)
> 60 -3.693*** (0.494) 5.189 (3.605)

Residential status
C-permit -1.164*** (0.270) -1.548 (1.340)
B-permit -1.260*** (0.292) 1.624 (1.617)
Other permit -1.293* (0.765) -2.316 (3.820)

Education
Apprentice. 2.313*** (0.249) -4.904*** (1.618)
High school 1.571*** (0.508) -6.619** (2.934)
Professional mat. 3.786*** (0.517) -5.035** (2.457)
UAS 3.784*** (0.612) -5.054* (2.714)
University 3.326*** (0.486) -11.269*** (2.201)

Female 0.360 (0.234) -0.569 (1.171)

Labor market history
ln(previous wage) 1.225*** (0.207) -2.459** (0.982)
Unemployment history -3.471*** (0.822) 2.117 (4.179)

Application process
Phone -0.044 (0.215) 6.177*** (1.513)
Personal 7.580*** (0.429) 6.900*** (1.202)
CW referral 3.670*** (0.383) 1.068 (2.180)
Search effort αi -0.269*** (0.041) -0.205 (0.154)
Policy controls CW PES
LLMC Yes Yes
Observations 153316 12060
Pseudo-R2 0.107 0.057

Note: This table reports the empirical estimates of equations (5.2a) and (5.2b), in the references months τA
i and τC

i . Coefficients are reported as average marginal
effects (in pp). Errors are clustered at the individual level. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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Table C2: Ex-ante probabilities with non-CV characteristics, estimation in the reference month

Callback probability Job offer conversion probability

Marginal effects SE Marginal effects SE
Age
25− 30 0.086 (0.444) 3.914* (2.057)
30− 35 -0.573 (0.423) 2.265 (2.033)
35− 40 -0.229 (0.453) 1.362 (2.111)
40− 45 -0.604 (0.435) -0.605 (2.077)
45− 50 -0.441 (0.441) 1.994 (2.117)
50− 55 -0.718 (0.455) 0.622 (2.236)
55− 60 -1.652*** (0.516) 5.181** (2.605)
> 60 -2.935*** (0.517) 7.413** (3.721)

Residential status
C-permit -1.118*** (0.269) -1.091 (1.344)
B-permit -1.224*** (0.290) 1.978 (1.616)
Other permit -1.287* (0.755) -2.622 (3.778)

Education
Apprentice. 2.190*** (0.253) -5.283*** (1.618)
High school 1.487*** (0.502) -7.147** (2.914)
Professional mat. 3.657*** (0.511) -5.344** (2.442)
UAS 3.598*** (0.610) -5.254* (2.695)
University 3.033*** (0.472) -11.134*** (2.215)

Female 0.339 (0.234) -0.707 (1.169)

Labor market history
ln(previous wage) 1.122*** (0.204) -2.173** (0.982)
Unemployment history -3.576*** (0.820) 2.076 (4.188)

Application process
Phone -0.003 (0.215) 6.317*** (1.513)
Personal 7.687*** (0.426) 6.829*** (1.194)
CW referral 3.597*** (0.383) 1.387 (2.164)
Search effort αi -0.261*** (0.040) -0.186 (0.151)

Non-CV characteristics
Employability grade CW 0.977*** (0.245) 0.512 (1.137)
1 = Experienced sickness -1.817*** (0.245) -8.432*** (1.179)
Mobility degree
Daily commute -6.945 (5.489) 10.017 (8.214)
Part of the country -6.367 (5.506) 10.830 (8.771)
Whole country -5.613 (5.560) 5.499 (9.178)
International -3.217 (5.720) -3.506 (9.095)
Policy controls CW PES
LLMC Yes Yes
Observations 153316 12060
Pseudo-R2 0.112 0.065

Note: This table reports the empirical estimates of equations (5.2a) and (5.2b), in the references months τA
i and τC

i , adding characteristics that are not observed on the
CV. Coefficients are reported as average marginal effects (in pp). Errors are clustered at the individual level. Stars indicate the following significance levels: * 0.1, ** 0.05
and *** 0.01.
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D. Rationalizing the evidence: a job search model with statistical discrimination

Model’s details

A worker with permanent ability x maximizes the present-discounted value of her utility

streams by solving the following utility maximization problem in recursive form:

V (a, n, u(τ);x) = max
q,a′,s(τ)

q1−γ

1− γ
− σ

(
s(τ)

)
+ βV

(
a′, n′, u′(0), u′(τ + 1);x

)
(D.1)

s.t. q + a′ = Ra+ ωn+ bu(τ) (D.2)

n′ = (1− δL)n+ s(τ)o(x, τ)u(τ) (D.3)

u′(τ + 1) =
(
1− s(τ)o(x, τ)

)
u(τ) (D.4)

u′(0) = δLn (D.5)

1 = n+ u(τ) (D.6)

where n = 1{employed} and u(τ) = 1{unemployed at duration τ} are indicator functions for

the employment and unemployment states, respectively. As a result, at each time t the worker

is either employed (n = 1) or unemployed at duration τ (u(τ) = 1), as spelled out by equa-

tion (D.6). Equation (D.2) represents the flow budget constraint. Equations (D.3) to (D.5)

express the probability of being employed, unemployed at longer duration and unemployed

with zero duration tomorrow.

Figure D1: Callback probability by education level
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Note: This figure plots the average callback probability of applications sent by job seekers, distinguishing between three levels of education (primary, secondary, tertiary).
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CHAPTER 2

How Vacancy Referrals affect Job Search:
Evidence from Job Applications Data

Jeremy Zuchuat

University of Lausanne

Abstract

Vacancy referrals by caseworkers represent an effective and widely-used job search assistance tool.

However, little is known about the mechanisms through which they affect job finding. This paper uses

granular longitudinal job applications data with firms’ responses to shed light on those mechanisms.

Controlling for individual-by-unemployment duration fixed effects, we find that referred applications

have a much higher probability of success (callback or job offer). These effects are driven by the

fact that referred vacancies exhibit different and potentially lower-paying characteristics. Aggregating

data to the monthly-individual level and using caseworker stringency as an instrument, we show that

job seekers apply more in months when the referral policy is used, in spite of a slight reduction in

their private application effort. This eventually translates into a large increase in the number of job

interviews and offers they obtain per month.

Keywords: vacancy referrals, job search, active labor market policies, program evaluation,

applications data, stringency instrument.

JEL: J63, J64, J68
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1. Introduction

Job Search Assistance (JSA) represents a key element of the Active Labor Market Policies

(ALMP) toolbox developed in western economies to reduce unemployment (Card et al., 2010,

2018). This widespread set of policies seeks to attenuate job search frictions, so as to increase

matching efficiency between unemployed workers and recruiting firms. A crucial aspect of

the JSA architecture lies in the intermediary assisting job seekers. This can take the form of

automated informational tools (e.g. an informational brochure in Altmann et al., 2018; an

online recommendation algorithm in Belot et al., 2019 or Hensvik et al., 2023), but in most

cases JSA services are provided by caseworkers at Public Employment Service (PES) offices.

One of the main JSA instruments at caseworkers disposal is job vacancy referrals. This policy

consists in the transmission of information on vacancies from caseworkers to job seekers.

Depending on the context, it can be accompanied by the obligation to apply to the referred

positions, which confers both an informational and coercive aspect on this policy. Several

studies have emphasized the positive effect of caseworker referrals on job finding (Fougère

et al., 2009; Bollens and Cockx, 2017; Van Den Berg et al., 2019; Cheung et al., 2019).

However, none has yet delivered a comprehensive picture of their effects on the job search

process. Not only does most of the literature remain silent about the mechanisms through

which referrals affect job search outcomes, but this policy has never been analyzed at the

relevant treatment unit, i.e. job applications. Furthermore, the dual aspect of referrals, in-

between a purely informational and a sanctioning tool, has only been discussed to a limited

extent.

This paper addresses these gaps simultaneously: it represents the first empirical analysis based

on job applications data covering firms’ responses, that provides an in-depth analysis of case-

worker referrals effects. Our study does not uniquely examine the ultimate impact of this JSA

tool on job finding, but it also sheds light on its underlying mechanisms to better understand

how the policy affects the various steps of job search. Our analysis relies on a unique dataset

stemming from monthly job search diaries, first used in Zuchuat et al. (2023). Those data

provide granular information on unemployed job search process. Not only, do they cover

all applications made by job seekers in each month of their unemployment spells, but they

also contain information on applications treatment status (referred, non-referred) and out-

comes (callback, job offer). Following the intuitions developed in the theoretical framework

of Fougère et al. (2009), we build empirical indices from diaries data to measure the effects

of referrals on job search activity and success.

We first proceed to an application-level analysis to study whether caseworker referrals affect

applications success probability and the characteristics of jobs unemployed apply to. Identifi-

cation is ensured by a within-estimation procedure with high-dimensional fixed effects, at the
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individual-by-duration level. This approach is made possible by the three-dimensional nature

of our data (individuals, unemployment duration and applications), and accounts for both

time-varying individual heterogeneity and allocation to treatment based on individuals’ ex-

pected outcomes. Our results show that referred applications have a much higher probability

of success compared to non-referred applications, whether applications success is measured

via the callback (+4.0 pp or + 105%) or job offer probability (+ 1.3 pp or + 143%). Our

analysis also reveals the existence of sizable heterogeneous treatment effects, especially with

respect to education level. We apply the same methodology to study how referrals affect

two vacancies characteristics that are revealing of jobs remuneration: work-time percentage

and occupational sector. Our findings show that referred applications have a higher proba-

bility of targeting part-time jobs, specifically among job seekers who previously held full-time

positions. They also reveal that referrals focus more on positions in job seekers’ desired

occupational sectors, which are characterized by lower cognitive and higher physical skills

requirements.

In a second step, we study how caseworker referrals affect application effort and matching in

the labor market. We aggregate applications data to the individual-monthly level and build

search effort (number of applications made per month) and labor matching (number of call-

backs and job offers obtained per month) indices. Data aggregation prevents us from applying

the same high-dimensional fixed effects approach as previously. To circumvent endogeneity

issues, we develop an alternative identification strategy which relies on the quasi-random allo-

cation of unemployed to caseworkers within PES offices (Arni and Schiprowski, 2019). Given

that caseworkers exert some leverage over the use of referrals, this quasi-random allocation

generates exogenous variation in the exposure to the policy across unemployed. Exploiting

this institutional feature, we build a leave-one-out caseworker stringency instrument, which

we use to causally estimate the effects of the policy on monthly-individual outcomes. Our

results show that caseworker referrals significantly increase job seekers’ total application ef-

fort in treatment months (0.70 more applications per month per additional referral). This

increase is accompanied by a slight reduction in the monthly number of non-referred or pri-

vate applications (0.30 less applications per month). This limited substitution effect suggests

that positions targeted by referred and non-referred applications are imperfectly substitutable,

consistently with our application-level results. The positive effects of referrals on applications

success probability and on total application effort eventually translate into a large increase in

the monthly matching rate: one additional referral leads to 0.15 more interviews and 0.03

more job offers per month on average.

Our empirical findings confirm that caseworker referrals represent an effective tool to im-

prove unemployed job finding chances. They additionally provide better understanding of

the mechanisms driving this positive effect: the higher matching rate entailed by referrals
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is due to both a higher success probability of job applications and a higher contacting rate

between workers and firms, due to higher application effort. Moreover, our results suggest

that improvements in employment prospects are possibly realized at the cost of accessing less

well-paid jobs, which points towards the coercive aspect of the policy.

Our paper contributes to three main strands of the literature. It first addresses the growing

literature on the effects of caseworker referrals on job search outcomes. This ALMP has first

been studied by Fougère et al. (2009), who develop a partial equilibrium job search model

with two different search channels (private and vacancy referrals). Their framework suggests

that applications sent through the referral channel might have a disincentivizing effect on

private search effort, and eventually on job finding. Estimating their model on French un-

employment spells data, the authors find that vacancy referrals increase unemployment exit

rate, especially in the strata of low-educated and low-skilled unemployed workers. Using

Danish data, Van den Berg et al. (2012) find a positive impact of repeated meetings between

unemployed and caseworkers on job finding. The authors argue that this effect is explained

by an increase in the number of referrals assigned during the meetings. More direct evidence

of referrals effects are presented by Bollens and Cockx (2017), who explore the effects of this

policy in the Flemish labor market. Based on a timing-of-event approach, the authors find that

three different types of referrals have positive effects on the transition rate to employment,

both in the short and long-run. Using the same type of approach, Van Den Berg et al. (2019)

find similar positive effects in the German context, where non-compliance to referrals can be

sanctioned. Moreover, the authors provide evidence that this policy impacts the types of jobs

eventually taken up by job seekers, as it leads to less stable employment spells and lower

wages. Finally, Cheung et al. (2019) provide further indirect evidence of referrals effects in

the context of Sweden. Using an experimental approach, they study the direct and displace-

ment effects of JSA programs. The authors find that a more intensive use of JSA services tends

to reduce unemployment among treated individuals, at the cost of substantial displacement

effects for the non-treated population. Based on their observation of caseworkers’ behavior,

they argue that the positive effect on treated job seekers is mostly driven by an increase in the

use of vacancy referrals.

Our study differs from previous work on caseworker referrals in several dimensions. First, it

is innovative with respect to its methodological approach. Exploiting within-individual varia-

tion in treatment assignment and job search outcomes, we are able to account for individual

heterogeneity and other potential endogeneity issues in a straightforward manner. Second,

our analysis is not limited to the study of the overall effect of referrals. Using granular applica-

tions data, we are able to dig deeper into the mechanisms explaining why this policy has been

found to successfully affect job finding. Finally, our study goes beyond providing indirect ev-

idence of caseworker referrals effects: applications data enable us to measure treatment and
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outcomes at the relevant treatment unit, i.e. job applications, and to emphasize the policy

effects in a direct manner.

Our paper additionally contributes to the general literature on JSA services. Starting from

the seminal meta-studies by Card et al. (2010, 2018), several papers have explored more

thoroughly how effective these policy instruments are at improving job seekers’ employment

prospects. Part of this literature has focused on job search assistance provided by public

institutions (e.g. Wunsch, 2013; Manoli et al., 2018), while another has examined the effects

of services offered by private companies (e.g. Crépon et al., 2013; Battisti et al., 2019). Those

studies usually find positive direct effects of JSA on employment perspectives, with limited

differences between publicly and privately provided services (Bennmarker et al., 2013; Krug

and Stephan, 2013; Cottier et al., 2018). Accounting for general equilibrium effects leads to

more contrasted conclusions though (Cahuc and Le Barbanchon, 2010; Crépon et al., 2013).

In addition to classical JSA services provided by public or private counselors, researchers have

also explored the potential of alternative automated JSA tools (Altmann et al., 2018; Belot

et al., 2019; Briscese et al., 2020; Hensvik et al., 2023). Those have been found to affect

markedly job search scope and effort provision, while their effect on job finding has not yet

been clearly established.

From a methodological perspective, our paper also contributes to the large literature using

judges or caseworkers’ stringency as instrumental variables to estimate the treatment effects

of court decisions or welfare programs (e.g. Kling, 2006; French and Song, 2014; Aizer and

Doyle Jr, 2015; Bhuller et al., 2020). In the context of Swiss labor markets, this methodolog-

ical approach has been followed by Arni and Schiprowski (2019), who study the impacts of

search requirement and effort provision on job search outcomes. The authors combine the

quasi-random allocation of unemployed to caseworkers within PES offices and variation in

search requirements set by caseworkers to build a stringency instrument for the required and

actual monthly number of job applications. Their findings show that both higher search re-

quirements and higher provision of search effort lead to a substantial reduction in completed

unemployment and non-employment duration.

The rest of the paper is organized as follows. Section 2 introduces the institutional context of

our study. In section 3, we develop a theoretical framework to formalize caseworker referrals

effects on unemployed job search process. In section 4, we present the data used in our

empirical investigation and discuss how those can be related to our conceptual framework. We

also provide descriptive evidence of the effects of caseworker referrals on job search activity

and success. The two following sections represent the core of our empirical analysis. In

section 5, we proceed to an application-level analysis to study how the referral policy affects

the success probability of applications and the type of positions job seekers apply to. In

section 6, we consider data aggregated to the individual-monthly level to examine whether
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the policy impacts application effort and labor matching. Section 7 concludes.

2. Institutional context

Swiss workers are entitled to unemployment benefits if they contribute at least twelve months

within two years prior to the beginning of their unemployment spells. The typical potential

benefit duration amounts to 12 or 18 months and is a function of the contribution period,

age and family situation of unemployed. The replacement ratio ranges from 70% to 80%,

depending on unemployed characteristics. Job seekers who claim unemployment benefits

have to register at a regional PES office. Offices are organized at the cantonal level and exert

some power over the implementation of unemployment policies. Once registered at a regional

PES center, unemployed are assigned to a caseworker, either based on caseworkers’ caseload,

on occupation sector or at random (Behncke et al., 2010). Caseworkers carry out multiple

tasks, among which monitoring and job search assistance.1 Their incentives are relatively well

aligned on those of job seekers: caseworkers’ main objective consists in placing unemployed

into jobs quickly, under the legal restriction that jobs must be suitable for them.

One important job search assistance tools at disposal of caseworkers is vacancy referrals.

These consist in the transmission of information on suitable job vacancies, from casework-

ers to job seekers, either in the context of meetings at PES offices or remotely. Information

on vacancies originate from job postings directly announced to PES or from publicly posted

adds. These two information sources characterize two types of vacancy referrals (standard

and quick referrals), which follow slightly different processes.2 In the Swiss context, the

notification of a vacancy referral is accompanied by the obligation to apply to the referred

position. Non-compliance to this obligation is potentially sanctioned by an unemployment

benefits cut. This confers a coercive aspect on referrals, on top of their informational con-

tent. The exact implementation of the policy is decided at the cantonal or PES level, but

caseworkers have some discretion over its use: some choose to refer vacancies frequently,

while others make use of the policy more parsimoniously. As shown in Figure 2.1, referrals

represent a widely used JSA tool in the Swiss labor market: approximately 30% of job seekers

are referred at least one vacancy during their unemployment spells.3 Referrals are also used

1On top of referring vacancies and monitoring unemployed search effort, caseworkers carry out several other
tasks, from meeting and sanctioning job seekers, through assigning them to Active Labor Market Programs. As it
will be emphasized in our empirical analyses, those additional tasks are only weakly correlated with the use of
the referral policy.

2The only major difference between the two types of vacancy referrals lies in the involvement of the job posting
firms during the referral process. In the former, recruiters are informed by caseworkers on whether suitable
candidates were found, and can provide feedback on the candidates. In the latter, such preliminary information
is not shared with the firms.

3These 30% are likely to be underestimated, as these figures are obtained from our data, which are partially made
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Figure 2.1: Caseworker referrals (CwR) in the Swiss labor market
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(B) CwR and elapsed unemployment duration
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Note: This figure reports information on the use of caseworker referrals in the Swiss labor market. Panel A reports the share of individuals who ever get referred by their
caseworkers. Panel B reports for each month of elapsed unemployment the share of individuals who get referred and the share of applications that result from a referral.

consistently over the course of unemployment: 10 to 12% of unemployed get treated in each

month of elapsed unemployment, which corresponds to approximately 2% of all applications

resulting from caseworker referrals.

In parallel to providing job search assistance services, caseworkers monitor unemployed job

search activity. According to the legal framework, unemployment benefits recipients “must be

able to demonstrate [their] effort [to find a job]”.4 To make this assessment by caseworkers

possible, unemployed have to document their search activity in job search diaries.5 These

forms contain detailed information on all applications made by job seekers, in each month

of their unemployment spells. They include information on applications dates, application

modes (written, personal or by phone), the work-time percentage of targeted positions (full-

time or part-time), as well as short vacancies descriptions. Most importantly, they report

information on applications outcomes (callback, job offer, negative or still open) and on their

treatment status with respect to the referral policy (referred or non-referred). Job search

diaries are filled in and submitted to PES offices on a monthly basis, together with copies of

job applications. These documents serve as a basis for monitoring by caseworkers, who make

sure that minimum search requirements are met, both in quantitative and qualitative terms.6

of right-censored, left-censored and left-and-right censored spells.
4Loi fédérale du 25 juin 1982 sur l’assurance-chômage obligatoire et l’indemnité en cas d’insolvabilité
(LACI); RO 1982 2184. Retrieved 19th October 2022 from https://www.admin.ch/opc/fr/classified-
compilation/19820159/index.html.

5A copy of the standardized form in French can be found in the Appendix, in Figure B1.
6Quantitatively, search requirements are measured in terms of applications per months. Qualitatively, copies of
job applications are reviewed in order to assess their veracity.
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In case of non-compliance with those requirements, job seekers are notified and potentially

sanctioned by a benefit cut.7 Caseworkers and job seekers update information on the success

of job applications for up to two months after the job application has been sent out. This

provides detailed and accurate information on success of job applications, i.e. whether they

lead to a callback for a job interview, or a job offer.

3. Theoretical mechanisms

In order to apprehend the mechanisms through which caseworker referrals affect unemployed

job search process, we rely on the theoretical framework developed in Fougère et al. (2009).

We assume job search to take place in continuous time t, with individual discount rate ρ. The

model assumes the existence of two different search channels: a private and a job search

assistance channel. The private search channel, denoted P , is costly: it involves some utility

cost ζ(e), which depends on the private application effort e. Search costs are assumed to

be strictly increasing and convex in e, ζ ′(e) > 0 and ζ ′′(e) > 0.8 The job search assistance

channel, denoted R, does not involve any cost. It can be thought as vacancy referrals passed

on by caseworkers to job seekers.

The job search sequence takes place in three stages. First, unemployed workers receive in-

formation on and apply to vacancies posted by firms through channels k = P,R. This job

application stage is formalized by means of a Poisson process of intensity αk. Application rate

through the private channel is endogenously determined and equal to search effort αP = e.

For the referral channel, this rate is exogenous and equal to αR. The total application rate

is defined as α = αP + αR. Second, applications are converted into job offers with channel-

specific probabilities ψk. Differences in job applications success probabilities are considered

as exogenous and might for instance be due to signaling (Van Belle et al., 2019) or differen-

tiated characteristics of positions targeted by the two channels (Van Den Berg et al., 2019).

This last point is formalized via channel-specific wage distributions Γk(ω), from which the

wage ω offered by each vacancy is drawn. Third, unemployed accept a job offer if the offered

wage is higher than their reservation wage. In that case, newly employed workers earn a

constant wage ω and their working relationship terminates with probability σ.9

7The average size of a sanction amounts to 5.5 days of unemployment benefits, around CHF 900.- on average
(Arni and Schiprowski, 2019).

8Increasing and convex search costs come from the ever-increasing difficulty in collecting additional information
on vacancies via the private channel.

9 When referring to the model of Fougère et al. (2009), our goal is to emphasize how private application effort and
job finding chances change in the presence of an additional JSA (referral) application channel, accounting for
differentiated vacancies and applications success probabilities across channels. For simplicity, we assume that the
arrival rate of referred vacancies (and hence application rate through the referral channel) is exogenous and that
full compliance prevails. The model hence makes abstraction of the effects of sanctions following non-compliance
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Job seekers seek to maximize their expected life-time utility. While unemployed, they are

eligible to benefits b and face two alternatives: (i) applying only through the referral channel

and providing zero private search effort, a costless strategy, or (ii) applying through both

channels. In the general setup, job seekers choose the alternative that yields the highest

utility. In our context however, we assume that the two-channels strategy is always opted for

by unemployed. This choice is motivated by the empirical observation that job seekers always

apply through the private channel.10

Fougère et al. (2009) show that there exists a unique reservation wage for the private and

referral channels when the two-channels strategy is adopted. The solutions for this reservation

wage ω∗ and for the optimal level of search effort α∗
P are given by

ζ ′
(
α∗
P

)
=

ψP

σ + ρ
ΛP (ω

∗) (3.1)

ω∗ = b− ζ(α∗
P ) + αR

ψR

ρ+ σ
ΛR(ω

∗) + α∗
P ζ ′(α∗

P ), (3.2)

where Λk(w) =
∫∞
w (χ− w) dΓk(χ) is the surplus function associated with Γk(ω).

We totally differentiate equation (3.2) to determine the effect of an exogenous increase in the

use of referrals dαR > 0 on the optimum:(
1− αR

ψR

ρ+ σ
Λ′
R(ω

∗)
)
dω∗ =

ψR

ρ+ σ
ΛR(ω

∗) dαR + ζ ′′(α∗
P )α

∗
P dα∗

P . (3.3)

Equation (3.3) reveals that an exogenous increase in the application rate through referrals

dαR > 0 is accompanied either by a reduction in the personal application effort dα∗
P < 0

(due to search cost convexity, ζ ′′(e) > 0) or by an increase in the reservation wage dω∗ > 0

(due to the surplus function being monotonically weakly decreasing, Λ′
R(ω) ≤ 0).11 This

equation also suggests that a left-shift in the wage distribution of referred positions, i.e. the

surplus ΛR(ω) decreases ∀ω, entails less adjustment in α∗
P (or ω∗): the less attractive the

referred positions in terms of wage, the less pronounced the re-optimization by job seekers.

The extent of the adjustments in α∗
P (or ω∗) following a change in αR is thus revealing of

the relative attractiveness of positions obtained via the referral channel compared to those

accessed via the private one.

To analyze the impact of caseworker referrals on unemployment exit chances, we compute the

derivative of the two-channels strategy unemployment exit rate h(α∗
P , ω

∗;αR) with respect to

to the referral policy, e.g. on the reservation wage or on job finding.
10As shown in Figure B2 in the Appendix, most applications correspond to non-referred (or private) applications,

hence the focus on the two-channels strategy.
11This result is consistent with the total derivation of equation (3.1), which shows that dα∗

P and dω∗ are of
opposite sign, as ζ′′(e) > 0 and Λ′

P (ω) < 0.
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the policy parameter αR:

h(α∗
P , ω

∗;αR) = αR ψR

(
1− ΓR(ω

∗)
)
+ α∗

P ψP

(
1− ΓP (ω

∗)
)

(3.4)

dh(α∗
P , ω

∗;αR)

dαR
= ψR

(
1− ΓR(ω

∗)
)

(3.5)

+ ψP

(
1− ΓP (ω

∗)
) dα∗

P

dαR

−
(
αR ψR Γ′

R(ω
∗) + α∗

P ψP Γ′
P (ω

∗)
) dω∗

dαR
.

The referral policy affects unemployment exit in three different manners. First, it has a direct

positive effect following the increase in the applications sent through the referral channel.

This effect depends positively on referred applications success probability ψR. Second, it

entails a negative substitution effect on private application effort dα∗
P

dαR
< 0, which reduces exit

chances through the private channel. Which of these two effects dominates depends on the

application success probability differential ψR − ψP and the size of the substitution effect.

Third, it increases job seekers’ reservation wage dω∗

dαR
> 0, which reduces the set of acceptable

job offers and impacts negatively unemployment exit chance.

In the next sections, we use a reduced-form approach based on granular applications data to

study caseworker referrals effects on job search, guided by the framework of Fougère et al.

(2009).

4. Data and empirical measurements of job search

4.1 Data

Our empirical investigation of caseworker referrals effects relies on various Swiss adminis-

trative data. Our primary source of information consists of job search diaries collected by

PES offices (Zuchuat et al., 2023). Paper-format documents were transcripted into numeric

format at two different occasions. The main data collection took place in 2012-2013, in five

different Swiss cantons (Zürich, Bern, Vaud, Zug and St-Gallen). This first dataset contains

most application-level information that were mentioned hereinbefore, with the exception of

vacancies textual descriptions. It is supplemented with a smaller job applications sample

containing the missing textual piece of information. This auxiliary dataset, gathered in 2007-

2008 in Zürich, is mostly used in the context of occupational mobility analyses. Our main

analysis sample contains 699’652 applications sent by 15’616 individuals, which corresponds

to 66’882 individual-monthly units. Our auxiliary sample covers 22’928 applications, sent by
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692 individuals, or equivalently 2’858 individual-monthly units. 12

We complement information from job search diaries with administrative data on job seekers’

characteristics, employment status and labor market history. These information are available

on an individual-monthly basis and merged with job search diaries data via individual so-

cial security identifiers. Part of these supplementary data originate from PES. They contain

information on socio-demographic and unemployment-related characteristics (e.g. age, resi-

dential status, education level, gender, desired occupation), as well as unique identifiers for

PES offices and caseworkers to which unemployed are affiliated. The remaining data concern

job seekers’ earnings and are retrieved from social security records, exclusively for the main

applications sample. Among others, social security information enable us to precisely define

unemployment spells.

Table 4.1 reports descriptive statistics on job seekers’ observable characteristics for the main

analysis sample.13 The table distinguishes job seekers who ever get referred job vacancies

from those who are never referred. On the one side, no systematic differences are observed

between the two groups at the 10% level with respect to past labor earnings and work-hour

percentage prior to unemployment. On the other side, ever-referred individuals tend to be

older on average, are more likely to be women, to hold a secondary school degree and to

have the Swiss nationality. In spite of being statistically significant, these differences remain

quantitatively small. This corroborates the idea that referrals represent a broadly-used policy

within the unemployed Swiss population. The table also shows that ever-referred individuals

tend to be observed at later stages of their unemployment spells. This pattern is expected as

right-censored spells are over-represented in the never-treated group: for those, caseworkers

might not have yet made use of the referral policy at the time of observation. The table finally

reveals substantial variability in the use of vacancy referrals according to local labor market

institutions: some cantons are over-represented in the ever-treated group and conversely.

This point substantiates the crucial role played by local institutions, and by extrapolation

caseworkers, in the implementation of the referral policy.

In Table B3 in the Appendix, we proceed to the same comparative analysis at the application-

level. We study whether referred applications differ from non-referred ones with respect to

observed job seekers’ characteristics. Again, some statistically significant differences are to be

noted across the two sets of applications, notably in terms of age, labor market attachment

and education level. However, those differences remain quantitatively small overall. This con-

firms that the referral policy is widely used across all categories of unemployed, and suggests

12Table B1 in the Appendix contains more details on the structure of our analysis samples.
13Similar descriptive statistics for the auxiliary sample are reported in Table B2 in the Appendix.
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Table 4.1: Job seekers’ characteristics in the main sample, Ever CwR vs. Never CwR

Never CwR Ever CwR Comparison

A. Numeric variables Mean SDV Mean SDV t-stat. p-value

Age 38.773 (11.782) 39.460 (11.481) -3.386 0.001
Female 0.460 (0.498) 0.480 (0.500) -2.345 0.019
Swiss 0.525 (0.498) 0.566 (0.493) -4.745 0.000
Past labor income [in kCHF] 4.643 (5.108) 4.600 (5.039) 0.489 0.625
Unemployment history 0.087 (0.140) 0.091 (0.141) -1.720 0.085
Previous work-time % 90.057 (18.231) 90.588 (17.448) -1.450 0.147
Elasped unemp. duration 4.946 (3.789) 6.279 (3.922) -20.041 0.000
B. Categorical variables Freq. % Freq. % χ2-stat. p-value

Education levels
Primary 2990 27.598 1104 23.087 52.039 0.000
Secondary 6336 58.483 3087 64.555
Tertiary 1508 13.919 591 12.359

Civil status
Married/Separated 5274 48.680 2263 47.323 6.508 0.089
Single 4107 37.908 1807 37.788
Divorced 1348 12.442 660 13.802
Widow(er) 105 0.969 52 1.087

Canton
Bern 2316 21.377 934 19.532 51.342 0.000
St. Gallen 2633 24.303 1027 21.476
Vaud 1919 17.713 808 16.897
Zug 978 9.027 435 9.097
Zürich 2988 27.580 1578 32.999
Observations 10834 4782

Note: This table reports descriptive statistics on job seekers’ characteristics for the main sample of analysis. It distinguishes between the group of individuals who never
get referred referrals (Never CwR) and those who receive at least one caseworker referral (Ever CwR). Panel A reports descriptive statistics on numeric variables, together
with a test for the equality of the means across the two groups. Panel B reports absolute and relative frequencies for the two groups, together with a χ2-independence
test (between the group indicator and the categorical variable of interest).

that referred vacancies are found in the same sub-markets as their non-referred equivalents.14

4.2 Empirical measurements of job search activity and success

Job search diaries offer a comprehensive data source to study the effects of caseworker refer-

rals on job search activity and success. They provide granular information on each application

a out of the Ait sent by individual i at unemployment duration t.15 In addition to knowing

the treatment status of applications CwRait = 0, 1, we observe two sequential measures of

14The comparability of job seekers’ characteristics across referred and non-referred applications suggests that the
pool of referred applications is unlikely to be endogenously determined, as it does not concentrate on a specific
type of worker or occupation sector. However, this does not prevent referred vacancies to exhibit different
qualitative characteristics within specific sub-markets, e.g. lower quality jobs, characteristics which we observe
partially and will analyze later on.

15Given the monthly record of job search diaries, months represent the “natural” time unit at which application-
level data can be aggregated. In all our baseline analyses, t will thus be equal to a month of unemployment.
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applications success. First, we know whether applications lead to a callback or a job inter-

view cait = 0, 1, a common measure in the empirical job search literature (Kroft et al., 2013;

Eriksson and Rooth, 2014; Farber et al., 2016). Second, conditional on a callback, we observe

whether job seekers receive a job offer oait = 0, 1.16 These two indicators enable us to study

job applications success probability at different stages of the recruitment process. Aggregating

these indicators to the individual-monthly level, we obtain two proxies for labor matching:

the numbers of callbacks Cit =
∑

a cait and job offers Oit =
∑

a oait obtained at duration t.

In addition, we observe two application-level characteristics which are revealing of the type

and remuneration of jobs targeted by unemployed. First, we know whether targeted vacan-

cies concern part-time positions, PTait = 0, 1. Second, for the auxiliary sample, we have

information on targeted vacancies’ occupational sectors, Targeted Occ
ait . This piece of informa-

tion can be combined with information on occupations desired by job seekers, Desired Occ
it ,

to measure occupational search breadth (Belot et al., 2019).17 The detailed structure of our

tri-dimensional data together with job search indices definitions are reported schematically in

Figure 4.1.

These empirical indices can be used to assess the assumptions and predictions developed in

the theoretical section. First, the model assumes that referred and private applications differ

in terms of success probability, ψR and ψP . This assumption can be tested by means of the

two application-level success indicators cait and oait, measuring applications success proba-

bility.18 Second, theory assumes that referred applications target different types of jobs. In

the model, this is formalized through differentiated wage distributions, ΓR(ω) and ΓP (ω). As

we do not observe vacancy-specific wages, we assess empirically the effects of referrals on job

search targeting by studying two observable vacancies characteristics: work-time percentage

and occupational sector. Third, the model predicts that referrals have a detrimental effect on

exit chances via a negative substitution effect on private search effort, dα∗
P

dαR
< 0. Consequently,

the effect on the total application rate α∗ = αR + α∗
P is ambiguous. Our data provide direct

empirical counterparts to both α∗ and α∗
P : the total number of applications Ait and the num-

ber of non-referred applications AP
it = Ait −

∑
aCwRait sent out in unemployment month

t. Those represent typical measures of search effort (Faberman and Kudlyak, 2019; Arni and

16In our analysis, these two indicators are assumed to be sequential, i.e. a job offer can only occur if a callback
took place previously. In the raw data, this condition is not always met: in some cases, a job offer is recorded
without a preceding callback. This discrepancy between our analytical framework and the coding in the raw
data it mostly due to caseworkers’ practice. To ensure consistency in our data, we impute a callback any time a
job offer is reported.

17Information on the work-time percentage is available for both analysis samples, while information on occupa-
tional sector is only available for the auxiliary sample.

18The job offer indicator oait corresponds to a direct counterpart to the theoretical ψk, while cait measures the
success probability of applications in earlier stages of the recruitment process.
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Figure 4.1: Job search diaries and empirical job search indices
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∑
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Note: This diagram depicts the recording of job search activity and success in our data. Each application a out the Ait applications sent out at duration t can be treated
(CwRait = 0, 1). Applications outcomes are measured by means of two sequential success indicators: callbacks (cait = 0, 1) and job offers (oait = 0, 1).
Matching between firms and job seekers is proxied through the monthly number of callbacks (Cit ∈ N) and job offers (Oit ∈ N). Additional vacancies characteristics
Characait are also observed: work-time percentage PTait (part-time indicator) and the occupational sector of the targeted position OccupationTait (coded according to
the Swiss Standard Classification of Occupations 2000 (SSCO 2000)).

Schiprowski, 2019; Fluchtmann et al., 2021). Fourth, theory predicts an ambiguous global

effect of referrals on unemployment exit. To proxy job finding based on the information con-

tained in the job search diaries data, we consider the two labor matching measures Cit and

Oit. Those two proxies do not correspond one-to-one to unemployment exits, as they do not

go beyond the job offer stage, i.e. they do not capture workers’ acceptance of job offers.19

Nevertheless, they are strongly predictive of increase in labor income as shown in Figure B3

in the Appendix, and can thus be thought of valid proxies for job finding.

4.3 Caseworker referrals effects on job search: descriptive evidence

We present graphical evidence of caseworker referrals effects on application-level outcomes

in Figure 4.2. In all graphs, we distinguish between three mutually exclusive groups of appli-

cations: (i) applications sent by never-treated individuals, (ii) non-referred applications sent

by ever-treated individuals and (iii) referred applications.

Panels A and B investigate the existence of success probability differentials between referred

19Since callbacks and job offers measure labor matching before job seekers’ acceptance of the jobs, our reduced-
form approach does not encompass the theoretical effect of the referral policy on job seekers’ reservation wage,
dω̄∗

dαR
> 0, and by repercussion on job finding. Nor does it capture the likely effect of sanctions following non-

compliance to the referral policy. These effects, which we cannot rigorously analyze based on a reduce-form
approach due to data limitation, should be negligible in any case since referred applications only represent a
small fraction of the total pool of applications sent out by Swiss job seekers (see Figure 2.1B).
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and non-referred applications, measured respectively by the callback (cait) and job offer (oait)

probabilities. Both panels show that in the absence of referrals, never-treated individuals have

a higher probability of receiving a positive response from firms, compared to ever-treated

individuals. The two graphs also suggest the existence of a positive treatment effect on ap-

plications success: for ever-treated individuals, referred applications have a much higher

probability of receiving a positive callback or job offer.

Panels C and D of Figure 4.2 show the impact of the policy on job vacancies character-

istics. Panel C describes referrals effects on work-time percentage, measured by the part-

Figure 4.2: CwR effects on applications success probability and vacancies characteristics

(A) Callback probability cait
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(C) Part-time PTait
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(D) Occupational dissimilarity
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Note: This figure reports descriptive evidence on the effects of caseworker referrals on applications success probability and vacancies characteristics. Panels A and B
reports evidence of referrals effects on the callback and job offer probabilities. Panels C and D reports similar evidence for vacancies characteristics, either measured by
the part-time indicator (for work-hour percentage) or an occupational dissimilarity measure between targeted and desired occupations. All panels are based on the main
sample of analysis, but panel D, which is obtained based on the auxiliary sample. All graphs distinguish between three groups of applications: (i) applications sent by
individuals who are never treated (Never CwR), (ii) applications sent by individuals who are treated at least once but which do not result from a referral (Ever CwR - No
CwR) and (iii) treated applications resulting from a referral (Ever CwR - CwR). 95%-confidence intervals for the mean values of each group are reported. Pairwise t-tests
for the equality of the averages across groups are reported in boxes. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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time indicator PTait. Panel D shows evidence of their effect on occupational search breadth,

measured by the extensive dissimilarity indicator between targeted and desired occupations

1(Targeted Occ
ait ̸= Desired Occ

it ) = 0, 1. Both panels show that referred and non-referred appli-

cations tend to target different types of vacancies: ever-treated individuals are more likely to

apply to part-time jobs and to positions in their desired occupational sectors after receiving

a referral from their caseworkers. The graphs also suggest the existence of slight systematic

differences between characteristics of positions targeted by ever-treated and never-treated job

seekers, in the absence of referrals.

In Figure 4.3, we examine the effects of caseworker referrals on job search effort and la-

bor matching, based on data aggregated to the monthly-individual level. We distinguish be-

tween three mutually-exclusive groups of observations: (i) individual-monthly observations

of never-treated job seekers, (ii) observations of ever-treated job seekers when no referral is

used and (iii) observations when at least one referral is used.

Panel A reports the average number of applications sent per month (in total Ait and through

the private channel AP
it) for the three different groups of observations. Again, there exist

systematic differences between ever-treated and never-treated individuals: in the absence

of intervention by caseworkers, never-treated job seekers send less applications per month

than ever-treated.20 The graph also reports evidence of a positive treatment effect on total

application effort: ever-treated individuals tend to send more applications in months when

they receive referrals from their caseworkers. As suggested by theory, this effect is damped by

a reduction in the private search effort.

Similar patterns are observed for matching indices Cit and Oit, in panels B and C of Fig-

ure 4.3. In the absence of caseworkers intervention, never-treated individuals face slightly

more matching opportunities than ever-treated. Moreover, the graphs show evidence of a

strong positive treatment effect of caseworker referrals on labor matching chances: the aver-

age numbers of interviews and job offers increase markedly in treatment months. In light of

previous graphical evidence, these effects are likely due to the combined increases in applica-

tions success probability and in total job application effort.

Descriptive results are globally consistent with the theoretical mechanisms we emphasized

previously. In the next two sections, we develop rigorous empirical strategies to causally

estimate caseworker referrals effects on job search activity and success. In section 5, we study

whether the referral policy affects job applications success probability and the characteristics

of vacancies targeted by job seekers. We exploit our data at the application-level and rely on

a within-identification strategy, with high-dimensional individual-by-duration fixed effects. In

20For those two subgroups, which focus on individual-monthly observations when the referral policy is not used,
the personal and total application rates are equal by construction: AP

it = Ait.
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Figure 4.3: CwR effects on application effort and matching
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Note: This figure reports descriptive evidence on the effects of caseworker referrals on search effort and matching, based on data aggregated at the individual-monthly
level. Panel A reports evidence for the monthly number of applications sent (total Ait and personal AP

it). Panels B and C focus on matching proxies, respectively
the monthly number of interviews Cit and of job offers Oit. The three graphs distinguish between three groups of individual-monthly observations: (i) observations
concerning individuals who are never referred (Never CwR), (ii) observations related to individuals who are treated at least once but that concern months when the
referral policy is not used (Ever CwR -No CwR) and (iii) months when the referral policy is used (Ever CwR - CwR). 95%-confidence intervals for the mean values of each
group are reported. Pairwise t-tests for the equality of the averages across groups are reported in boxes. Stars indicate the following significance levels: * 0.1, ** 0.05 and
*** 0.01.

section 6, we consider our data aggregated to the monthly-individual level. Following an

instrumental variable approach based on caseworker stringency, we evaluate the impacts of

referrals on application effort and labor matching.

5. Application-level analysis: applications success and vacancies characteristics

This first empirical section examines the effects of caseworker referrals on application-level

outcomes. We first discuss identification issues and present our within-identification strategy.

We then apply this methodology to the callback and job offer indicators to assess whether

referrals affect applications success probability. We also examine whether the policy modifies

88



2. HOW VACANCY REFERRALS AFFECT JOB SEARCH

the type of jobs unemployed apply to (work-time percentage and occupational sector).

5.1 Identification strategy and econometric specification

The identification of caseworker referrals treatment effects faces two main empirical chal-

lenges. First, caseworkers decisions to refer vacancies are likely based on individual con-

founders, potentially unobserved. Second, even if the use of referrals is exogenously driven

by the arrival rate of vacancies at PES, assignment to the policy is not necessarily fully exoge-

nous: it might partially be based on job seekers’ potential outcomes at the time of treatment.

In an ideal setup, these endogeneity issues would be solved by comparing outcomes of similar

applications sent by the same individual at a given point of her unemployment spell, differing

only with respect to their treatment status.

Such empirical approach is usually inapplicable due to data limitations (e.g. see Fougère et al.,

2009; Bollens and Cockx, 2017; Van Belle et al., 2019, for indirect evidence based on spell-

level data). In contrast, we have access to granular job search data, where application-level

treatment is directly linkable to job applications success outcomes and vacancies characteris-

tics. This enables us to mimic the ideal empirical setup described above very closely.

Our baseline econometric specification to estimate caseworker referrals effects on application-

level outcomes yait writes as

yait = µ(i, t) + β · CwRait +X1
aitγ1 +X2

itγ2 + εait, (5.1)

where a stands for applications, i for individuals and t for elapsed unemployment duration.

The variable of interest is the treatment indicator CwRait = 0, 1. εait corresponds to an idiosyn-

cratic term. This specification controls for two types of observables. First, it conditions esti-

mates on application-specific characteristics X1
ait, which encompass application mode (writ-

ten, phone, in person) and applications rank (1st, 2d , ... application sent by individual i at

duration t). Second, it controls for a large set of time-varying individual characteristics X2
it,

measured on a monthly basis. Those range from socio-demographic characteristics to occupa-

tional features, through institutional background.21 In addition, our specification includes a

large set of individual and duration fixed effects, µ(i, t). These parameters are specified either

separately as two different sets of fixed effects, µi and µt, or jointly as individual-by-duration

fixed effects, µit.22

The main strength of our identification approach lies in the within-estimation of treatment

21All observables used as controls are reported in Table C1 in the Appendix.
22Note that in the later case, all time-constant and time-varying individual controls X2

it disappear from the equa-
tion. As they are measured on the same time basis as the baseline individual-duration fixed effects, i.e. on a
monthly basis, their effects are captured by µit.
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effects. In the most conservative specification, where µ(i, t) = µit, treatment parameters are

estimated within individual-duration units. This addresses the first identification challenge

straightforwardly: high-dimensional fixed effects µit control for a large spectrum of observed

and unobserved individual characteristics. Those parameters account for individual char-

acteristics that are fixed in time, such as work experience, unemployment history or labor

productivity. Further, they control for any time-varying confounders, as long as those remain

constant within time interval t, e.g. gradual changes in job search strategy, in the quality of

applications or time-varying socio-demographic characteristics.

Our identification strategy also addresses the second empirical challenge: on top of being

exogenously determined by the arrival rate of vacancies, the treatment indicator is not sys-

tematically correlated with job seekers’ potential outcomes, as we observe both treated and

non-treated applications within individual-duration units.23 Put differently, given that we

measure treatment at the application-level, the probability of a positive callback or job offer

faced by individual i in period t is orthogonal to caseworkers’ decisions of referring vacancies.

Our within-estimation procedure hence delivers estimates of average treatment effects for the

subpopulation of ever-treated individuals, which does not extensively differ from the overall

population of study according to our sample description.

5.2 Applications success

5.2.1 Main results

We examine the effect of caseworker referrals on applications success in Table 5.1. This table

reports step-by-step estimates of equation (5.1) for callbacks cait (panel A) and job offers oait
(panel B), based on a linear probability model. The baseline duration dimension t corresponds

to elapsed unemployment months. We weight observations by the inverse of the number of

applications made by individual i in t, to put equivalent weights on all individual-monthly

units. Regression coefficients are measured in percentage points; they are reported in relative

terms in squared brackets.24 Standard errors are clustered by individual, adjusted for the

presence of singletons (Correia, 2019), and reported in parentheses.

Column (1) in panel A shows that referred applications are more likely to lead to job in-

terviews compared to non-referred applications, by 4.0 pp (+103%) on average. Adding

individual and application-level controls in columns (2) and (3) does not affect the estimated

treatment coefficient significantly. In column (4), we add individual µi and unemployment

months µt fixed effects. This leads to a small yet insignificant reduction in the estimated

23Figure C1 shows that in months where the policy is used, we observe both referred and non-referred applications
within individual-monthly units.

24The relative coefficients are obtained by dividing the percentage points coefficients by the outcome average of
non-referred applications
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Table 5.1: CwR effects on applications success probability

(1) (2) (3) (4) (5) (6)
Panel A: Callback probability cait

Caseworker referral 4.007*** 4.103*** 3.826*** 4.284*** 4.042*** 4.005***
(0.339) (0.325) (0.326) (0.318) (0.330) (0.329)

[102.846%] [105.293%] [98.187%] [109.938%] [103.739%] [102.774%]
Individual controls No Yes Yes Yes No No
Application controls No No Yes Yes Yes Yes
Individual FE No No No Yes No No
Unemployment duration FE No No No Yes No No
Individual × Unemp. dur. FE No No No No Yes Yes
# identifying observations 699652 699652 699652 699631 699385 699385
# singleton observations 0 0 0 21 267 267
# total observations 699652 699652 699652 699652 699652 699652
# parameters 2 437 454 16021 66633 66634
# individuals 15616 15616 15616 15616 15616 15616
Adj.-R2 0.001 0.016 0.033 0.111 0.170 0.170

Panel B: Job offer probability oait

Caseworker referral 1.214*** 1.204*** 1.140*** 1.297*** 1.336*** 1.322***
(0.167) (0.165) (0.165) (0.166) (0.186) (0.186)

[129.581%] [128.458%] [121.686%] [138.411%] [142.53%] [141.034%]
Individual controls No Yes Yes Yes No No
Application controls No No Yes Yes Yes Yes
Individual FE No No No Yes No No
Unemployment duration FE No No No Yes No No
Individual × Unemp. dur. FE No No No No Yes Yes
# identifying observations 699652 699652 699652 699631 699385 699385
# singleton observations 0 0 0 21 267 267
# total observations 699652 699652 699652 699652 699652 699652
# parameters 2 437 454 16021 66633 66634
# individuals 15616 15616 15616 15616 15616 15616
Adj.-R2 0.000 0.005 0.011 0.084 0.118 0.119

Note: This table reports baseline estimation results of equation (5.1), where the dependent variable corresponds to applications success indicators. The duration dimension
t corresponds to month of elapsed unemployment. Panel A reports results for the callback indicator cait, while panel B reports equivalent results for the job offer indicator
oait. Application-level observations are weighted according to the inverse of the number of applications sent within individual-monthly units. Regression coefficients
and standard errors (in parentheses) are reported in percentage points. Coefficients in relative terms are reported in squared brackets. They are standardized with respect
to the average value of the dependent variable computed on the set of non-referred applications. Standard errors are clustered at the individual level. Stars indicate the
following significance levels: * 0.1, ** 0.05 and *** 0.01.

treatment coefficient. Column (5) includes individual-by-duration fixed effects µit. This de-

manding specification still exhibits a positive and strongly significant treatment effect, which

does not systemically differ from the unconditional estimate. Finally, in column (6), we addi-

tionally control for the work-hour rate of the targeted position, an application characteristic

that is presumably affected by the referral policy. In spite of getting slightly smaller, the esti-

mated treatment coefficient remains quantitatively large and highly significant. Those results

confirm that referred vacancies face a higher success probability, even though this additional

vacancy characteristic is controlled for. They should nevertheless be taken with caution, due

to work-hour rate being endogenously determined by the policy.

Panel B reports a similar positive treatment effect for the job offer indicator. Depending on the
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specification, applications resulting from referrals have between 1.1 and 1.3 pp more chance

(+121% to + 143%) to lead to job offers. As the two success indicators are sequential, a

large share of this effect is due to the higher callback probability. Nonetheless, as parame-

ters in panel B are estimated to be larger in relative terms compared to those in panel A, it

seems that the referral policy does not only increase the chances of being interviewed, but

also the probability with which interviews are converted into job offers.25 These first results

thus provide strong evidence of a positive success probability differential in favor of referred

applications, compared to non-referred ones.

We examine the existence of heterogeneous treatment effects by estimating equation (5.1),

including an additional interaction term between treatment and job seekers’ observed charac-

teristics. As applications success probability might vary extensively across different subgroups,

we focus both on treatment coefficients in absolute and relative terms. Estimation results for

the callback and job offer probabilities are reported graphically in Figures C3 and C4 in the

Appendix. We find evidence of substantial heterogeneous treatment effects for both success

outcomes. In particular, education seems to be a major mediating characteristic: caseworker

referrals are found to benefit mostly unemployed who hold a primary level of education. For

those, relative treatment effects are estimated to be much larger than for job seekers who

hold a secondary or tertiary education degree (e.g. + 300%, +100% and + 75% respectively

for the probability of a job offer). Estimated treatment effects also vary substantially across

occupational sectors and seem to be mostly effective for people who work in the Hotelling

and Industrial sectors. Our results also point towards heterogeneous effects with respect to

nationality, even thought those are not found to significantly differ from each other.

In Figures C5 and C6, we assess whether treatment effects vary with respect to the local

institutions implementing the policy. We estimate equation (5.1) on sub-populations defined

either by the cantons or caseworkers to which job seekers are affiliated. All canton-specific

treatment coefficients are found to be positive and statistically different from zero. These

results also reveal the existence of substantial heterogeneity with respect to local institutions,

a point that is confirmed by the caseworker-level analysis. However, the effectiveness of

the policy does not seem to depend upon the intensity with respect to which it is used, as

suggested by Figure C7 for caseworker-specific treatment effects.

Finally, we assess whether treatment effects vary with respect to elapsed unemployment du-

ration, as caseworker referrals might be more or less successful depending on whether they

are used early or late in the unemployment spells. We re-estimate Equation (5.1) interacting

the treatment indicator with elapsed unemployment duration. Corresponding results are re-

25Graphical evidence of the higher conversion probability of interviews into job offers following caseworker refer-
rals are reported in Figure C2 in the Appendix.
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ported in Figure C8 and show that the policy effects on the callback and job offer probability

remain relatively constant as elapsed unemployment duration increases.

5.2.2 Robustness

In the following, we address potential concerns regarding the identification of caseworker

referrals effects on job applications success.

First, we tackle the question of information reporting. According to the data collection proto-

col, caseworkers were asked to follow up applications until two months after the submission

of the forms at PES offices. This supposedly ensures that all interviews and job offers get

recorded in job search diaries. From a data coding perspective, applications are usually char-

acterized by a positive (callback or job interview) or negative response (negative). In some

cases though, explicit information on applications outcomes is censored.26 Given the data

collection procedure, we interpret censored applications as implicit negative replies by firms.

However, we cannot rule out that those correspond to missing interviews or job offers. If this

censoring rate were to differ between referred and non-referred applications, previous treat-

ment effects estimates would potentially be biased.27 Figure C9 presents graphical evidence of

discrepancies in information recording between referred and non-referred applications. The

graph reports the censoring rates for the two types of applications, for cait and oait. It shows

that callbacks are slightly less likely to be censored in the pool of referred applications (-2.1

pp), while no discrepancy is observed for job offers (-0.3 pp). In order to account for hetero-

geneity in information reporting, we estimate equation (5.1) using the censoring indicators

as dependent variables. Corresponding results are reported in Table C2 in the Appendix. In

specifications controlling for institutional and individual heterogeneity, callbacks are found to

have the same censoring rate in the pool of referred and non-referred applications. No bias

due to coding differentials should thus occur for callbacks. In contrast, job offers are more

likely to be censored when applications result from referrals. As potentially missing job offers

are more common among referred applications, any bias in the estimated treatment effect

on job offers would be negative. The issue of information censoring hence remains relatively

minor in our context.

Second, we address the assumption of comparability of applications sent by individual i in

unemployment month t. Our choice of a monthly time window for t results from the monthly

recording of search diaries. This assumption is questionable if search behavior evolves at

26The exact coding procedure used to define which application is considered as censored and which is considered
as non-censored is reported in Table B4, in the Appendix.

27For instance, caseworkers might have a higher incentive to follow up job applications to vacancies that they
refer. If this is the case, referred applications will be less likely to be censored, which will mechanically lead to
a higher success probability for treated applications.
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a higher frequency. As a robustness check, we estimate our empirical model with a higher

frequency for the individual-by-duration fixed effects, either bi-weekly or weekly.28 Corre-

sponding results are reported in Table C3 in the Appendix. Point estimates and statistical

significance of treatment coefficients turn out to be stable across all specifications, whether

we consider the callback or job offer success indicator. This corroborates our baseline find-

ings of strong positive effects of caseworker referrals on applications success, even when finer

gradual changes in the job search process are allowed.

Third, we discuss potential changes in job seekers’ behavior following the first assignment

to the policy. As caseworker referrals are more likely to be unexpected in early stages of

unemployment, they might affect applications outcomes differently at the beginning and at

the end of unemployment spells. Our baseline estimates of referrals treatment effects might

thus reflect some form of learning effects. To address this point, we estimate our empirical

model based on two different sub-samples. First, for each individual we restrict the sample to

applications sent before or in the same month as the first referral recorded in the data. Second,

we further restrict the sample to observations from non-left-censored spells. This ensures

that treatment effects are estimated on individuals who have never been confronted to the

policy. Estimated treatment coefficients for these two subsamples are reported graphically in

Figure C10 in the Appendix, together with our baseline estimates. All estimated coefficients

do not systematically differ from each other, which suggests that learning effects are not

driving our baseline results.

Finally, we elaborate on our choice of a linear probability model. This model offers the major

advantage of allowing the inclusion of high-dimensional individual-by-duration fixed effects

µit, a parametrisation that is at the core of our identification strategy. It also comes with

the simplifying assumption of a linear relationship between the probability of a positive out-

come and the regressors. In our context, this linear approximation might be questionable as

callback and job offer probabilities are relatively low, i.e. identification comes mostly from re-

gions where the cumulative distributions of outcomes are likely to be non-linear. We address

these concerns by estimating logit and probit models. Despite their appropriate structure for

this binary outcome analysis, those do not allow for the inclusion of high-dimensional fixed

effects, due to the incidental parameter problem (Lancaster, 2000). For that reason, we spec-

ify models including only non-interacted parameters, µi and µt.29 Estimates from non-linear

models are reported in Table C4 in the Appendix, together with the baseline linear probability

results. They tend to corroborate our baseline findings of positive and significant treatment

effects of referrals on applications success, even if they deliver slightly lower estimates in

28We do not consider higher frequency duration dimensions, due to data limitation.
29Heterogeneity parameters are specified either under the form of fixed effects in the linear and (conditional) logit

specification, or as correlated random effects in the probit specification.
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comparison to the linear model. The latter nonetheless represents our preferred specification,

as it accounts for high-dimensional fixed effects.

5.3 Vacancies characteristics

5.3.1 Work-time percentage

Our application-level analysis has emphasized positive treatment effects of caseworker refer-

rals on applications success. Our theoretical framework implicitly assumes that this is due to

referred and non-referred applications targeting different types of vacancies. We assess this

conjecture by first studying the effect of the policy on targeted positions working hours. This

information is encoded by means of the binary part-time indicator PTait and is informative

about jobs remuneration.30 To formally evaluate the impact of caseworker referrals on this

variable, we estimate equation (5.1) with PTait as dependent variable.

Estimation results from our most robust specification including individual-by-duration fixed

effects µit are shown in Table 5.2. Column (1) reports results based on the pooled sample,

Table 5.2: CwR effects on targeted work-time percentage

Subsamples

Previous work-time percentage All Part-time Full-time Missing

(1) (2) (3) (4)
Dependent variable : Part-time PTait

Caseworker referral 2.902*** 0.805 3.203*** 4.012***
(0.449) (1.022) (0.638) (0.785)

Application controls Yes Yes Yes Yes
Individual × Unemp. duration FE Yes Yes Yes Yes
# identifying observations 616414 127290 318458 170666
# singleton observations 862 244 386 232
# total observations 617276 127534 318844 170898
# parameters 62542 13600 31414 17538
# individuals 15216 15216 15216 15216
Adj.-R2 0.732 0.745 0.604 0.738

Note: This table reports the estimation results of equation (5.1), where the dependent variable corresponds to the part-time indicator PTait. All estimates are based on
a specification with individual-duration fixed effects µit. Application-level observations are weighted according to the inverse of the number of applications sent within
individual-monthly units. Regression coefficients and standard errors (in parentheses) are reported in percentage points. Columns (1) refers to the whole sample of
applications for which the occupation rate is unambiguous. Columns (2), (3) and (4) correspond to estimates obtained on subsamples based on the previous occupation
rate held by the job seekers, which can either be Part-time, Full-time or Missing. Standard errors are clustered at the individual level. Stars indicate the following
significance levels: * 0.1, ** 0.05 and *** 0.01.

30According to the Swiss Federal Statistical Office a part-time job typically corresponds to a job whose work-time
percentage is below 90%, i.e. approximately 36-38 hours per week.
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containing all applications for which information on working hours is unambiguous.31, 32

Those are in line with our descriptive evidence: applications following caseworker referrals

are more likely to target part-time positions, even when controlling for individual heterogene-

ity through µit. Quantitatively, referred applications are 3.0 pp more likely to target part-time

positions.

We estimate the same model separately on three sub-samples defined according to unem-

ployed previous work-time rate (Part-time, Full-time or Missing). This information is retrieved

from PES registers and represents a proxy for job seekers’ desired work-time percentage. Cor-

responding results are reported in columns (2) to (4) of Table 5.2. In column (2), the treat-

ment coefficient for the subsample of individuals who previously held part-time positions

is not found to be statistically significant. In contrast, columns (3) and (4) report positive

and strongly significant coefficients for the two other subsamples. These results suggest that

caseworker referrals mostly modify the scope of job applications with respect to work-time

percentage among unemployed who search for full-time jobs.

As identification is made within individual-duration units, the above results can be interpreted

as evidence that caseworker referrals target lower-paid, part-time positions. In particular, in-

dividuals who are willing to work full-time and who apply to full-time jobs might end up

targetting part-time positions following the intervention of their caseworkers. This interpre-

tation is coherent with descriptive evidence on labor income before and after unemployment:

job seekers who get a job offer through a caseworker referral tend to get paid less relative to

their previous wage than other job seekers (see Figure C11 in the Appendix).33 This story is

also in line with the findings of Van Den Berg et al. (2019), who show that vacancy referrals

lead to less well-paid and less stable jobs.

5.3.2 Occupational sector

The second vacancy characteristic we examine relates to the occupational sectors of targeted

positions. As emphasized by the literature, online job search assistance can impact occupa-

31From a data-coding perspective, job search diaries indicate whether positions are part-time or full-time by means
of two separate tickboxes. In most cases, this piece of information is unambiguous, i.e. the part-time and full-
time indicators are mutually exclusive. In a minority of cases, both binary indicators are equal to one or to
zero. Figure C12 shows that this form of miscoding concerns a small fraction of observed applications, less than
20%. As it is not clear how to impute these miscoded information, ambiguous applications are discarded for
this analysis.

32As a robustness check, we re-estimate the same model including µit fixed effects exclusively on individual-
duration units for which there is no miscoded information. Corresponding results are reported in Table C5 and
are qualitatively the same as our baseline results.

33Given that we do not have access to application-specific wage information, we cannot apply the same method-
ology for wage as for the work-time percentage piece of information. For that reason, we only report descriptive
analyses on labor income before and after unemployment (the ratio of the latter over the former). Those exhibit
consistent patterns with our interpretation of lower-paying jobs obtained through caseworker referrals.
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Table 5.3: CwR effects on occupations

Occupational dissimilarity Skills requirements

Dependent variable Extensive Intensive Physical Cognitive

(1) (2) (3) (4)
Caseworker referral -0.046* -0.210* 0.683* -0.590*

(0.024) (0.114) (0.353) (0.337)

Application controls Yes Yes Yes Yes
Individual × Unemp. dur. FE Yes Yes Yes Yes
# identifying observations 22772 22772 22772 22772
# singleton observations 156 156 156 156
# total observations 22928 22928 22928 22928
# parameters 2863 2863 2863 2863
# individuals 22928 22928 22928 22928
Adj.-R2 0.559 0.551 0.674 0.720

Note: This table reports the estimation results of equation (5.1), where the dependent variable corresponds to occupational dissimilarity or skills requirements measures.
All estimates are based on a specification with individual-duration fixed effects µit. Application-level observations are weighted according to the inverse of the number
of applications sent within individual-monthly units. Columns (1) and (2) refer to the two occupational dissimilarity measures, between targeted and desired occupa-
tions: 1(Targeted Occ

ait ̸= Desired Occ
it ) and δ(Targeted Occ

ait , Desired Occ
it ). Columns (3) and (4) correspond to the two skills requirements indices: SkillsCogn.

ait and

SkillsPhys.
ait . Standard errors are clustered at the individual level and reported in parentheses. Stars indicate the following significance levels: * 0.1, ** 0.05 and ***

0.01.

tional mobility by modifying unemployed search scope (Belot et al., 2019). This might also

be the case of caseworker referrals.

Empirically, we quantify occupational mobility by means of two dissimilarity measures be-

tween the occupation targeted by each application and the occupation desired by the job

seeker. First, the extensive measure we previously introduced 1(Targeted Occ
ait ̸= Desired Occ

it ).

Second, an intensive measure of occupational distance δ(Targeted Occ
ait ,Desired Occ

it ).34 Both

application-level variables are based on the 5-digits hierarchical SSCO 2000 job nomencla-

ture, the national standard at the time of data collection. To further characterize occupa-

tions, we complement our data with information on skills requirements obtained from O*Net

repository. This additional data source contains information on specific abilities that are re-

quired per occupation, distinguishing between cognitive and physical skills. Those two sets of

skills requirements are summarized by means of two application-level indices SkillsCogn.
ait and

SkillsPhys.
ait .35

We estimate equation (5.1) on the auxiliary sample with the four above measures as depen-

dent variables, to quantify caseworker referrals effects on occupational mobility and skills

34This intensive measure is defined as the number of different digits between the "targeted" and "desired" SSCO
2000 codes, taking the hierarchical structure of the nomenclature into account. For instance, occupations 85101
and 85102 have an occupational distance of δ(85101, 85102) = 1, while occupations 85101 and 84101 have an
occupational distance of δ(85101, 84101) = 4.

35Skills requirements indices are based on the levels associated with skills in the O*Net repository, which are listed
in Figure C13 in the Appendix. For each category of skills (Cognitive and Physical), the index is simply defined
as the maximum level across all skills.
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requirements. Estimation results are reported in Table 5.3. Columns (1) and (2) report

results for the two occupational dissimilarity measures, while columns (3) and (4) relate

to skills requirements indices. All reported estimates are based on specifications including

individual-by-duration fixed effects. The two first columns confirm our descriptive evidence

that applications resulting from caseworker referrals target specific types of occupations: they

are more likely to concern positions in the same occupational sectors as the ones desired by

job seekers. Translated into skills requirements, referred applications are found to focus on

occupations involving more physical and less cognitive skills. This point is confirmed by Fig-

ure C13 in the Appendix, which shows that occupations targeted by referrals require more

Stamina, Extent flexibility, Static and dynamic strength, while they involve less Oral expres-

sion, Speech recognition and Speech clarity.

These results point towards a potential narrowing effect of referrals on occupational mobility:

the policy tends to reduce unemployed search breadth. Also, referred applications tend to fo-

cus on positions requiring more low-valued (physical) and less high-valued skills (cognitive).

These findings echoe our analysis on work-hour percentage: caseworkers intervention might

push job seekers to pick "lower-hanging fruits" in the labor market, a story that is consistent

with the coercive aspect of the policy. These additional results and their interpretation should

nevertheless be considered with caution, due to the reduced-size of the auxiliary sample on

which they are based.

6. Individual-monthly analysis: application effort and labor matching

In this second empirical section, we move away from our application-level analysis to inves-

tigate whether caseworker referrals affect individual-monthly outcomes. Due to data aggre-

gation, we develop an alternative identification strategy that exploits variation in caseworker

stringency as an instrument, to causally estimate the effects of the policy on application effort

and labor matching.

6.1 Identification strategy and econometric specification

Measuring caseworker referrals impacts on individual-monthly variables requires an alterna-

tive identification strategy. Because of data aggregation, no straightforward counterfactual

can be built for individual i at duration t as in section 5, i.e. µit cannot be included in the

model. Moreover, a simple comparison between individuals’ outcomes in treatment and non-

treatment months would be misleading. Not only is the assignment to treatment likely to

depend upon potential outcomes at a given duration, but the job search process is subject to

substantial dynamics (Faberman and Kudlyak, 2019; Fluchtmann et al., 2021). This might

limit the comparability between individual outcomes in t and t′ ̸= t.

98



2. HOW VACANCY REFERRALS AFFECT JOB SEARCH

To address endogeneity issues in the context of our individual-monthly analysis, we exploit

an exogenous variation in the exposure to the referral policy entailed by the institutional

framework. This one is due to the combination of (i) conditional random assignment of job

seekers to caseworkers within PES centers and (ii) the discretion let to caseworkers over the

implementation of the policy. These two features imply that job seekers are exogeneously

referred more or less regularly, depending on the caseworkers they are assigned to.

Following Arni and Schiprowski (2019), whose analysis is based on a long-standing literature

on judge and caseworker stringency (e.g. Kling, 2006; French and Song, 2014; Aizer and

Doyle Jr, 2015; Bhuller et al., 2020), we build a time-varying instrument CwR−it measuring

the stringency of caseworkers with respect to the use of referrals. For each observation unit,

our instrument is defined as the leave-one-out average of the number of caseworker referrals

assigned by the caseworker supervising individual i in unemployment month t (excluding

observation it).36 We causally estimate the policy effects on job search effort and matching

proxies using the following empirical model:

CwRit = ψ1,i + δ1,t + β1 CwR−it +X ′
itγ1 + ϕ1,rt + ε1,it (6.1)

Yit = ψ2,i + δ2,t + β2 CwRit +X ′
itγ2 + ϕ2,rt + ε2,it, (6.2)

where i stands for job seekers, t for months of elapsed unemployment and r for PES offices.

The treatment variable CwRit ∈ N corresponds to the number of vacancies referred to indi-

vidual i in month t. It is instrumented using the time-varying stringency instrument CwR−it,

in equation (6.1). The structural effect of the policy on the dependent variable is formalized

in equation (6.2). Time-varying outcomes Yit correspond either to application effort measures

(Ait and AP
it) or to matching proxies (Iit and Oit). Given our access to longitudinal data and a

time-varying instrument, our specification allows the inclusion of both individual and unem-

ployment duration fixed effects (ψi and δt). Standard socio-demographic characteristics and

labor market-related factors are controlled for in Xit. Crucially, the two equations contain

PES centers-by-quarter fixed effects, captured by the ϕrt parameters.37 The inclusion of this

36Formally, let C(i, t) be the set of all individual-monthly observations i′t′ associated with the caseworker super-
vising individual i in month t, i.e. the set of relevant observations for the computation of the (leave-one-out)
stringency index for observation it.
The leave-one-out instrument for individual-monthly observation it is then defined as

CwR−it =

[∑
i′
∑

t′ I
(
i′t′ ∈ C(i, t)

)
· CwRi′t′

]
− CwRit[∑

i′
∑

t′ I
(
i′t′ ∈ C(i, t)

)]
− 1

.

37Note that we omit the calendar quarter index in the notation, as a matter of simplification. Given that we know
for each individual i the starting month of her unemployment spell, the elapsed duration dimension t is enough
to retrieve the calendar quarter in which the observation occurs. Also, the r index is omitted for other variables,
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specific set of controls ensures that we exploit variation in caseworker stringency within PES

centers and calendar quarters, where allocation of unemployed to caseworkers is presumably

quasi-random (Behncke et al., 2010). This set of fixed effects moreover rules out potential

confounding effects of center-specific policy implementation or particular local labor market

conditions.

6.2 Validity of the instrument

In the following, we assess the validity of our instrumental variable approach. First, we dis-

cuss the relevance of our instrument by providing evidence on the first stage relationship.

Second, we discuss additional conditions underlying our identification strategy. This assess-

ment procedure is closely related to the analyses conducted in Arni and Schiprowski (2019)

and Bhuller et al. (2020).

6.2.1 Relevance of the instrument

Our empirical strategy makes the implicit assumption that allocation to treatment is affected

by caseworker stringency. Intuitively, unemployed will more likely be referred vacancies if

they are supervised by caseworkers who are more prone to use this policy. Figure 6.1 offers a

visual representation of the first-stage relationship between our caseworker stringency mea-

sure and the number of vacancies referred to job seekers. Both variables are reported net

of the effects of PES centers-by-quarters fixed effects. The figure emphasizes a strong posi-

tive relationship between the instrument and the treatment variable: within PES offices, the

more stringent a caseworker, the higher the number of referrals she assigns to job seekers on

average. The graph also shows the existence of substantial residual variation in caseworker

stringency within PES, which can be exploited empirically.38

Table 6.1 reports empirical estimates of the first-stage linear relationship described in equa-

tion (6.1). All estimates are conditional on PES-by-quarter fixed effects. The various spec-

ifications differ with respect to the inclusion of controls, or individual and duration fixed

effects. Columns (1) and (2) do not include fixed effects. They correspond to the analytical

counterparts of Figure 6.1. Both estimates ot the first-stage coefficient are found to be posi-

tive and strongly significant: a unit increase in caseworker stringency implies an increase of

0.6 in the number of vacancies referred to job seekers on average. Columns (3) and (4) re-

port estimation results when individual and duration fixed effects are accounted for. In these

specifications, first-stage parameters are estimated to be negative and highly significant. This

seemingly counterintuitive result is explained by the low within-individual variation in the

as a matter of simplification.
38Conditional on PES × quarter fixed effects, caseworker stringency standard deviation amounts to 0.10, for an

average value of 0.25.
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Figure 6.1: Conditional first stage relationship
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Note: This figure is inspired by Arni and Schiprowski (2019) and Bhuller et al. (2020). It represents graphically the first stage relationship between the monthly number
of referrals and the caseworker stringency instrument, conditional on PES × quarter fixed effects. Residual values of CwRit and CwR−it are obtained by regressing
those variables on PES-by-quarter fixed effects. The estimated relationship corresponds to a local polynomial regression, with 95%-confidence intervals. The graph
additionally reports the distribution of the stringency index (the 0.5 bottom percentile and 2 top percentiles of the distribution are omitted).

instrumental variable: most variation in the stringency index is observed across individuals

(see Figure D1 in the Appendix). This pattern is presumably due to the low frequency of

job seekers experiencing a change in caseworker in our sample (approximately 10%), and

by the fact that caseworkers are consistently stringent in their use of referrals across all job

seekers they supervise. Consequently, the main effect of caseworker stringency is in great

part captured by individual fixed effects ψ1,i in the first stage. Net of this main effect, higher

stringency values are associated with lower number of caseworker referrals.

The above results suggest that our caseworker stringency measure is made of two different

components, both affecting the actual use of referrals: part of it is determined by the intrinsic

stringency of the caseworker, whereas the remaining part results from short-term fluctuations

in the exogenous arrival rate of vacancies at PES offices. The exact source of identification

used in the first-stage relationship differs depending on the specification we consider. In

the specification without individual fixed effects, identification is made trough the overall

stringency of caseworkers, and relies on the plausibly exogenous allocation of job seekers

to caseworkers that are more or less prone to using the referral policy. In contrast, in the

specification with individual fixed effects, the effect is identified mostly through the short-

term fluctuations in supply of vacancies to be referred, as the intrinsic part of our caseworker
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Table 6.1: Conditional first stage relationship, regressions

(1) (2) (3) (4)
Dependent variable: # of caseworker referrals CwRit

Caseworker stringency 0.614*** 0.603*** -1.618*** -1.614***
(0.072) (0.072) (0.180) (0.180)

Individual controls No Yes No Yes
Unemployment duration FE No No Yes Yes
Individual FE No No Yes Yes
PES × Quarter FE Yes Yes Yes Yes
# identifying observations 66882 66882 64026 64026
# singleton observation 0 0 2856 2856
# total observations 66882 66882 66882 66882
F-stat (Kleibergen-Paap) 68.790 67.743 115.185 114.539
adj.-R2 0.012 0.015 0.310 0.310

Note: This table reports estimation results for the first-stage relationship defined in equation (6.1). Columns (1) and (2) do not account for the longitudinal dimension of
our data, while columns (3) and (4) include both individual and duration fixed effects. Errors are clustered at the individual level. Stars indicate the following significance
levels: * 0.10, ** 0.05 and *** 0.01.

stringency measure is captured to a great extent by individual fixed effects. 39As it will be

shown later one, the two approaches yield very similar results when we estimate the effects

of referrals on job search outcomes.

6.2.2 Additional assumptions

We proceed to several additional identification checks, to make sure that caseworker strin-

gency represents a valid instrument for assignment to caseworker referrals.

First, we assess the conditional independence assumption (CIA) of the instrument with re-

spect to job seekers’ characteristics. This assumption is presumably met given the conditional

random assignment of job seekers to caseworkers within PES (Behncke et al., 2010). We re-

port descriptive evidence for the CIA in Table D1 in the Appendix, in columns (1) and (2).

Those report partial correlations between the instrument and job seekers’ socio-demographic

characteristics. The partial correlations are obtained from a multivariate linear regression,

where individual-monthly observations are aggregated to the individual level to put equal

weights on job seekers. The two columns differ with respect to the inclusion of PES centers

fixed effects. Column (1) shows that there exist substantial correlations between caseworker

stringency and specific socio-demographic characteristics (age and education notably). Once

we condition on PES centers fixed effects in column (2), all previously significant coefficients

39This interpretation is consistent with the negative sign of the first-stage relationship between the use of referrals
and our leave-one-out instrument, when individual fixed effects are accounted for. Precisely, months in which
the referral policy is used are likely to be concurrent to a positive idiosyncratic shock on the supply of vacancies
to be referred. By construction, the leave-one-out approach introduces a negative correlation between vacancies
supply shocks and the stringency measure we compute. This negative relationship only shows up in the specifi-
cation with individual fixed effects, as the intrinsic component of caseworker stringency is captured by the fixed
effects.
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become insignificant. Also, the strength of the correlations tends to get attenuated, as shown

in Figure D2 in the Appendix. These results provide supporting evidence that the CIA is met

in our setting.

Second, we discuss the usual exclusion restriction (ER) in instrumental variables regressions.

In our context as in Arni and Schiprowski (2019), this assumption implies that caseworker

stringency is not correlated with other decisions typically made by caseworkers. To gauge the

validity of this assumption, we proceed in the same way as for the CIA: we compute partial

correlations between our instrument and other decisions by caseworkers (assignment to indi-

vidual or collective training programs, sanctions, minimal search requirements), using multi-

variate linear regressions.40 Estimation results are reported in Table D1 in the Appendix, in

columns (3) and (4).41 Without conditioning on PES centers, caseworker stringency is found

to significantly correlate with assignment to individual training programs, while coefficients

associated with other caseworkers’ decisions are insignificant. Once PES fixed effects are ac-

counted for, most caseworkers’ decisions remain uncorrelated with the stringency measure,

with the expectation of assignment to collective programs (significant at the 10% level). Even

though these evidence do not fully support the ER assumption, this one is presumably met in

our context. Not only is the size of the partial correlation between caseworker stringency and

assignment to collective training programs small, but those programs are relatively scarce in

comparison to caseworker referrals.42 Consequently, our measure of caseworker stringency

should mostly affect job search outcomes through the use of caseworker referrals.

Third, we evaluate the monotonicity assumption behind our stringency instrumental variable

approach. Bhuller et al. (2020) argue that monotonicity can be violated in contexts where

caseworker or judge stringency is used as an instrument, because public servants might be-

have differently towards different types of individuals. In our setting, similarly to Arni and

Schiprowski (2019), the monotonicity assumption is verified as long as caseworkers assign va-

cancies consistently across different subpopulations of unemployed. As pointed out in Bhuller

et al. (2020), there exists no formal test to assess this assumption. Supporting evidence can

nevertheless be provided by estimating the first stage regression on different subsamples and

40Search requirements, defined in terms of number of applications to be sent per month, are set by caseworkers
(Arni and Schiprowski, 2019). They are not observed in our data. Instead, we consider the minimum monthly
number of applications made by individual i as a proxy for this decision.

41The two last columns (5) and (6) of Table D1 report partial correlations between on the one side our instrument,
and on the other side job seekers’ characteristics and other decisions taken by caseworkers . These regressions
provide evidence for the CIA and ER simultaneously.

42Columns (7) and (8) of Table D1 measure partial correlations between on the one side our instrument and on
the other side job seekers’ characteristics, other decisions taken by caseworkers and the individual-level average
of the number of caseworker referrals. These results show that our instrument is mostly correlated with the
assignment to caseworker referrals. Regarding the prevalence of ALMPs in our sample data, approximately 30%
of sampled individuals ever get referred, while only 15% ever get assigned to a collective training program.
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showing that all estimated parameters are non-negative. We follow this approach and con-

sider various subsamples, defined according to different sample-split variables. Correspond-

ing first-stage estimates, without individual and duration fixed effects, are reported in Fig-

ure D3 in the Appendix. Estimated parameters all appear to be positive and relatively stable

across subsamples. Moreover, none of the subpopulation coefficients differs significantly from

the baseline first-stage estimate obtained on the pooled sample. In Figure D4, we consider

finer subsamples based on the combination of one, two or three observable characteristics.

Again, all first-stage parameters are estimated to be positive. Therefore, the monotonicity

assumption seems to be verified in our context.

6.3 Results

6.3.1 Main results

We report baseline estimates of caseworker referrals effects on the four individual-monthly

outcomes Ait, AP
it , Cit and Oit in Table 6.2. Columns (1) and (2) report estimates based on

OLS without and with fixed effects, while columns (3) and (4) report equivalent 2SLS results

where referrals are instrumented with caseworker stringency.

Panel A reports the results for the total number of applications sent per monthAit. All columns

emphasize a strong and positive effect of caseworker referrals on total application effort.

Depending on the specification, this one ranges from 0.46 to 0.74 additional application per

month, per additional referral. The 2SLS estimator delivers slightly larger point estimates

than OLS, even though coefficients do not significantly differ from each other. These findings

are consistent with estimates for the private application effort AP
it , reported in Panel B: the

positive impact of referrals on total application effort coincides with a decrease in private

search effort. Quantitatively, estimated treatment coefficients are relatively low, ranging from

−0.54 to −0.26. They significantly differ from −1, a value that would indicate full substitution

of job applications.

In light of our theoretical framework, these results point towards imperfect substitutability

between referred and non-referred applications. The fact that job seekers proceed to limited

adjustment of their optimal private application effort following caseworkers’ intervention sug-

gests that they do not access the same types of positions via the referral and private channels.

The above results are hence consistent with our application-level analysis, which emphasizes

that referred applications target different and potentially less attractive positions than those

obtained through the private channel.

Panels C and D report estimation results for our two labor matching proxies Cit and Oit.

Treatment coefficients for both outcomes are estimated to be positive, across all specifications.

For callbacks, all parameters are found to be statistically significant at the 1% level. For
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Table 6.2: CwR effects on individual-monthly outcomes

OLS OLS FE 2SLS 2SLS FE

(1) (2) (3) (4)
A. Dependent variable: # applications Ait

# Caseworker referrals 0.515*** 0.461*** 0.740* 0.723**
(0.034) (0.029) (0.437) (0.282)

[5.007%] [4.485%] [7.194%] [7.034%]

B. Dependent variable: # non-referred applications AP
it

# Caseworker referrals -0.485*** -0.539*** -0.260 -0.277
(0.034) (0.029) (0.437) (0.282)

[-4.715%] [-5.237%] [-2.528%] [-2.688%]

C. Dependent variable: # interviews Iit

# Caseworker referrals 0.061*** 0.073*** 0.210*** 0.151***
(0.006) (0.007) (0.073) (0.054)

[16.608%] [20.072%] [57.381%] [41.266%]

D. Dependent variable: # job offers Oit

# Caseworker referrals 0.013*** 0.016*** 0.033 0.027
(0.002) (0.003) (0.025) (0.020)

[17.944%] [21.607%] [43.362%] [35.898%]
Individual controls Yes Yes Yes Yes
Unemployment duration FE No Yes No Yes
Individual FE No Yes No Yes
PES × Quarter FE Yes Yes Yes Yes
# individuals 15616 15616 15616 15616
# identifying observations 66882 64026 66882 64026
# singleton observation 0 2856 0 2856
# total observations 66882 66882 66882 66882

Note: This table reports the empirical estimates of equation (6.2). Panel A considers the monthly total application effort Ait as dependent variable, panel B the monthly
private application effort AP

it, panel C the monthly number of job interviews Iit and panel D the monthly number of job offers Oit. Columns (1) and (2) report OLS
estimates, with or without individual fixed effects. Columns (3) and (4) report similar 2SLS estimates, based on the caseworker stringency instrument. Coefficients in
relative terms are reported in brackets. They are standardized with respect to the average of the outcome variable in non-treatment months. Standard errors are clustered
at the individual level. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.

job offers, only coefficients estimated by OLS appear to be significant, while 2SLS delivers

relatively imprecise estimates.43 Quantitatively, our most robust specification shows that one

additional referral leads to 0.151 more interviews and 0.027 more job offers per month on

average.

The results for individual-monthly labor matching proxies are consistent with our application-

level analysis. They also corroborate previous findings in the literature: vacancy referrals

represent an effective policy tool to increase unemployed job finding chances (Fougère et al.,

2009; Bollens and Cockx, 2017; Van Den Berg et al., 2019; Cheung et al., 2019). Our analysis

goes one step further though, as it sheds light on the mechanisms through which this positive

43This lack of significance for the monthly number of job offers might arise from the relatively scarce number
of job offers we observe in our data and their skewed distribution. Re-estimating the model using a Poisson
specification, we find strong and positive treatment effects, also for job offers (see Table D2 in the Appendix).
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effect operates: it arises both from the higher success probability of referred applications and

from an increase in total application effort from job seekers.

6.3.2 Robustness

We report specification checks for our individual-monthly analysis in the Appendix.

In Table D2, we use the Poisson pseudo-maximum likelihood estimator (PPMLE) instead of

the baseline 2SLS estimator. This alternative specification is motivated by the count data na-

ture of the dependent variables, and by the properties of the PPMLE estimator, which turns

out to be reliable even in situations where the outcome distribution is strongly asymmetric

(Silva and Tenreyro, 2011). Table D2 reports the results of three different Poisson specifi-

cations: a standard Poisson model, a model including fixed effects and a model where we

account for the endogeneity of the treatment variable, using the two-steps GMM estimator.

Estimated coefficients can be interpreted as semi-elasticities and are to be compared with rel-

ative coefficients in the baseline table. All specifications deliver results that are very close to

our linear estimates. Moreover, previously insignificant treatment coefficients for job offers

now turn out to be strongly significant. Small discrepancies across the two sets of results arise

because of the count data specification and the change in sample composition needed for the

estimation of the Poisson fixed effects model.44

In Table D3, we present log-lin specifications for the application effort measures. This alterna-

tive modeling choice is motivated by the slight positive skewness of the dependent variables.

These results tend to confirm the limited substitution effect entailed by the referral policy: job

seekers reduce their private search effort to a limited extent, leading to an increase in their

total application effort in months when they are referred vacancies by caseworkers.

7. Conclusion

Vacancy referrals by caseworkers represent one of the most common JSA tools used at PES.

Recent studies have shown that this instrument is effective at fighting unemployment, as it

leads to significant improvements in job finding chance. However, existing literature has not

yet studied the mechanisms through which caseworker referrals affect job search. Moreover,

little is known about their consequences on the types of jobs unemployed apply and eventually

access to. Understanding these mechanisms is crucial for policy-makers to have a thorough

picture of this policy’s implications and potential limitations.

This paper provides the first comprehensive analysis of referrals effects on multiple aspects of

job search. Based on the intuitions developed in a partial equilibrium job search model à la

44Only individuals who exhibit variability in the dependent variable Ait, AP
it, Cit or Oit are kept in this specifica-

tion.
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Fougère et al. (2009), where referred and non-referred applications coexist and application

effort is endogenously determined, we use granular longitudinal data on job applications sent

by Swiss unemployed to quantify the impacts of the policy on job search activity and success.

Using data at the application-level, we study how referrals affect applications success indica-

tors and targeted vacancies characteristics. We address endogeneity concerns via a within-

identification approach with high-dimensional individual-by-duration fixed effects. We find

that job applications resulting from caseworker referrals have a much higher probability of

leading to callbacks and job offers. Referred applications also appear to focus on part-time

positions and on job seekers’ desired occupations, which require less cognitive and more phys-

ical skills. This suggests that caseworker referrals do not only affect job search success, but

also the type of positions unemployed apply to.

Aggregating data to the individual-monthly level, we examine whether referrals impact job

search effort and, eventually, matching between firms and unemployed workers. Because of

data aggregation, we develop an alternative identification strategy based on an instrumental

variable capturing caseworker stringency. Exogenous variation in the exposure to the policy

is induced by quasi-random allocation of unemployed to caseworkers and by the discretion

let to caseworkers over the use of the policy. Our results show that caseworker referrals im-

pact positively the total number of applications job seekers send out per month. This effect

coincides with a slight decrease in the number of non-referred applications. This limited sub-

stitution effect is consistent with the two application channels targeting different types of jobs.

Consequent to the positive effects on applications success probability and total application ef-

fort, we find evidence of a strong positive impact of referrals on both the monthly number of

callbacks and job offers, two labor matching proxies.

Our results are overall consistent with existing related studies: they confirm that caseworker

referrals are an effective tool to improve unemployed job finding chances. However, our

analysis nuances previous findings on referrals’ positive impact: this policy might have direct

adverse effects for job seekers, on top of its general equilibrium consequences (see Cahuc and

Le Barbanchon, 2010 or Crépon et al. (2013) for job search assistance programs in general,

and Cheung et al., 2019 for the specific referral policy). In particular, the positive impact on

job finding chances might be realized at the cost of accessing lower-quality jobs. Such detri-

mental consequences of referrals have already been pointed out in Van Den Berg et al. (2019)

in a more indirect manner: jobs taken up shortly after receiving referrals offer significantly

lower wages and are less stable than jobs found in the absence of caseworkers’ mediating

intervention. Our study substantiates this idea by providing direct and granular evidence of

referrals effects on the type of positions job seekers apply to. In light of our analysis, part

of the positive effect of referrals on job finding might be due to job seekers sending more

applications to part-time and less cognitively-demanding positions, which are likely to offer
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lower remuneration. Findings of limited adjustment in the optimal private application effort

in months when the policy is used also hint towards this point.

From a labor market policy design perspective, our study is informative of the dual nature of

caseworker referrals: their sanctioning aspect might prevail over their purely informational

component, as they force unemployed to apply to less attractive positions. Consequently,

this policy might have longer-term detrimental effects on individuals’ labor market outcomes.

Those ought to be considered by policy makers who sketch out the referral policy and by

caseworkers who implement it on the field, and put into balance against the shorter-term

benefits from increased employment.
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Appendix

A. Theoretical mechanisms

The value function for the two-channels strategy writes

U =
1

1 + ρ∆t

[ (
b− ζ(e)

)
∆t+ (1− α ∆t) U (A.1)

+ αR ψR ∆t EΓR

[
max

(
U, VR(w)

)]
+ αP ψP ∆t EΓP

[
max

(
U, VP (w)

)] ]
,

where Vk(w) is the discounted value of a job obtained through channel k.

The system of equations characterizing the optimal search strategy reads

ζ ′(α∗
P ) =

ψP

σ + ρ
ΛP (ω

∗) (A.2)

ω∗ = b− ζ(α∗
P ) + αR

ψR

ρ+ σR
ΛR(ω

∗) + α∗
P ζ ′(α∗

P ) (A.3)

where α∗
P and ω∗ are both endogenously determined.

We are interested in studying how the private search effort α∗
P and the reservation wage ω∗

change when the application rate through referrals αR increases exogenously.

Applying the implicit function theorem to the first equation, we obtain:

>0︷ ︸︸ ︷
ζ ′′(α∗

P ) dα
∗
P =

>0︷ ︸︸ ︷
ψP

ρ+ σP

<0︷ ︸︸ ︷
Λ′
P (ω) dω

∗

ζ ′′(e) > 0, as ζ(e) is convex in e. Also, the surplus function ΛP (ω) =
∫∞
ω (κ − ω) dΓP (κ)

is decreasing in ω, i.e. Λ′
P (ω) < 0. This first equation thus shows that dα∗

P and dω∗ are of

opposite sign.

Applying the implicit function theorem to the second equation, we get:

dω∗ = −ζ ′(α∗
P ) dα

∗
P + αR

ψR

σ + ρ
Λ′
R(ω

∗) dω∗ +
ψR

σ + ρ
ΛR(ω

∗) dαR + ζ ′(α∗
P ) dα

∗
P + α∗

P ζ ′′(α∗
P ) dα

∗
P

= αR
ψR

σ + ρ
Λ′
R(ω

∗) dω∗ +
ψR

σ + ρ
ΛR(ω

∗) dαR + α∗
P ζ ′′(α∗

P ) dα
∗
P

Rearranging the above equation, we obtain:(
1− αR

ψR

ρ+ σ
Λ′
R(ω

∗)
)

︸ ︷︷ ︸
>0

dω∗ =
ψR

ρ+ σ
ΛR(ω

∗)︸ ︷︷ ︸
>0

dαR + ζ ′′(α∗
P )α

∗
P︸ ︷︷ ︸

>0

dα∗
P . (A.4)
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It can be seen from the above equation that an increase in the arrival rate of referrals dαR > 0

is offset either by (i) an increase in the reservation wage, dω∗ > 0, or by (ii) a reduction in

the personal search effort, dα∗
P < 0. Note that the substitution effect between private search

effort α∗
P and αR arises through the convexity of the search cost function ζ ′′(e) > 0.
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B. Data and descriptive statistics

Figure B1: ob search diaries
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Note: This figure presents the pre-defined job search diary form, in which unemployed record their job search activity.
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Figure B2: All applications and non-referred (private) applications
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Note: This figure reports the Cumulative Distribution Functions (CDFs) of the monthly number of all and of non-referred (private) job applications sent by job seekers.
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Figure B3: Job offers and labor income trajectories

(A) Average income paths
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(B) Estimated ∆ between income paths including FE
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Note: This figure presents evidence on the validity of the job offer indicator contained in the job search diaries as a proxy for job finding. Panel A represents the average
monthly income trajectories for two subgroups, before and after reference month t = 0. For the first group, made of individuals for whom we do not observe a job offer,
the reference month corresponds to the last month of record of the job search diaries (Last record = Application). For the other group, the reference month corresponds
to the month of the last job offer recorded in the forms (Last record = Job offer). Panel B presents the estimation result of parameters ∆t of the following event-study
equation: Labor incomeit = αi + δt + ∆t · I(i ∈ Last record = Job offer) + εit. The ∆t capture the difference in the average income trajectories between the two
groups of individuals, accounting for individual fixed effects αi. Errors are clustered at the individual level and 95%-CI are reported.
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Table B1: Databases structure

# applications # ind.-monthly # individuals
A. Main sample

No CwR 684556 [97.842] 59366 [88.762] 10869 [69.602]
CwR 15096 [2.158] 7516 [11.238] 4747 [30.398]
Total 699652 [100.000] 66882 [100.000] 15616 [100.000]

B. Auxiliary sample

No CwR 22305 [97.283] 2494 [87.264] 473 [68.353]
CwR 623 [2.717] 364 [12.736] 219 [31.647]
Total 22928 [100.000] 2858 [100.000] 692 [100.000]

Note: This table reports details on the structure of our main and auxiliary samples. For each of the two samples, it reports the number of applications we observe
(distinguishing between referred and non-referred applications), the number of individual-monthly units (distinguishing between units when at least one referral is
assigned and units when the referral policy is not used) and the number of unemployed (distinguishing between ever and never-referred individuals). Relative frequencies
are reported in brackets.

Table B2: Job seekers’ characteristics in the auxiliary sample, Ever CwR vs. Never CwR

Never CwR Ever CwR Comparison
A. Numeric variables Mean SDV Mean SDV t-stat. p-value

Age 39.513 (10.595) 39.550 (10.970) -0.043 0.965
Female 0.501 (0.501) 0.460 (0.499) 1.022 0.307
Swiss 0.583 (0.494) 0.477 (0.501) 2.668 0.008
Elasped unemp. duration 5.196 (5.495) 6.852 (5.394) -3.793 0.000
B. Categorical variables Freq. % Freq. % χ2-stat. p-value

Education levels
Primary 134 33.005 105 47.297 15.874 0.000
Secondary 175 43.103 87 39.189
Tertiary 97 23.892 30 13.514
Observations 406 222

Note: This table reports descriptive statistics on job seekers’ characteristics for the auxiliary sample of analysis. It distinguishes between the group of individuals who never
get referred referrals (Never CwR) and those who receive at least one caseworker referral (Ever CwR). Panel A reports descriptive statistics on numeric variables, together
with a test for the equality of the means across the two groups. Panel B reports absolute and relative frequencies for the two groups, together with a χ2-independence
test (between the group indicator and the categorical variable of interest).
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Table B3: Applications and job seekers’ characteristics in the main sample, CwR vs. no CwR

No CwR CwR Comparison
A. Numeric variables Mean SDV Mean SDV t-stat. p-value

Age 39.803 (11.348) 40.221 (11.260) -4.475 0.000
Female 0.473 (0.499) 0.477 (0.499) -1.018 0.309
Swiss 0.520 (0.500) 0.526 (0.499) -1.588 0.112
Past labor income [in kCHF] 4.954 (5.465) 4.509 (4.489) 9.928 0.000
Unemployment history 0.088 (0.141) 0.095 (0.146) -6.106 0.000
Previous work-time % 90.609 (17.738) 90.828 (17.094) -1.276 0.202
Elapsed unemp. duration 6.410 (4.496) 6.585 (4.397) -4.716 0.000

B. Categorical variables Freq. % Freq. % χ2-stat. p-value

Education levels
Primary 187618 (27.407) 4201 (27.829) 52.048 0.000
Secondary 398507 (58.214) 9037 (59.864)
Tertiary 98431 (14.379) 1858 (12.308)

Civil status
Married/Separated 349421 (51.043) 7635 (50.576) 21.057 0.000
Single 237260 (34.659) 5112 (33.863)
Divorced 90497 (13.220) 2186 (14.481)
Widow(er) 7378 (1.078) 163 (1.080)

Canton
BE 106092 (15.498) 2881 (19.085) 674.489 0.000
SG 108117 (15.794) 3113 (20.621)
VD 168774 (24.655) 2635 (17.455)
ZG 73401 (10.722) 1422 (9.420)
ZH 228172 (33.331) 5045 (33.419)

Desired occupation
Agriculture 7914 (1.156) 122 (0.808) 168.538 0.000
Industry & Craft 100685 (14.708) 2158 (14.295)
IT 40135 (5.863) 870 (5.763)
Construction 45953 (6.713) 1124 (7.446)
Commercial 127150 (18.574) 2884 (19.104)
Hotelling 121599 (17.763) 2970 (19.674)
Adminsistrative 117216 (17.123) 2515 (16.660)
Health & Educ. 72563 (10.600) 1209 (8.009)
Other 51341 (7.500) 1244 (8.241)
Observations 684556 15096

Note: This table reports descriptive statistics on job seekers’ characteristics at the application-level for the main sample of analysis. It reports evidence on how the pool of
referred applications (CwR) compare to non-referred ones (no CwR). Panel A reports descriptive statistics on numeric variables, together with a test for the equality of the
means across the two groups. Panel B reports absolute and relative frequencies for the two groups, together with a χ2-independence test (between the group indicator
and the categorical variable of interest).
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C. Application-level analysis: applications success and vacancies characteristics

Figure C1: Share of referred applications within individual-monthly units
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Note: This figure displays the distribution of the share of referred applications in the total number of applications sent by individual i in unemployment month t. The
figure focuses on individual-monthly units when at least one referral is assigned.

Figure C2: CwR effects on job offer conversion probability

Average t-tests
Ever CwR (No CwR) vs. Never CwR : -7.57***
Ever CwR (CwR) vs. Ever CwR (No CwR) : 4.68***
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Note: This figure reports descriptive evidence of the effects of referrals on the conversion probability of interviews into job offers. Each graph reports the average share
of interviews that end up in a job offer. The graph distinguishes between three groups of interviews: (i) interviews obtained by individuals who are never treated (Never
CwR), (ii) interviews obtained by individuals who are treated at least once but who do not directly result from a referral (Ever CwR & No CwR) and (iii) interviews
resulting from a referral (Ever CwR & CwR). 95%-confidence intervals for the average probability in each group are reported. Pairwise t-tests for the equality of the
average probabilities across groups are reported in boxes. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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Figure C3: CwR effects on the callback probability, heterogeneous effects
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Note: This figure presents evidence of heterogeneous treatment effects of caseworker referrals on the callback probability. It reports graphically the estimation results from
equation (5.1), including individual-duration fixed effects, where the treatment variable is interacted with the categorical characteristic indicated in each panel. Effects
are reported both in absolute terms (in pp) and in relative terms (in %, relative to the baseline probability of a positive callback in each group in the absence of referrals).
90% confidence intervals based on clustered standard errors at the individual level are reported.
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Figure C4: CwR effects on the job offer probability, heterogeneous effects
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Note: This figure presents evidence of heterogeneous treatment effects of caseworker referrals on the job offer probability. It reports graphically the estimation results from
equation (5.1), including individual-duration fixed effects, where the treatment variable is interacted with the categorical characteristic indicated in each panel. Effects
are reported both in absolute terms (in pp) and in relative terms (in %, relative to the baseline probability of a job offer in each group in the absence of referrals). 90%
confidence intervals based on clustered standard errors at the individual level are reported.
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Figure C5: CwR effects per canton
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Note: This figure presents evidence of heterogeneous treatment effects of caseworker referrals with respect to local public institutions, i.e. the canton where unemployed
job seekers are registered. Panel A reports evidence for the callback probability cait, while panel B reports evidence for the job offer probability oait. Each coefficient is
obtained based on the subsample of individuals registered in the canton. 90%-confidence intervals based on clustered standard errors at the individual level are reported.

Figure C6: CwR effects per caseworker
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Note: This figure depicts the distribution of caseworker-specific treatment effects of referrals on application success probability. Panel A reports evidence for the callback
probability cait, while panel B reports evidence for the job offer probability oait. Each coefficient is obtained based on the subsample of individuals supervised by a
specific caseworker. The average of the treatment effects is reported as a dashed line.
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Figure C7: CwR effects per caseworker and intensity in the use of the policy
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(B) Job offer probability
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Note: This figure reports the relationship between the caseworker-specific policy treatment effect and the intensity in the use of the policy by caseworkers (measured by
the share of referred applications, among all applications associated to each caseworker). Dots are weighted according to the number of applications associated to each
caseworker. Panel A reports the relationship for the callback indicator cait, while panel B reports results for the job offer indicator oait.

Figure C8: Duration dependence in referrals’ effects on applications success probability
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(B) Job offer probability
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Note: This figure reports the estimation result of equation (5.1) where the treatment indicator is interacted with (categorized) elapsed unemployment duration. Panel A
reports results for the callback indicator cait, while panel B reports results for the job offer indicator oait. 95%-CI intervals based on clustered standard errors at the
individual level are reported.
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Figure C9: Information censoring, share of censored cait and oait
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Note: This figure reports the censoring rate of the callback and job offer indicators. Averages are weighted according to the inverse number of applications sent in each
individual-monthly unit.

Figure C10: CwR effects restricted to the first use of the policy
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(B) Job offer probability
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Note: This figure reports the estimation result of equation (5.1) on restricted samples. For each individual, we only consider observations up to the first use of the referral
policy. Baseline estimates (Full sample) are reported together with estimates based on two restricted samples: Up to first CwR and Up to first CwR & Non-left censored
spells. Panel A reports results for the callback indicator cait, while panel B reports results for the job offer indicator oait. 95%-CI intervals based on clustered standard
errors at the individual level are reported.
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Figure C11: CwR and labor income ratio after/before (25th, 50th and 75th percentiles)
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Note: This figure reports descriptive evidence on the labor income ratio after/before unemployment, at the job seeker level. It distinguishes between job seekers who get
a job offer through a caseworker referral and other job seekers. The graph reports summary statistics on the distribution of this ratio (25th , 50th and 75th percentiles).
The labor income ratio after/before is computed based on social security data, for different time windows (3,6,9,12 months before and after unemployment).
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Figure C12: Work-time percentage of job vacancies
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(B) CwR and work-time percentage, unambiguous applications
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Note: This figure reports descriptive evidence of the share of applications that target vacancies with different work-time percentage. Panel A reports the information for
all applications, where the information on work-time percentage can be ambiguous. Panel B reports the information for unambiguous applications, i.e. applications that
can unambiguously be characterized as part-time or full-time. The two graphs distinguish between referred and non-referred applications.
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Figure C13: CwR effects on skills requirements
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Note: This figure reports the estimated effects of caseworker referrals on each skill (requirement) in the O*Net repository. Reported coefficients are obtained by estimating
equation (5.1), where the dependent variable corresponds to one of the skills on the ordinate. The graph distinguishes between cognitive skills (in blue) and physical
skills (in red). Darker colors indicate significance of the effect at the 10% significance level.
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Table C1: List of controls

Variable Description Type

A. Application characteristics X1
ait

Modeait Mode of application (written, personal, phone, multiple) Categorical

Application rankait Within-month rank of application Categorical

B. Individual characteristics X2
it

Genderit Gender Binary

Ageit Age category Categorical

Educationit Education level Categorical

Functionit Professional function Categorical

Residenceit Residence permit Categorical

Civilit Civil status Categorical

LLMCit Local Labor Market Conditions (Occupational) Categorical

Caseworkerit Caseworker in charge Categorical

ln(Previous incomei) Log of the (average) previous monthly labor income Numerical

Note: This table reports the list of variables used as controls in our analyses.
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Table C2: Caseworker referrals and information censoring

(1) (2) (3) (4)
Panel A: Censored callback cait

Caseworker referral -2.108*** -0.074 0.120 -0.459
(0.789) (0.549) (0.487) (0.430)

Individual controls No Yes Yes No
Application controls No Yes Yes Yes
Individual FE No No Yes No
Unemployment duration FE No No Yes No
Individual × Unemp. duration FE No No No Yes
# identifying observations 699652 699652 699631 699385
# singleton observations 0 0 21 267
# total observations 699652 699652 699652 699652
# parameters 2 419 15986 66633
# individuals 15616 15616 15616 15616
Adj.-R2 0.000 0.273 0.425 0.543

Panel B: Censored job offer oait

Caseworker referral -0.274 1.798*** 2.115*** 1.273***
(0.832) (0.577) (0.491) (0.437)

Individual controls No Yes Yes No
Application controls No Yes Yes Yes
Individual FE No No Yes No
Unemployment duration FE No No Yes No
Individual × Unemp. duration FE No No No Yes
# identifying observations 699652 699652 699631 699385
# singleton observations 0 0 21 267
# total observations 699652 699652 699652 699652
# parameters 2 419 15986 66633
# individuals 15616 15616 15616 15616
Adj.-R2 -0.000 0.279 0.435 0.555

Note: This table reports the estimation of equation (5.1), where the dependent variable corresponds to the censoring indicators for callbacks and job offers. Panel A refers
to callbacks, while panel B report results for job offers. Application-level observations are weighted according to the inverse of the number of applications sent within
individual-monthly units. Regression coefficients and standard errors (in parentheses) are reported in percentage points. Standard errors are clustered at the individual
level. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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Table C3: CwR effects on applications success probability, alternative duration dimensions

Duration dimension Monthly Bi-weekly Weekly

(1) (2) (3) (4) (5) (6)
Panel A: Callback probability cait

Caseworker referral 4.298*** 4.042*** 4.459*** 3.794*** 4.062*** 3.668***
(0.320) (0.330) (0.351) (0.347) (0.326) (0.370)

Individual controls Yes No Yes No Yes No
Application controls Yes Yes Yes Yes Yes Yes
Individual FE Yes No Yes No Yes No
Unemployment duration FE Yes No Yes No Yes No
Individual × Unemp. dur. FE No Yes No Yes No Yes
# identifying observations 699631 699385 699631 694284 699631 658777
# singleton observations 21 267 21 5368 21 40875
# total observations 699652 699652 699652 699652 699652 699652
# parameters 15658 66633 15682 121824 15730 186084
# individuals 15616 15616 15616 15616 15616 15616
Adj.-R2 0.110 0.170 0.114 0.227 0.111 0.263

Panel B: Job offer probability oait

Caseworker referral 1.303*** 1.336*** 1.383*** 1.078*** 1.179*** 1.015***
(0.166) (0.186) (0.196) (0.188) (0.169) (0.202)

Individual controls Yes No Yes No Yes No
Application controls Yes Yes Yes Yes Yes Yes
Individual FE Yes No Yes No Yes No
Unemployment duration FE Yes No Yes No Yes No
Individual × Unemp. dur. FE No Yes No Yes No Yes
# identifying observations 699631 699385 699631 694284 699631 658777
# singleton observations 21 267 21 5368 21 40875
# total observations 699652 699652 699652 699652 699652 699652
# parameters 15658 66633 15682 121824 15730 186084
# individuals 15616 15616 15616 15616 15616 15616
Adj.-R2 0.083 0.118 0.081 0.177 0.070 0.207

Note: This table reports the estimation of equation (5.1), for different duration dimensions: Monthly, Bi-weekly and Weekly. Panel A reports results for the callback
probability, while panel B report results for the job offer probability. Application-level observations are weighted according to the inverse of the number of applications
sent within individual-duration units. Regression coefficients and standard errors (in parentheses) are reported in percentage points. Standard errors are clustered at the
individual level. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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Table C4: CwR effects on applications success probability, non-linear specifications

(1) (2) (3) (4) (5) (6)
Panel A: Callback probability cait

Caseworker referral 6.034*** 6.208*** 4.482*** 5.565*** 4.677*** 4.686***
(0.468) (0.490) (0.260) (0.323) (0.283) (0.281)

Individual controls Yes Yes Yes Yes Yes Yes
Application controls Yes Yes Yes Yes Yes Yes
Individual FE No Yes No Yes No Yes
Unemployment duration FE No Yes No Yes No Yes
Individual heterogeneity ∅ FE ∅ FE ∅ CRE
Observations 434837 434837 434837 434837 434837 434837

Panel B: Job offer probability oait

Caseworker referral 4.361*** 4.719*** 2.877*** 3.411*** 3.082*** 3.108***
(0.537) (0.531) (0.253) (0.296) (0.274) (0.272)

Individual controls Yes Yes Yes Yes Yes Yes
Application controls Yes Yes Yes Yes Yes Yes
Individual FE No Yes No Yes No Yes
Unemployment duration FE No Yes No Yes No Yes
Individual heterogeneity ∅ FE ∅ FE ∅ CRE
Observations 188530 188530 188530 188530 188530 188530

Note: This table reports estimation results from equation (5.1), for the callback (panel A) and job offer (panel B) probabilities. Columns (1) and (2) correspond to linear
probability models, columns (3) and (4) to logit models while columns (5) and (6) report probit results. Specifications within a class of models differ with respect to the
inclusion of individual heterogeneity components (either under the form of fixed effects FE or correlated random effects CRE). The estimation sample is common across
all specifications and is restricted to individuals who exhibit variability in the dependent variable. This restriction is required for the identification of the conditional
logit model. Average marginal effects in percentage points are reported together with standard errors (in parentheses). For the conditional logit specification, we use
the following transformation: ME = β̂ · ̂̄yait, where yait = cait, oait. Application-level observations are weighted according to the inverse of the number of
applications sent within individual-duration units. Standard errors are clustered at the individual level. Stars indicate the following significance levels: * 0.1, ** 0.05 and
*** 0.01.

Table C5: CwR effects on targeted work-time percentage
Restriction to individual-duration units without miscoded information

Previous work-time percentage All Part-time Full-time Missing

(1) (2) (3) (4)
Dependent variable : Part-time PTait

Caseworker referral 3.449*** 2.154** 4.103*** 3.223***
(0.472) (1.061) (0.681) (0.815)

Application controls Yes Yes Yes Yes
Individual × Unemp. duration FE Yes Yes Yes Yes
# identifying observations 471306 93419 247243 130644
# singleton observations 221 55 121 45
# total observations 471527 93474 247364 130689
# parameters 46135 9512 23562 13071
# individuals 13266 13266 13266 13266
Adj.-R2 0.785 0.808 0.644 0.791

Note: This table reports the estimation results of equation (5.1), where the dependent variable corresponds to the part-time indicator PTait. Only individual-duration
units it without miscoding in the job vacancies work-time percentage are kept for estimation. All estimates are based on a specification with individual-duration
fixed effects µit. Application-level observations are weighted according to the inverse of the number of applications sent within individual-monthly units. Regression
coefficients and standard errors (in parentheses) are reported in percentage points. Columns (1) refers to the whole sample of applications for which the occupation rate
is unambiguous. Columns (2),(3) and (4) correspond to estimates obtained on subsamples based on the previous occupation rate held by the job seekers, which can either
be Part-time, Full-time or Missing. Standard errors are clustered at the individual level. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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Table C6: Baseline outcomes results for the auxiliary sample

Callback prob. Job offer prob. Part-time

(1) (2) (3) (4) (5) (6)

Caseworker referral 5.555*** 5.243*** 1.725* 1.388* 4.301 5.085**

(1.704) (1.759) (0.899) (0.711) (2.713) (2.271)
Application controls Yes Yes Yes Yes Yes Yes
Individual FE Yes No Yes No Yes No
Unemployment duration FE Yes No Yes No Yes No
Individual × Unemp. duration FE No Yes No Yes No Yes
# identifying observations 22913 22772 22913 22772 20580 20409
# singleton observations 15 156 15 156 14 185
# total observations 22928 22928 22928 22928 20594 20594
# parameters 709 2833 709 2833 695 2696
# individuals 692 692 692 692 692 692
Adj.-R2 0.199 0.310 0.107 0.159 0.598 0.666

Note: This table reports the estimation results of equation (5.1) for the auxiliary sample. The application-level dependent variable is either the callback indicator cait, the
job offer indicator oait or the part-time indicator PTait, in columns (1)-(2), (3)-(4) and (5)-(6) respectively. All specifications include either individual and duration
fixed effects (µi and µt) or individual-duration fixed effects (µit). Application-level observations are weighted according to the inverse of the number of applications
sent within individual-monthly units. Standard errors are clustered at the individual level. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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D. Individual-monthly analysis: search effort and labor matching

Figure D1: Distribution of caseworker stringency
Unconditional and conditional on individual fixed effects
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Note: This figure reports the empirical distribution of the time-varying caseworker stringency measure, both unconditional and conditional on individual fixed effects. In
the second case, residual caseworker stringency is obtained by means of a linear regression on individual fixed effects.

Figure D2: CIA and ER, distribution of the partial correlation t-stats
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Note: This figure plots the distribution of the t-stats associated with the coefficients from the CIA and ER assessment, i.e. the regression of our instrument on job
seekers characteristics and caseworkers’ decisions. The plotted t-stats are associated with the coefficients of the independent variables reported in Table D1. The
first boxplot (Bivariate) reports the distribution of the t-stats obtained through bivariate models, where the caseworker stringency instrument is regressed on each job
seekers characteristic/caseworkers’ decision separately. The second boxplot (Multivariate) reports the distribution of t-stats associated with partial correlation coefficients
obtained from the regression of our instrument on all job seekers characteristics and caseworkers’ decisions altogether. The third boxplot (Multivariate + PES FE) reports
the distribution of the t-stats obtained on additionally conditioning on PES fixed effects.
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Figure D3: Monotonicity assumption, first-stage estimates for different subsamples
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Note: This figure reports the estimated coefficients associated with caseworker stringency in the first stage equation (without individual fixed effects), across various
subsamples. The sample-split variables used to define the subsamples are reported on the abscissa. The pooled-sample point estimate is reported as a dashed line on the
graph. 95% confidence intervals based on clustered standard errors at the individual level are reported.

Figure D4: Monotonicity assumption
First-stage estimates for combination of job seekers’ characteristics
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Note: This figure reports the distributions of the estimated coefficients associated with caseworker stringency in the first stage equation (without individual fixed effects),
across various subsamples. Each subsample is based on the combination of either one, two or three (binary) job seekers characteristics (age, blue collar, female, previous
income, Swiss). Markers size represent the subsamples size. The pooled-sample point estimate is reported as a dashed line on the graph.
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2. HOW VACANCY REFERRALS AFFECT JOB SEARCH

Table D2: CwR effects on individual-monthly outcomes, count data models

Poisson Poisson FE IV Poisson
(1) (2) (3)

A. Dependent variable: # applications Ait

# Caseworker referrals 0.045*** 0.036*** 0.061*
(0.003) (0.002) (0.032)

# identifying observations 66882 64026 66882
# singleton observation 0 2856 0
# total observations 66882 66882 66882

B. Dependent variable: # non-referred applications AP
it

# Caseworker referrals -0.052*** -0.056*** -0.027
(0.005) (0.004) (0.048)

# identifying observations 66882 63972 66882
# singleton observation 0 2910 0
# total observations 66882 66882 66882

C. Dependent variable: # interviews Iit

# Caseworker referrals 0.102*** 0.155*** 0.304***
(0.009) (0.012) (0.065)

# identifying observations 66882 39157 66882
# singleton observation 0 27718 0
# total observations 66882 66882 66882

D. Dependent variable: # job offers Oit

# Caseworker referrals 0.111*** 0.183*** 0.258**
(0.014) (0.026) (0.112)

# identifying observations 66882 17151 66882
# singleton observation 0 49695 0
# total observations 66882 66882 66882
Individual controls Yes Yes Yes
Unemployment duration FE No Yes No
Individual FE No Yes No
PES × Quarter FE Yes Yes Yes

Note: This table reports the empirical estimates of equation (6.2), based on count data (Poisson) models. Panel A considers the monthly total application effort Ait as
dependent variable, panel B the monthly private application effort AP

it, panel C the monthly number of job interviews Iit and panel D the monthly number of job offers
Oit. Column (1) reports estimates from a standard Poisson model, column (2) fixed effects Poisson estimates, while column (3) reports results from a Poisson model
that accounts for the endogeneity of the treatment variable, using the two-steps GMM estimator. Standard errors are clustered at the individual level. Stars indicate the
following significance levels: * 0.1, ** 0.05 and *** 0.01.
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2. HOW VACANCY REFERRALS AFFECT JOB SEARCH

Table D3: CwR effects on application effort, log-transformation

OLS OLS FE 2SLS 2SLS FE

(1) (2) (3) (4)
A. Dependent variable: log-# applications ln(Ait)

# Caseworker referrals 0.047*** 0.039*** 0.108** 0.056**
(0.003) (0.002) (0.044) (0.026)

Individual controls Yes Yes Yes Yes
Unemployment duration FE No Yes No Yes
Individual FE No Yes No Yes
PES × Quarter FE Yes Yes Yes Yes
# individuals 15616 15616 15616 15616
# identifying observations 66882 64026 66882 64026
# singleton observation 0 2856 0 2856
# total observations 66882 66882 66882 66882

B. Dependent variable: log-# non-ref. applications ln(AP
it)

# Caseworker referrals -0.047*** -0.065*** 0.057 -0.054*
(0.004) (0.004) (0.063) (0.032)

Individual controls Yes Yes Yes Yes
Unemployment duration FE No Yes No Yes
Individual FE No Yes No Yes
PES × Quarter FE Yes Yes Yes Yes
# individuals 15616 15616 15616 15616
# identifying observations 66620 63758 66620 63758
# singleton observation 0 2862 0 2862
# total observations 66620 66620 66620 66620

Note: This table reports the empirical estimates of equation (6.2), for the application effort measures. The natural logarithms of Ait and AP
it are used as dependent

variables. Panel A reports results for the monthly total application effort Ait, while panel B relates to the monthly private application effort AP
it. Columns (1) and (2)

report OLS estimates, with or without individual fixed effects. Columns (3) and (4) report similar 2SLS estimates, using caseworker stringency as an instrument. Standard
errors are clustered at the individual level. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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CHAPTER 3

Progressive Taxation, Commuting Costs and
Residential Decisions in Fiscally Decentral-
ized Cities

Nicola Mauri Jeremy Zuchuat

University of Lausanne University of Lausanne

Abstract

Decentralized taxation and commuting affect numerous dimensions of economic activity, but how

they shape jointly residential decisions and spatial income sorting is still not well understood. We

develop a structural model of individual location choices in a fiscally decentralized monocentric city

with explicit commuting costs. Spatial income sorting arises from decentralized progressive income

taxes and non-homothetic housing preferences. Progressive taxation impacts high-income individuals’

utility more markedly, hence reducing their commuting disutility. This induces high incomes to be

more willing to commute to low-tax jurisdictions. We estimate our model using micro-level data on

moving decisions in Switzerland. Based on a random utility framework, we find that richer individuals

are more sensitive to taxes and less sensitive to commuting. Further, our results show that lower local

taxes directly increase individuals’ willingness to commute. In a counterfactual exercise, we show that

uniform taxation within urban areas would lead to more high-income individuals locating in central

jurisdictions, hence enduring shorter commutes.

Keywords: income sorting; commuting; fiscal decentralization; tax differentials; tax progres-

sivity; non-homothetic preferences; regional science.

JEL: H71, H73, R23, R41



3. TAXATION, COMMUTING AND RESIDENTIAL DECISIONS

1. Introduction

Most cities are composed of multiple municipalities which enjoy some degree of autonomy

over their taxing power. This has important consequences for the economic activity in urban

areas (Brülhart et al., 2015). In particular, local taxes play an important role in individu-

als’ residential decisions within fiscally decentralized economies. Progressive income taxation

coupled with the decentralization of taxing powers have been shown to be important drivers

of income sorting: households with similar income levels tend to live in jurisdictions which

offer similar local tax rates (Schmidheiny, 2006; Schaltegger et al., 2011; Basten et al., 2017;

Brülhart et al., 2021).

However, existing studies have generally omitted to explicitly account for the spatial structure

of the economies they analyze and the induced commuting patterns. In fact, the historical de-

velopment of transport infrastructure and concentration of job opportunities in urban centers

have led to a dissociation between work and residence places (Heblich et al., 2020; Fretz et al.,

2022). This implies that residential decisions inherently translate into commuting behaviors,

entailing monetary or psychological costs (Brownstone and Small, 2005; Roberts et al., 2011).

Ignoring the role played by commuting in those decisions possibly means omitting a key lo-

cation factor to understand the spatial distribution of income in fiscally decentralized areas.

We address this gap in the literature by investigating how local taxes affect residential deci-

sions and the willingness to commute of households with different income levels. We first

set up a structural location choice model with non-homothetic preferences for housing and

decentralized progressive income taxation. In our setup, individuals choose a residential lo-

cation within a monocentric city, where everyone works in the central business district (CBD)

and earns an exogenous wage. Jurisdictions are characterized by their commuting distance

to the CBD, local tax rates and level of housing prices. Given that these three features are

undesirable, we show that individuals trade off these characteristics and that these trade-offs

differ according to individuals’ income level. On the one hand, taxes make up a larger share

of total expenditures of high-income earners in a progressive tax system. On the other hand,

non-homothetic preferences for housing make higher incomes spend less on housing, as a

proportion of their total expenditure. These two elements generate income sorting across ju-

risdictions, as people of different income levels value jurisdictional characteristics differently.

Our model shows that high-income earners are less sensitive to housing prices compared to

both taxes and commuting. They are hence predicted to locate in jurisdictions with higher

housing prices. Whether high-income individuals are more sensitive to taxes compared to

commuting (or conversely) remains ambiguous. We show that this ambiguity comes from

the progressivity of income taxation and high-income individuals’ larger opportunity cost of

commuting. If the progressivity of the tax schedule is sufficiently marked, high incomes end
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3. TAXATION, COMMUTING AND RESIDENTIAL DECISIONS

up being more sensitive to taxes relative to commuting (and to housing prices in any case),

and choose to locate in low-tax jurisdictions, at the cost of longer commutes. Intuitively, the

progressivity of the income tax schedule reduces the opportunity cost of commuting of higher

incomes to a greater extent, making them more willing to commute if they get compensated

with lower taxes.

We exploit administrative fragmentation and fiscal decentralization in Switzerland to assess

empirically how local taxes, commuting and housing prices impact individual location deci-

sions along the income distribution. Using individual-level data, we study residential deci-

sions of in-moving households working in the CBDs of four of the largest Swiss urban areas.

This analysis is conducted conditional on the existing spatial equilibrium, which is character-

ized by low-tax suburbs. From the point of view of atomistic in-moving households, aggregate

housing prices, local tax rates and distance to the CBD are taken exogenously. Based on a ran-

dom utility framework, we estimate an empirical equivalent to our structural location choice

model, where we interact municipal characteristics (taxes, housing prices and commuting

measures) with individual’s household income. This econometric set-up allows us to deter-

mine how agents of different income levels value the jurisdictional characteristics of interest

and reveals how those might influence the spatial income sorting of Swiss residents.

Our estimation results show that high-income agents are indeed more sensitive to taxes com-

pared to low incomes. This confirms local taxation as an important driver of income sorting

in fiscally decentralized economies. We also observe that high-income earners tend to sort

themselves into municipalities where housing prices are high. Finally, centrality is valued less

strongly by higher incomes: our estimates show that well-off individuals are willing to en-

dure longer commutes to work. To test formally whether this higher willingness to commute

results from tax differentials, we additionally interact commuting distance with taxes and in-

dividual’s income. Those additional results show that lower taxation levels reduce directly

individuals’ disutility from commuting, consistently with our theoretical predictions.

We assess the role of fiscal decentralization in the urban spatial distribution of income by

conducting an illustrative counterfactual exercise. Conditioning on the existing spatial equi-

librium, we impose a homogeneous progressive tax schedule within the urban areas of study

and compute individual location probabilities in the absence of municipal tax differentials.

Our results show that shutting off fiscal decentralization leads to an increase in demand for

central locations from high-income individuals, who cannot self select into low-tax suburbs

any more.

The main innovations of our study are threefold. First, we complement existing studies on

residential location decisions in fiscally decentralized economies by explicitly accounting for

commuting as a feature of the alternatives in individuals’ choice set. Most related literature

has put aside or not modeled formally the commuting cost entailed when location decisions
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3. TAXATION, COMMUTING AND RESIDENTIAL DECISIONS

are made (Schmidheiny, 2006; Basten et al., 2017; Brülhart et al., 2021). Acknowledging that

a large majority of people live and work in different places, we add a monocentric structure

to the canonical model of location decisions. We also specify a commuting disutility similar

to Ahlfeldt et al. (2015) or Heblich et al. (2020), so as to derive the trade-offs made by indi-

viduals between taxes, commuting and housing prices in fiscally decentralized environments.

This addition allows us to predict the residence places of agents with different incomes and

to investigate the spatial consequences of fiscal federalism on income sorting in monocentric

urban areas.

Second, we are the first to analyse jointly local income taxation and commuting in a set-up

with a large number of small jurisdictions. While Agrawal and Hoyt (2018) look at metropoli-

tan areas which sprawl over two states in the U.S., no previous research has studied the rela-

tionship between commuting and local taxes in places which present a high degree of spatial

administrative fragmentation. At the aggregate level, we document a so-called “tax-gradient”,

i.e. the relationship between distance to the city center and local taxation. This one is fea-

tured with lower taxes in the suburbs compared to central municipalities. Just like the widely

studied housing price gradient in urban economics (for a recent overview, see Duranton and

Puga, 2015), it may have important implications for residential decisions of individuals, who

are able to trade off commuting with taxes.1 Exploiting the high fragmentation of the Swiss

tax system within a small geographical space, we are hence able to study the role of taxes and

commuting in individual decisions in a finer manner than studies focusing on the sub-federal

level for instance.

Third, our study is the first to explicitly relate tax progressivity and decentralization to the

opportunity cost of commuting. Accounting explicitly for the necessity of commuting to work,

we show theoretically that income tax progressivity combined with decentralization can affect

the willingness to commute of high incomes, in a positive manner. Our counterfactual exercise

hence echoes recent findings by Su (2022), who shows that gentrification of city centers can

be imputed to the rising opportunity cost of time. Given the existing decentralized equilibrium

with lower taxes in the suburbs, the removal of fiscal decentralization increases high incomes’

opportunity cost of commuting, as their longer commutes are not compensated through lower

taxes any more. This modification of the fiscal system might eventually lead to more gentrified

central municipalities than under a fiscally decentralized economy. This finding helps us to

make sense of a pattern that is observed in our data and that was suggested in previous studies

(Schmidheiny, 2006; Fretz et al., 2022): high-income individuals commute longer distances

and time than lower incomes in Switzerland.

1Note that in this study, our formulation of the “tax-gradient” diverges from that of Agrawal (2015), which studies
state-borders discontinuities and their effect on local sales taxes. The gradient is here making allusion to the
distance to the CBD and not to the state-border.
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3. TAXATION, COMMUTING AND RESIDENTIAL DECISIONS

Our study is part of two main strands of literature. First, we address the literature on the role

of taxation in individuals’ location decisions, and more specifically studies that investigate

the role of local income taxation and tax progressivity in spatial income sorting. The seminal

study of Schmidheiny (2006) was the first to show theoretically and empirically that the pro-

gressivity of local income taxes is a crucial factor to explain the observed income segregation

patterns in fiscally decentralized areas. This result is confirmed by Schaltegger et al. (2011),

who look at income sorting patterns in the agglomeration of Zürich using a municipal-level

IV approach to instrument local taxes. Additional causal evidence of the impact of taxes on

residential choices is provided by Schmidheiny and Slotwinski (2018), who make use of an

institutional rule inducing a large variation in taxes within the choice-set of foreign employees

in Switzerland. Another recent study by Basten et al. (2017), which exploits precise micro-

data and institutional border discontinuities, provides causal estimates of the capitalization

effect of local income taxes into housing prices and new evidence of tax-based income sorting

in Switzerland. Adopting a more structural approach to study the welfare implications of

local taxes, Brülhart et al. (2021) provide reduced-form IV estimates for the elasticity of the

count of tax-payers residing in a municipality with respect to local taxes. The authors show

a negative causal relationship between changes in local tax-rates and changes in tax-payer

counts, the magnitude of the effect increasing with income classes.

Second, we add up to the small literature that addresses the topics of local taxes and commut-

ing in a joint framework. Theoretically, De Bartolome and Ross (2003) extend the canonical

monocentric model of Alonso (1964) and Muth (1969) by considering a fiscally decentral-

ized environment. The authors use their stylized model to prove the existence of perfect

and imperfect income sorting equilibria, where local public good works as a compensating

factor for commuting distance. More recently, Agrawal and Hoyt (2018) investigate theo-

retically and empirically how local taxation impacts commuting time. In their theoretical

model, the authors consider the context of metropolitan statistical areas (MSA) divided by

state borders to examine the impact of tax discontinuities on employment and residential lo-

cation. They differentiate between residence-based taxation (reciprocity) and both residence

and employment-based tax schemes (no reciprocity). In their empirical application, the au-

thors make use of border discontinuities within a large number of MSA in the U.S. to estimate

the impact of tax differentials on commuting. They report evidence that, under the reciprocity

regime, an increase in the tax differential leads to a change in residential mobility, resulting

in more mobility from the low-tax side of the MSA.

The work of Agrawal and Hoyt (2018) is the closest to our study, but both differ in several

important dimensions. From a theoretical perspective, our paper focuses on the equivalent

of a reciprocal tax scheme, not in a two-sided MSA, but in a highly fragmented fiscal envi-

ronment with a larger choice set. As opposed to the general equilibrium model developed
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in Agrawal and Hoyt (2018), our structural model of individual location decisions takes the

spatial equilibrium as given. In contrast to their stylized model, ours explicitly accounts for

income sorting mechanisms that have been highlighted in the literature: non-homothetic

housing consumption and decentralized progressive taxation. On the empirical side, the high

variability of local taxes in Switzerland represents a particularly interesting case to study the

impact of income tax differentials on optimal commuting behavior. Larger individual choice

sets enable us to investigate how local taxes impact location and commuting decisions more

finely, hence providing better understanding of how those differ with respect to income level.

All in all, our results are consistent with the findings of Agrawal and Hoyt (2018), who ob-

serve an increase in the commuting flows from the low-tax states, particularly marked for

high-income individuals.

The rest of this paper is organized as follows. In section 2, we introduce the urban and in-

stitutional context of our research before turning to the structural location choice model in

section 3. In section 4 we present our data and descriptive statistics. Section 5 describes the

empirical approach we follow to assess the predictions of our theoretical model and presents

our empirical findings. In section 6, based on our empirical estimates, we conduct a counter-

factual exercise to illustrate the role played by fiscal decentralization in income sorting and

commuting decisions. Section 7 concludes.

2. Institutional and urban setting

Switzerland is a multi-level fiscal federation divided in 26 states called cantons, which in turn

are divided in around 2,500 municipalities.2 Each administrative level collects its own taxes

and possesses a certain degree of tax autonomy. The 26 cantons have their own tax laws and

decide autonomously on their tax schedules, rates and progressivity. As there exists an almost

perfect overlap of tax bases at the cantonal and municipal levels, municipalities choose one or

multiple tax multipliers that shift the cantonal tax schedules, hence generating variability in

municipal-level taxes. At the individual level, Swiss residents are liable to paying municipal,

cantonal and federal taxes, both on their income and wealth.3 For most taxpayers, income

taxes represent the largest share of their annual tax bill.4 Personal taxation is progressive, and

based on households’ residence place and characteristics. Tax rates hence vary substantially

2The exact number of municipalities depends on the year of observation, due to the ongoing municipal merger
process across the country.

3For foreigners, only people holding a C-permit (permanent residency) are subject to the so-called “ordinary
taxation”. Others are subject to a withholding tax, which does not vary within cantons. For that reason, foreigners
with other permits than C are not considered in this study.

4As an example, the median tax payer in Switzerland (single) with an annual income of CHF 80,0000.- and a
wealth below CHF 100,000.- would pay approximately CHF 10,000.- of income tax and less than CHF 100.- of
wealth tax annually, in 2015.
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Figure 2.1: Urban areas of study

Lausanne

Geneva

Bern

Zürich

Central municipalities In-canton municipalities Out-of-canton municipalities

Note: This figure displays the four urban areas of study. For each agglomeration, it distinguishes between the central municipality, the municipalities located in the same
canton as the central municipality and municipalities which are located outside this canton.

across and within cantonal borders, as well as along the household income distribution.5

Half of the Swiss population resides in the five largest agglomerations of the country: Zürich,

Geneva, Basel, Bern and Lausanne. Those represent more than 50% of total employment in

Switzerland (OFS, 2019). With the exception of the city of Basel, which we do not consider

in this study, Swiss cities have developed circularly around a single central municipality and

mostly within a single canton.6 Agglomerations of study are depicted in Figure 2.1. They

exhibit a typical monocentric structure: within a radius of 30 km around the city center, ap-

proximately half of the residing population works in the central municipalities (see Figure A1

in the Appendix). Within agglomerations, approximately 50% of the people working in the

5Figures A3 to A5 in the Appendix exhibit the consolidated tax burden faced respectively by a single tax payer, a
household with no children and a household with 2 children, within each of the agglomerations of study. The
tax burden measure refers to the consolidated federal, cantonal and municipal tax bill in CHF divided by gross
income.

6The high degree of local fiscal autonomy and the heterogeneity in cantonal-level tax schedules makes inter-
cantonal comparison rather tedious. For that reason, we will focus on intra-cantonal tax variation in this study,
and consequently omit the agglomeration of Basel, due to its low intra-cantonal administrative fragmentation
(only three municipalities).
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urban center reside in the central jurisdiction, while the remaining half lives in the rest of the

agglomeration (see Figure A2 in the Appendix).7

To give a sense of the spatial distribution of taxes within our four sample urban areas, we

report standardized tax multipliers and municipal housing price indices as a function of dis-

tance to the central municipalities, in Figure 2.2. These figures highlight the variability of

taxes and housing prices within a small geographical area: for a given distance to the produc-

tive centers, one can face substantial differences in taxes and housing prices. In urban centers,

tax rates and housing prices levels are typically high. As we move away from central munic-

ipalities, we observe a steady decline in the level of housing prices. This matches the classic

bid-rent theory from Alonso (1964) or Muth (1969) and prior empirical evidence of negative

housing price gradients (Duranton and Puga, 2015). In addition, moving slightly outside of

city-centers entails a sharp drop in local tax rates, which increase again slightly as we move

further outside the close ring of municipalities around the centers. Nevertheless, taxes in re-

mote suburbs remain lower than in central municipalities on average.8 The empirical spatial

distributions of taxes and housing prices point towards the existence of a spatial equilibrium

Figure 2.2: Taxes, housing prices and distance to agglomerations centers

(A) Tax gradient
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(B) Housing price gradient

50
10

0
15

0
20

0
N

or
m

al
iz

ed
 h

ou
si

ng
 p

ric
e 

in
de

x

0 5 10 15 20
Distance to CBD [in km]

Central municipalities Agglomeration municipalities

Note: This figure shows how municipal tax multipliers and housing price indices change with distance to the central municipality for the agglomerations of Zürich,
Bern, Lausanne and Geneva. To make variables comparable across agglomerations, we standardize them by dividing the local multiplier or housing price index by its
within-urban area average.

7We borrow the definition of central municipalities from the Swiss Statistical Office. A central municipality is
coined as such based on its density of population, employment and hotel stays. The rest of the agglomerations
made of peripheral or “suburban” municipalities are defined based on mobility patterns of commuters (OFS,
2019).

8All those points are represented visually in Figure C1, where we illustrate how taxes, housing prices and distance
to the CBD relate to each other, in a single graph. The graph shows that central municipalities are characterized
by higher taxes and housing prices. Suburban jurisdictions exhibiting low taxes and higher housing prices tend
to be closer to the CBD. On the contrary, high-tax and low-housing prices jurisdictions tend to be more distant.
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where taxes (and housing prices) are lower in non-central municipalities. Such equilibrium

might arise in a fiscally decentralized monocentric environment if taxes and housing prices

act as compensating differentials for longer commutes, as suggested in De Bartolome and

Ross (2003).

At the individual level, the shape of this “tax gradient” can generate an additional arbitrage

between commuting and taxes when choosing where to locate in the agglomeration, on top

of the usual trade-off between commuting and housing prices. As an example, a single indi-

vidual earning a yearly gross income of CHF 100,000.- in the municipality of Zürich will save

approximately CHF 2,100.- in income taxes by deciding to live in the neighboring municipality

of Kilchberg, located 7.5 km away from Zürich center. This is equivalent to a 19% decrease in

her yearly tax bill, at the cost of a 12-minute commute with the regional train or a 15-minute

car ride. In the next section, we develop a structural model of individual location decisions to

formally characterize these trade-offs and to study how those change with income level.

3. A model of residential location decisions in a fiscally decentralized and monocentric

urban area

3.1 Model setup

We develop a model of individual residential location decisions within a monocentric urban

area, where all individuals work in the central business district (CBD). We consider an urban

area that is composed of J municipalities, including the central one where the CBD is located.

The J municipalities are heterogeneous in various dimensions: they differ in terms of distance

to the central municipality δj , local tax rate τj , housing prices Qj and additional exogenous

amenities Bj (topographical amenities, historical monuments, etc.). The urban area is popu-

lated by atomistic individuals who choose their residence municipality j. Individual i derives

utility from a numeraire Ci, housing floor space Hi and a publicly provided good G.9 Agent

i’s private consumption is financed through her wage Wi, which she earns at the CBD, and

which is assumed to be set exogenously.

When making residential location decisions, atomistic agents take municipal characterisics as

given. Individual i’s decision to reside in municipality j impacts her utility in four different

manners. First, she is subject to a residence-based income tax τjr(Wi). The function r(Wi)

corresponds to the supra-municipal (cantonal-level) progressive tax schedule, with r′(Wi) > 0

and r′′(Wi) < 0, whereas τj represents the municipality-specific tax multiplier that shifts the

9Following Schmidheiny (2006), we assume that the level of government spending does not vary across munic-
ipalities. G can therefore be interpreted as the targeted minimal level of public spending. This choice is also
motivated by our empirical study context, where government spending is homogenized across municipalities
through fiscal equalization.
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cantonal schedule.10 Second, commuting costs depend on the distance between worker’s

place of residence and the CBD, δj . Third, the local level of housing prices Qj affects individ-

ual’s budget constraint through housing consumption. Finally, local exogenous amenities Bj

may directly affect the utility of the individual.

We assume individual i’s utility function to be Stone-Geary, which implies non-homothetic

preferences for housing (Schmidheiny, 2006; Brülhart et al., 2021). As for commuting, we

follow the recent literature and specify exponential commuting utility costs θj = eκδj (Ahlfeldt

et al., 2015; Heblich et al., 2020).11 Formally, the consumer problem writes

max
Ci,Hi

Uij =
zijBj

θj

(
Ci

)1−β(
Hi − υH

)β(
G
)γ

(3.1)

s.t. Ci +QjHi =
[
1− τjr(Wi)

]
Wi,

where zij is the idiosyncratic utility taste of individual i for municipality j, while β and γ are

preference parameters, and υH a Stone-Geary parameter. Based on the consumer’s program,

we derive Marshallian demand functions for the numeraire C∗
i and housing H∗

i , which we

plug back into the objective function to obtain the indirect utility function

Vi|j = Ω+ ln(zij) + ln(Bj)− κδj + ln
([
1− τjr(Wi)

]
Wi − υHQj

)
− β ln(Qj) + γ ln(G), (3.2)

where Ω = (1− β) ln(1− β) + β ln(β) is a constant term.12

3.2 Non-homothetic preferences and income sorting

We next study the trade-offs made by individuals between the municipal characteristics of

interest, τj , δj and Qj . As a matter of simplification, we set Bj = B for all municipalities,

where B can be interpreted as agglomeration-level amenities to which all individuals have

access. Such hypothesis seems reasonable in our context, given that municipalities are all

located in the same agglomeration, which expands over a limited geographical area. Munici-

palities hence presumably offer relatively homogeneous amenities Bj within agglomerations,

10This formulation of the progressive federalist tax schedule is inspired by Schmidheiny (2006).
11Note that the choice of considering commuting utility costs rather than monetary ones is also motivated by

empirical observations. It can be seen in Figure B1 that longer-distance commuters to agglomeration centers
in Switzerland work just as much and commute almost as often as shorter-commute individuals. It therefore
appears reasonable to assume that commuting is essentially a disutility cost in our context, and that it does not
reduce income. As a matter of completeness, we derive the model with commuting costs specified as monetary
costs in Section B and show that our results are qualitatively unchanged.

12Formally, Marshallian demand functions are given by H∗ =
β
[
(1−τjr(W ))W−QjυH

]
Qj

+ υH and C∗ = (1− β)
[
1−

τjr(W )
]
W − (1− β)QjυH .
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the latter playing a minor role in individual location decisions.13

We compute the marginal rates of substitution between municipal characteristics τj , δj and

Qj by totally differentiating equation (3.2), holding utility Vi|j = V constant:

MRSQ,τ =
dQj

dτj

∣∣∣
dV=0

= − ∂V/∂τj
∂V/∂Qj

= −r(Wi)Wi

H∗
i

< 0 (3.3a)

MRSQ,δ =
dQj

dδj

∣∣∣
dV=0

= − ∂V/∂δj
∂V/∂Qj

= −
κ
([
1− τjr(Wi)

]
W −QjυH

)
H∗

i

< 0 (3.3b)

MRSτ,δ =
dτj
dδj

∣∣∣
dV=0

= −∂V/∂δj
∂V/∂τj

= −
κ
([
1− τjr(Wi)

]
Wi −QjυH

)
r(Wi)Wi

< 0 (3.3c)

where H∗
i =

β
[
(1−τjr(Wi))Wi−QjυH

]
Qj

+ υH is the optimal housing quantity. Those three equa-

tions give rise to Proposition 1.

Proposition 1: Individual trade-offs between municipal characteristics

At the individual level, the three MRS between the local level of taxation τj , commuting distance

δj and housing prices Qj are all negative.

Proof. Proposition 1 directly follows from equations equations (3.3a) to (3.3c). □

This first result is straightforward: given that the three jurisdictional characteristics τj , δj and

Qj are all negatively valued by individuals, i.e. ∂V
∂τj

< 0, ∂V∂δj < 0 and ∂V
∂Qj

< 0, an increase in

one of those must necessarily be compensated by a decrease in another.

Given the mix of jurisdictional characteristics, households choose the residential location k

that yields the highest utility level:

V (τk, Qk, δk;Wi) ≥ V (τl, Ql, δl;Wi) ∀k ̸= l. (3.4)

Empirically, all municipalities are populated. We assume the same in our theoretical model.

Consequent to individuals valuing negatively the three jurisdictional characteristics, it must

be that there exists some compensation between those, to rule out empty municipalities. This

13Our assumption of homogeneous amenities should not only hold for reasons related to the small geographical
scale of the urban areas of study. It is also reasonable given the centralized organization of agglomerations and
planification of their development at the supra-municipal level, which prevent the emergence of degenerated
places. For instance, all municipalities must offer public primary schooling at the local level. This factor, which
has been shown to be an important source of location decisions in the U.S. context, should play a minor role
in the Swiss context. Exogenous amenities, but also possibly endogenous ones (which are taken as given by
individuals when choosing their residence place), are thus presumably homogeneous within agglomerations.
On the empirical side, we further address this simplifying assumption in our econometric analyses by controlling
for different observable municipal amenities.
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point is formalized in the next lemma.14

Lemma 1: Compensating municipal characteristics

If every location j is populated, then at least one municipal characteristic must compensate for

the two others. A high-tax jurisdiction must exhibit either low housing prices and/or low com-

muting distance. Jurisdictions with high housing prices must have either low taxes and/or low

commuting distances. Jurisdictions located far from the city-center must exhibit low taxes and/or

low housing prices.

Proof. The proof is by contradiction. If a jurisdiction exhibits lower level of taxes, housing

prices and commuting distance than other jurisdictions, then all households will move to this

jurisdiction. This contradicts the assumption that every location is inhabited. □

Next, we study how preferences towards municipal characteristics vary with income level Wi.

In that respect, we take the derivative of the MRS with respect to Wi:

∂MRSQ,τ

∂Wi
= − [(1− β)QjυH [r(Wi) + r′(Wi)Wi] + βr′(Wi)W

2
i ]

Q(H∗
i )

2
< 0 (3.5a)

∂MRSQ,δ

∂Wi
= −

κ
(
1− τj

[
r(Wi) + r′(Wi)Wi

])
υH

(H∗
i )

2
< 0. (3.5b)

∂MRSτ,δ
∂Wi

= −
κ
[
QjυH [r(Wi) + r′(Wi)Wi]−W 2

i r
′(Wi)

]
W 2

i [r
′(Wi)]2

⋚ 0 (3.5c)

The three equations above show that low and high-income individuals have different sensitiv-

ity towards municipal characteristics, i.e. the pairwise marginal rates of substitution between

municipal characteristics are more or less steep depending on the income level Wi. Equa-

tions (3.5a) and (3.5b), whose directions are unambiguous, show that rich individuals are

less sensitive to housing prices relative to both taxes and commuting. Intuitively, high-income

earners are willing to pay fewer taxes (to avoid higher progressive tax rates) and to commute

less (due to their higher opportunity cost of commuting), at the cost of higher housing prices.

Equation (3.5c), for its part, shows that it is not clear how the trade-off between taxes and

commuting distance varies with income.

Taken together, equations (3.5a) and (3.5b) show that high-income individuals are always less

sensitive to housing prices. Without any further restriction, we cannot clearly state how pref-

erences for taxes and commuting vary with income, due to the ambiguity of equation (3.5c).

14This assumption is presumably met in our empirical context, as shown in Figure C1.
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This ambiguity is removed if the following condition holds:

0 <
QjυH
Wi

<
1

1 + γ(Wi)−1
< 1, (3.6)

where γ(Wi) ≡ r′(Wi)Wi

r(Wi)
> 0 captures the degree of progressivity of the tax schedule. The

above condition states that if the share of a marginal increase in the income devoted to taxes

paid in municipality j is larger than the share of income devoted to minimal housing con-

sumption νH valued at the local housing price Qj , then the sign of equation (3.5c) is strictly

positive. Consequently, high-income individuals will be more averse to taxes than to commut-

ing. This condition is more likely to hold for tax schemes that are strongly progressive, i.e. for

high r′(Wi).

The predictions of our model on how the valuation of jurisdictional characteristics changes

with income is summarized in Proposition 2.

Proposition 2: Individual sensitivity to municipal characteristics

High-income individuals are less sensitive to housing prices. If additionally equation (3.6) holds,

high-income individuals are unambiguously more sensitive to taxes. In that case, how preferences

for commuting change with income level is ambiguous.

Proof. The proof directly follows from equations (3.5a) to (3.5c) and equation (3.6). □

What are the consequence of our model for individual location decisions and spatial income

sorting? As high-income individuals are less sensitive to housing prices, they are less reluc-

tant to locate in municipalities with high level of housing prices. Similarly, if the condition

described in equation (3.6) is met, rich individuals are more sensitive to taxes and prefer to

locate in municipalities where taxes are low.15 Finally, equation (3.6) does not remove the

ambiguity towards commuting. We thus remain agnostic about how richer individuals value

centrality.

15If the condition is not met, the prediction with respect to taxes is ambiguous. However, the higher sensitivity
of higher income towards taxes has been shown empirically in different geographical and time contexts in
Switzerland, notably in Schmidheiny (2006), Basten et al. (2017) or Brülhart et al. (2021). Based on these past
findings, we expect richer individuals to be more sensitive towards taxes in spite of our ambiguous theoretical
predictions. For that reason, assuming equation (3.6) seems reasonable in our context, so as to impose more
structure on our predictions. However, it is worth mentioning that equation (3.6) is a sufficient but not necessary
condition to state that high-income individuals are globally more sensitive to taxes. For different parameter
values, this may occur even despite condition equation (3.6) not being met.
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3.3 Fiscal decentralization and tax progressivity

The reason behind the ambiguity in the non-homotheticity in preferences for commuting is

related to two counteracting forces in our model: non-homothetic preferences for housing and

decentralized progressive taxation. In order to emphasize the role played by progressivity, we

switch off tax progressivity by setting r(Wi) = r̄, i.e. we consider a system of proportional

taxation. In this new setting, the changes in relative preferences with respect to income are

modified as follows:16

∂MRSQ,τ

∂Wi
= −(1− β)QjυH r̄

Q(H∗
i )

2
< 0 (3.7a)

∂MRSQ,δ

∂Wi
= −

κ
(
1− τj r̄

)
υH

(H∗
i )

2
< 0. (3.7b)

∂MRSτ,δ
∂Wi

= −κQjυH
r̄W 2

i

< 0 (3.7c)

The sign of equation (3.7c), describing the non-homotheticity in the relative valuation of

commuting and taxes, is now strictly negative. This affects the spatial sorting predictions

of the model: higher-income individuals now have a higher willingness to pay for shorter

commutes than for lower taxes. The intuition behind this result is the following: in the

absence of tax progressivity, the gain from living in a low-tax jurisdiction is no longer over-

proportionally larger for high-income earners. At the same time, the cost of living farther is

still higher for high incomes and increases exponentially with distance. In this setup, richer

individuals locate closer to the city center and have no particular preferences for low-tax

municipalities.

What if instead of shutting-off progressive taxation, we remove income taxes as a municipal

characteristic? This corresponds to a fiscally centralized case, where taxes are the same wher-

ever individuals choose to locate. In this context, the residential decision of the individual

boils down to a trade-off between commuting distance δj and housing prices Qj . The corre-

sponding MRS between the two jurisdictional characteristics is equivalent to equation (3.3b),

only that the local multiplier loses its subscript j. Shutting off the decentralized structure of

taxation then leads to the prediction that richer agents are more sensitive to commuting than

to housing prices. Given our assumption that all municipalities are populated, we expect a

fiscally centralized city structure where income is monotonically decreasing with distance to

the CBD.

16Note that the signs of the marginal rate of substitutions between jurisdictional characteristics remain unchanged,
as all three characteristics τj , δj and Qj are still undesirable to the consumer.
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Taken together, these results show that progressive taxation combined with fiscal decentraliza-

tion are at the core of the ambiguous trade-off between commuting and taxes. By “hurting”

high-income individuals disproportionately more, tax progressivity makes them potentially

more sensitive to taxes, and reduces their opportunity cost of commuting. Given high in-

comes’ ability to self-select into low-tax jurisdictions, those end up willing to commute longer

distances so as to reduce their tax bills. Fiscal decentralization, together with tax progressiv-

ity, thus affects the optimal commuting distances chosen by individuals, and reduces higher

incomes’ disutility from commuting compared to the fiscally centralized case. In the remain-

ing of the paper, we confront our theoretical model to the data, to assess our predictions on

the trade-offs made by individuals when they make residential location decisions in fiscally

decentralized cities.

4. Data and descriptive evidence

4.1 Data

Our empirical analysis relies on four main sources of data. First, we collect information on

Swiss residents’ mobility through the Structural Survey, for the years 2010 to 2016. This

annual cross-sectional survey is conducted by the Swiss Federal Statistical Office and covers

approximately 200,000 different individuals every year (approximately 2.5% of the residing

population). It contains detailed socio-demographic information on individuals who are in-

terviewed, as well as some information on the members and composition of their households.

The survey also contains information on residence municipality up to five years prior to the

year of observation, which enables us to identify individuals who move and choose a new

municipality of residence within our agglomerations of study. The Structural Survey addition-

ally contains various measures of commuting such as information on individuals’ workplace,

the exact commuting distance (accounting for the mean of transportation) and self-reported

commuting time.

We complement this first dataset with information on individuals’ gross income. Those are

obtained from the Swiss Federal Compensation Office and are matched by means of social

security unique identifiers. This second dataset contains information on gross income sources

and amounts that are liable to social security contributions, for all household members related

to the individuals we observe in the Structural Survey.

Third, we compute individual-level measures of taxation for each municipality and year.

These data are provided by the Federal Tax Administration under the form of a consolidated

tax burden (encompassing municipal, cantonal and federal taxes), which is available for dif-

ferent generic tax payers. Specifically, this individual-specific measure is computed for all

Swiss municipalities (of residence), for different family types (single, married without chil-
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dren, married with children) and for different income classes.17 As the computation by the

Federal Tax Administration takes into account any type of fiscal deductions, the tax burden

measure represents a fairly good approximation of the annual tax bill paid by the households

in their municipality of residence.

Finally, we complement household-level information with municipality-level variables. We

collect information on municipal public finances from the cantonal statistical offices, infor-

mation on housing vacancies, housing supply and land use from the Swiss Federal Statistical

Office, data on housing prices from Fahrländer Partner AG, and additional geocoded data from

the Federal Office of Topography Swisstopo.18

4.2 Sample of analysis

In order to empirically assess the income sorting predictions of our theoretical model, we

impose several sample restrictions. First, we restrict our sample to individuals who recently

moved to one of the urban areas of study and who actively made a location decision. For each

in-moving individual, we observe precisely her characteristics and the municipal features she

faces in the year when she chooses her residence place. In addition, we exclude people who

settle outside the canton where the agglomeration center is located, to ensure comparability

in the tax schedules and public services they face.19 Consequent to this within-agglomeration

restriction, differentials in tax burdens between two municipalities arise exclusively from dif-

ferentials in municipal taxation, for a given income class.

Second, in line with our theoretical framework, we study exclusively individuals who work

in the central municipalities of sample areas. This monocentric assumption appears to be

reasonable in the Swiss urban context: as shown in Figure A1 in the Appendix, the majority

of people living in the four urban areas of study actually work in the central municipalities.

This restriction also fixes the productivity at the workplace to the same level for all individuals,

in line with our assumption of exogenous individual wages.

Our baseline sample of analysis, which we refer to as the All movers sample, is composed

of 11’031 individual locations decisions (or “moves”) in the four agglomerations of study,

17Given that the information reported in the tax burden dataset is only available for generic households, we
compute individual-specific tax burden by means of linear interpolation, e.g. a married couple with one child
(in-between 0 and 2), and a gross income of CHF 110’000.- (in-between CHF 100’000.- and CHF 120’000.-).

18The housing prices variable stems from a hedonic regression at the micro-level, which controls for various
characteristics of housing lots. Hedonic housing prices are then aggregated to the municipality level. The
resulting index measures the relative expensiveness of a municipality in terms of housing prices. As, it is only
available up to year 2013, we impute the housing price index based on the average municipal-level growth rate
5 years prior to 2013, for the remaining missing years 2014-2016.

19This “intra-cantonal” restriction does not crucially affect the composition of our sample. The urban areas of
Zürich, Bern, Lausanne and Geneva being located principally within a single canton, most individuals commut-
ing to agglomerations’ CBDs work and live in the same canton, as shown in Figure A2.
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between 2010 and 2016. Additional details on the geographical and time structure of our

analysis sample can be found in Table C1, in the Appendix.

We assess the representativity of our sample of analysis in Table 4.1. This one reports de-

scriptive statistics on individuals in the All movers sample in columns (1)-(2), i.e. individuals

who work in the city center and who have moved into the urban areas during the observation

period. This sub-population might differ from the overall population living in the agglomer-

ations of study. As matter of comparison, we report descriptive information on two broader

samples: columns (3)-(4) cover all workers who commute to the central municipalities (in-

cluding non-movers), whereas columns (5)-(6) refer to all workers living in the areas of study

Table 4.1: Characteristics of sampled individuals and representativity of the analysis sample

Analysis sample Comparison samples

All movers All commuters CBD All ind. in agglo.

(1) (2) (3) (4) (5) (6)
Panel A : Numerical var. Mean SDV Mean SDV Mean SDV

Location and commuting
Live in CBD 0.36 (0.48) 0.48 (0.50) 0.39 (0.49)
Commuting distance [in km] 7.42 (5.30) 7.57 (6.43) 12.53 (17.10)
Commuting time [in min.] 28.23 (16.39) 28.70 (16.86) 32.04 (24.50)
Taxation
TB residence place [in pp.] 10.41 (4.44) 10.45 (4.76) 10.04 (4.99)
TB workplace [in pp.] 10.78 (4.59) 10.72 (4.87) 10.11 (5.08)
∆ TB [in pp.] -0.37 (0.67) -0.27 (0.58) -0.08 (1.01)
Employment
Income contributor [in kCHF] 87.73 (68.30) 94.45 (77.01) 88.96 (101.82)
Household income [in kCHF] 111.41 (91.54) 129.98 (101.09) 123.58 (129.82)
Hours worked per week 38.64 (9.43) 36.85 (10.71) 34.58 (14.40)
Sociodemographic
Age 34.59 (9.69) 42.00 (11.37) 41.55 (12.14)
Female 0.54 (0.50) 0.53 (0.50) 0.51 (0.50)
# dependent children 0.39 (0.75) 0.67 (0.95) 0.63 (0.94)
Panel B : Categorical var. Frequency %. Frequency %. Frequency %.

Education

Primary 613 5.56 7838 9.78 18725 9.53
Secondary 4209 38.16 32821 40.96 83704 42.60
Tertiary 6209 56.29 39461 49.25 94048 47.87
Marital status

Single 6343 57.50 31167 38.90 77423 39.41
Married 3741 33.91 40397 50.42 99189 50.48
Divorced and other 947 8.58 8556 10.68 19865 10.11
Residence status

Swiss resident 9172 83.15 66569 83.11 173352 88.23
C-permit 1859 16.85 13525 16.89 23125 11.77

Note: This table reports descriptive statistics on the characteristics of the individuals in our data. Statistics on three different samples are reported. Columns (1)-(2)
correspond to the sample of analysis, made of individuals who work in the central municipalities and who have moved recently. Columns (3)-(4) correspond to all
individuals who commute to the central municipalities. Columns (5)-(6) encompass all workers in the intra-cantonal agglomeration. Panel A reports summary statistics
on numeric variables, while panel B reports information on categorical characteristics.
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(including non-movers and those who do not work in the CBDs).

In terms of socio-demographic characteristics, people in the analysis sample are 34.59 years

old on average. They are slightly younger than those in the two comparison samples (42.00

and 41.55 years old). This pattern is not surprising given that individuals who make moving

decisions tend to be younger. Similarly, they are more likely to be single and have less chil-

dren. They also tend to have a higher level of education and are somewhat less likely to hold

the Swiss nationality, compared to the average resident of the agglomerations.

Individuals in the analysis sample commute an average distance of 7.42 km to work, equiva-

lent to an average commuting time of 28.23 min. They work 38.64 hours per week and earn a

yearly individual gross income of CHF 87,730.- on average. This represents the major source

of their household income (CHF 111,410.- on average), which is the basis for income taxa-

tion in Switzerland. Those figures are somehow similar for the two comparison samples, with

slightly more marked differences for the sample covering all workers in the agglomerations.

The average tax burden paid at the residence place (10.41%) is smaller on average than at the

workplace (10.78%) in the analysis sample: this corresponds to an average tax burden differ-

ential (between the residence and workplace) of -0.37 percentage points. Similar patterns,

yet less pronounced, are observed for the two comparison samples.

4.3 Descriptive evidence

Figure 4.1 provides descriptive evidence on the trade-offs made by individuals in the analysis

sample between taxes and housing prices on the one side, and commuting distance on the

other side. Solid lines in the two panels show the unconditional average of the (municipal-

level) standardized tax multiplier or housing price index, for each decile of individual-level

commuting distance. Dashed lines display the same relationship, net of various municipal-

level amenities and individual characteristics.20

Panel A shows that longer commutes are offset by lower taxes, whether we consider the

conditional or unconditional relationship. This pattern turns out to be slightly convex: indi-

viduals living further from the central municipalities are compensated through lower taxes,

but this compensation starts decreasing for very long commutes. This picture is consistent

with Figure 2.2 in section 2, which describes individuals’ choice set and shows that outer-ring

municipalities of the urban areas tend to have higher tax rates than suburban municipalities

20This conditional relationship is obtained by regressing the municipal level of taxes or price on distance (deciles)
and several municipal amenities: government expenditure, transportation network, distance to the next motor-
way, share of green space, share of 3-4 rooms flats, housing vacancy rate, a binary indicator for the presence
of a secondary school, a binary indicator for the presence of lake border and the share of non-Swiss citizens
in the municipality. The local level of taxation is also added as a regressor in the case where housing prices is
the dependent variable, and conversely. Individual characteristics are also controlled for (size of the household,
age, gender, civil status, number of children, income).
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Figure 4.1: Taxes and housing prices per decile of commuting distance
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Note: This figure reports descriptive evidence on the trade-offs made by in-moving individuals in our analysis sample between taxes, housing prices and commuting.
The figure reports the average (standardized) municipal tax multiplier and municipal-level housing prices per decile of individual-level commuting distance. Deciles
of commuting distance are computed within agglomerations. Panel A displays the relationship for the tax multiplier, while panel B shows the same relationship for the
housing price index. Both municipal-level amenities are standardized with respect to the agglomeration average. Solid lines correspond to the unconditional tax or housing
price level per income decile. Dashed lines report the same relationship, conditional on several municipal and individuals controls, obtained through a multivariate linear
regression. 99%-confidence intervals for the average are reported.

located next to city centers. Further, as the tax expensiveness measure only weakly increases

for the last deciles of commuting distance in Figure 4.1, this graph suggests that most individ-

uals who commute to CBDs reside in municipalities nearby the city centers, where taxes are

lowest. In a similar fashion, panel B shows that longer commutes to work are compensated

through lower housing prices, that are ever-decreasing with respect to distance-to-CBD. This

pattern also holds when we account for municipal and individual characteristics, as illustrated

by the dashed line.

We next provide preliminary evidence on income sorting patterns in Figure 4.2. For each

income decile, we report the average level of the tax multiplier, commuting distance and

housing prices of the chosen residence municipalities. This graph first reveals the existence

of substantial income sorting based on local taxation: the average standardized tax multiplier

is monotonically decreasing with income. This pattern suggests that higher incomes tend to

self-select into low-tax jurisdictions.21 Second, high-income individuals tend to locate further

away from city centers: the average distance commuted by individuals belonging to the 1st

income decile amounts to 6.0 km, while those belonging to the 10th income decile commute

an average distance of 8.4 km. A similar pattern is observed for commuting time, as illustrated

in Figure C2 in the Appendix. Third, housing prices faced by individuals decrease with the

21In quantitative terms, this sorting phenomenon can lead to substantial individual tax savings, as shown in
Table C2 in the Appendix. Commuters to the CBDs save between 2.2% to 5.9% of their tax bills on average
compared to what they would pay if they were to reside in urban centers, depending on whether they belong to
bottom or top income deciles.
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Figure 4.2: Taxes, housing prices and commuting distance per income decile
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Note: This figure shows graphical evidence on income sorting patterns, based on taxes, housing prices and commuting. The figure plots the average standardized municipal
tax multiplier, average standardized municipal-level housing prices and average individual-level commuting distance per income decile.

level of income, up to the 8th decile. This reflects the longer commutes endured by higher

incomes and the negative housing price gradient that prevails in our sample urban areas.

However, this pattern reverses for individuals belonging to the two last income deciles, who

tend to live in jurisdictions featured with substantially higher average housing prices.

These prima facie evidence suggest that taxes, housing prices and commuting are valued

differently by agents with different income levels. Specifically, high-income earners seem

to live outside the city centers, where taxes are low, and commute to CBDs to work. This

pattern echoes the income mixing spatial equilibrium described in De Bartolome and Ross

(2003), where high incomes get compensated for longer commutes through their preferred

level of local public services. In our context, we remain agnostic about the generation of the

equilibrium that prevails in the fiscally decentralized agglomerations of study. We rather focus

on the empirical evaluation of the trade-offs made by individuals when making residential

decisions, given the current spatial distribution of municipal characteristics.

5. Empirical analysis

5.1 Econometric approach

In order to empirically assess our theoretical model’s predictions, summarized in Proposition

2, we rely on the indirect utility formulation derived in equation (3.2). We specify an em-
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pirical location choice model in a random utility framework to study how individuals with

different incomes value local taxes, housing prices and commuting when making residential

decisions. Our baseline empirical model reads

Vijt = αj + ψτ · τ̂ijt(Wit) + ψQ · ln(Qjt)× ̂ln(Wit) + ψδ · δj × ̂ln(Wit) (5.1)

+Xitγj + ηijt,

where Vijt represents the random utility obtained by individual i in moving-year t, if she

chooses to settle in municipality j.22 The parameter αj is a municipality- (or alternative-)

specific constant capturing the utility that is derived from all municipal characteristics which

are fixed in time, averaged across all individuals i. This coefficient does not only encompass

the average utility obtained from municipal amenitiesBj , but it also captures the “main effect”

of taxes, commuting and housing prices on the indirect utility. Consequently, the average

(marginal) utility derived from each specific municipal characteristic is not directly identified

in the model.23,24

To capture differentials in the valuation of the municipal characteristics of interest with re-

spect to income, we introduce interaction terms between on the one side municipal-level

taxes, housing prices and commuting, and on the other side individual’s (household) income.

For housing prices, we specify a multiplicative interaction term between the log-housing price

index of municipality j and the log-income of individual i demeaned with respect to the

urban-area specific yearly income average, all in year t: ln(Qjt)× ̂ln(Wit).25 This interaction

term captures the mediating effect of income on the marginal disutility from an increase in

housing prices. We proceed in a similar fashion for commuting, with δj × ̂ln(Wit) measuring

how commuting is valued across the income distribution. Specifically, the municipal-level

commuting measure δj is defined either as the Centroid distance (from center to center), Av-

22Given that we pool our sample across agglomerations, we specify disjoint choice sets for each year and agglom-
eration. As a matter of computational ease, we restrict the choice set to municipalities that are located less
than 20 km from the central municipality (as measured by the centroid distance), and for which we observe at
least 10 moves. The estimated coefficients correspond to a weighted average of the effects across agglomeration
areas.

23This limitation comes from the fact that the model is identified on differences in utility. More specifically, only
the average difference in utility between two jurisdiction is identified, provided that the alternative specific
constant of one alternative is standardized (to zero).

24Given that we observe moving decisions over several years, the “main effect” of (time-varying) taxes and housing
prices are theoretically identified in our context. However, this identification would rely on the time-variability
of these variables, which is very limited over the sample period, as described in Figures D2 and D3. This makes
such identification infeasible in practice.

25Formally, ̂ln(Wit) is defined as ln(Wit) − ln(W t), where Wit is the household income of individual i in year t
and W t is the urban-area specific yearly income average. The agglomeration index is omitted as a matter of
simplicity.
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erage commuting distance or Average commuting time between municipality j and the central

jurisdiction of the agglomeration. The two last measures are computed based on the infor-

mation reported in the Structural Survey, and account for non-zero commuting of individuals

residing in the central municipalities.26 Regarding taxes, we consider an alternative inter-

action term, namely the tax burden to which individual i would be subject if she were to

move to municipality j, demeaned with respect to the average tax burden she faces in the

agglomeration (both in moving-year t). This variable τ̂ijt(Wit) depends on the municipal tax

multiplier τj , individual’s income Wit and tax-payer’s type. It is equivalent to an interaction

term between municipal taxation level and individual income, and does not need to be further

interacted with income.27

In addition to the above-mentioned interaction terms, we control for individual-specific char-

acteristics in our specification through the vector Xit (sex, age, marital status, household

size), whose coefficients are municipal-specific. The idiosyncratic taste error term ηijt is as-

sumed to follow a generalized extreme value (GEV) distribution of type I (McFadden 1974,

1978).28 Under this assumption, the conditional probability of individual i choosing residen-

tial location j can be written as Pijt(ξj) =
expVijt∑
k exp(Vikt)

, where ξj = {αj , ψτ , ψQ, ψδ, γj}. This

specification makes the implicit assumption of Independence of Irrelevant Alternatives (IIA),

which we further discuss in the context of our robustness checks.

Our empirical strategy relies on the identifying assumption that municipal characteristics are

taken as given by atomistic individuals when they make residential decisions. This assumption

is presumably met in our context, as we study urban areas that are densely populated and

where each in-moving individual has a marginal effect on the overall residing population.

Each atomistic agent is therefore unlikely to have a direct effect on municipal housing prices

or local tax rates where she decides to settle down.29 Moreover, our sample period is relatively

short (2010-2016), which limits the impacts of aggregate in-moving population dynamics on

local public finances and housing markets. This can be seen in Figures D2 and D3 in the

26The two latter variables account for the fact that individuals living in the central municipality also commute
to work, while the former assume zero commuting for those individuals. The relationship between the three
municipal-level commuting measures are reported in Figure D4.

27The tax burden measure τ̂ijt(Wit) accounts for tax-payer type and the exact cantonal tax schedule. We thus
favor this measure over the multiplicative interaction term between (log-) municipal tax multiplier and income
ln(τjt)× ̂ln(Wit), the latter representing a more constrained specification of the interaction term between local
taxes and income.

28In the ensuing estimations, we follow the literature on residential location decisions and do not cluster the
error term by municipality (see e.g. Schmidheiny, 2006; Basten et al., 2017; Mulalic and Rouwendal, 2020).
Given that we observe every individual making a location decision once and that the “treatments” of interest
(interactions between municipal characteristics and individual’s income) are assigned at the individual level,
clustering is not warranted (Abadie et al., 2023).

29Taken altogether, in-moving individuals represent a relatively small proportion of the overall residing population
in sample urban areas (approximately 5% to 9%, as shown in Figure D1).
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Appendix, which show that local tax rates and housing prices growth rates have remained

relatively stable during the period covered by our study.

Relating our theoretical predictions on individuals’ preferences towards municipal charac-

teristics to empirics, we expect ψQ to be positive, as the mediating effect of income on the

marginal disutility from housing prices is predicted to positive. Conversely, the parameter

ψτ is expected to be negative, i.e. the mediating effect of income on the marginal disutil-

ity from taxes is negative. Finally, the sign of ψδ remains a priori undetermined, due to the

counteracting forces emphasized in the theoretical section.

5.2 Income sorting results

5.2.1 Main results

We report estimation results of equation (5.1) in Table 5.1. Odd columns report the base-

line estimates including only the municipal characteristics of interest, for our three different

measures of commuting. Results in the even columns add interaction terms between other

municipal amenities on the one side (municipal-level share of 3-4 bedroom apartments, share

of foreigners, share of green space and presence of a lake or river), and individual’s income on

the other side. These amenities could be additional drivers of income sorting and confound

the estimates of the municipal characteristics of interest. As regressors are not measured in

the same unit within models and since commuting is not measured in the same unit across

models, the utility metrics and the quantitative interpretation of coefficients differ across our

estimates. Consequently, the focus is set on the signs of the coefficients rather than on their

magnitude.

The estimated ψ̂τ parameter associated with demeaned tax burden turns out to be negative

and strongly significant across all specifications. This result confirms that high-income indi-

viduals are effectively more sensitive to taxes due to tax progressivity, in line with previous

findings in the literature (Schmidheiny, 2006; Schmidheiny and Slotwinski, 2018; Brülhart

et al., 2021). Our estimation results also show that richer individuals are less deterred by

housing prices: the coefficient ψ̂Q for the interaction term between housing prices and indi-

vidual income is found to be positive and strongly significant in all columns. This reveals that

high incomes’ utility is less affected by housing prices compared to low-income individuals,

a consequence of non-homothetic preferences for housing in light of our theoretical model.

Finally, the a priori ambiguous change in the valuation of commuting along the income dis-

tribution turns out to be positive: across all specifications, the coefficient ψ̂δ is estimated to

be positive and significant, whatever the measure of commuting δj we consider. Those find-

ings reveal that high income-individuals are less sensitive to commuting, and corroborate the

observation first made by Schmidheiny (2006) for the agglomeration of Basel. According to
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Table 5.1: Location choices and income sorting

Measure of δj Centroid distance Avg. commut. distance Avg. commut. time

(1) (2) (3) (4) (5) (6)
Location Choice Model

Municipal characteristics

τ̂ijt(Wit) -0.619*** -0.554*** -0.673*** -0.593*** -0.636*** -0.559***
(0.055) (0.055) (0.053) (0.054) (0.053) (0.055)

ln(Qjt)× ̂ln(Wit) 0.830*** 0.849*** 0.628*** 0.661*** 0.745*** 0.742***
(0.126) (0.160) (0.110) (0.150) (0.111) (0.142)

δj × ̂ln(Wit) 0.037*** 0.023*** 0.038*** 0.018*** 0.044*** 0.029***
(0.005) (0.006) (0.006) (0.007) (0.005) (0.006)

Other municipal amenities Bj

ln(Housingjt)× ̂ln(Wit) -0.502*** -0.485** -0.546***
(0.192) (0.192) (0.192)

ln(Foreignersjt)× ̂ln(Wit) -0.428*** -0.457*** -0.420***
(0.077) (0.081) (0.076)

ln(Green Spacejt)× ̂ln(Wit) 0.077** 0.061* 0.059*
(0.036) (0.035) (0.036)

I(Lakejt = 1)× ̂ln(Wit) -0.093* -0.101* -0.059
(0.056) (0.056) (0.055)

Average ASC

Central mun. α̂j 0.000 0.000 0.000 0.000 0.000 0.000
Average suburban α̂j -6.130 -6.077 -6.168 -6.104 -6.130 -6.077
Indiv.-specific controls Yes Yes Yes Yes Yes Yes
Nbr. municipalities 166 166 166 166 166 166
Nbr. individuals 11031 11031 11031 11031 11031 11031
Log-likelihood -30645.480 -30610.090 -30650.330 -30615.097 -30640.527 -30607.002

Note: This table reports the pooled estimates of equation (5.1) with disjoint choice sets across agglomerations. The error term ηijt is assumed to follow a Type I GEV
distribution. In each specification, the alternative-specific constants of the central municipalities are standardized to 0. The three sets of estimates in columns (1)-(2),
(3)-(4) and (5)-(6) are based on different measures of commuting δj between municipality j and the center of the agglomeration (Centroid distance, Average commuting
distance and Average commuting time). Columns (1)-(3)-(5) report the estimation results for the baseline specification, while columns (2)-(4)-(6) introduce additional
interactions between income and municipal amenities. Robust standard errors are reported. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.

our theoretical model, this result is explained by the fact that the benefit from lower taxes,

exacerbated by tax progressivity, more than outweighs the commuting disutility for high in-

comes. Consequently, high-income individuals tend to self-select into low-taxes municipalities

located in the suburban area, at the cost of longer commutes.

Does this pattern however hold for any commuting distance or time? In Table D1 in the Ap-

pendix, we additionally interact income with the squared measure of commuting in order to

assess non-linearities in the relationship between commuting and income sorting. Across our

different specifications a similar pattern emerges: the parameter associated with the interac-

tion of income with the commuting measure is found to be positive and significant, whereas

the interaction with squared commuting distance or time consistently exhibits a statistically

significant negative coefficient. This indicates that high-income earners are more willing to

commute from the close suburb of city-centers than lower incomes, but this relation reverses
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for longer commutes.30

5.2.2 Robustness

We assess the robustness of our income sorting results in several ways.

First, we address the question of the exogeneity of the municipal characteristics for indi-

viduals in our analysis sample, which contains all movers into the agglomerations of study.

Specifically, those people who already lived in the agglomerations before moving might have

social bonds within the sample urban areas, and might base their residence choices on other

location factors that are unobserved to us. As a robustness check, we re-estimate our baseline

empirical location choice model on two restricted samples, that condition on movers’ previous

residence place: the Outside urban area and Outside canton samples. These are respectively

made of individuals coming from outside the urban area and of those moving from another

canton than the one where the agglomeration is located. The residential decisions of indi-

viduals in these restricted samples are presumably less prone to be affected by unobserved

components that are correlated with taxes, housing prices and commuting, given that they

may have limited knowledge about the agglomeration where they move.31 Coefficients esti-

mated on these subsamples are reported in Table D2 and turn out to be qualitatively the same

across all estimation samples, hence confirming our baseline income sorting results.

Second, we address the IIA assumption, which states that the unobserved component ηijt of

the random utility is independent across locations j. Intuitively, this assumption implies that

if municipality j′ were to be removed from the choice set of mover i, individual’s choice prob-

abilities for the remaining alternatives would shift in a proportional manner. In our context,

one could rightfully presume that densely populated municipalities, or even the central mu-

nicipalities themselves, are less comparable to more remote and sparsely populated suburban

jurisdictions. Correlation between preferences for municipalities of the same type would then

contradict the IIA assumption. To assess the validity of this assumption and the robustness of

our baseline results, we proceed in two ways. First, we implement nested logit models, which

relax the IIA assumption by allowing correlations of the error term within nests of alternatives.

Second, we run the baseline conditional logits excluding the central municipalities.

In Tables D3 and D4, we report nested logit estimates, with two nests specified according

to municipal-level population density measures (high and low-density). Those are based on

30This pattern was already noted by Schmidheiny (2006) for the case of Basel. In our study, we propose a struc-
tural interpretation of this observation through, among others, the role of decentralized progressive taxation
and exponentially increasing commuting costs. Intuitively, for high-income individuals, the disutility from too
long commutes might outweigh potential gains in local taxes from locating farther, even with strong income tax
progressivity.

31This approach is similar in essence to the study of Schmidheiny and Slotwinski (2018), who rely on moving
decisions made by foreigners living in Switzerland and who obtain a permanent residence permit.
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two official municipality classifications from the Swiss Statistical Office and EUROSTAT.32 The

nested logit model identifies additional parameters λhigh-density and λlow-density, each capturing

the degree of dissimilarity between the alternatives within the corresponding nest. Those

parameters indicate whether the nested model should be favored over the conditional logit

specification.33 We estimate this model on each agglomeration separately, and additionally

report agglomeration-specific conditional logit results as benchmarks and further checks of

our pooled estimates obtained on all agglomerations simultaneously. Agglomeration-specific

conditional logit results are found to be mostly consistent with our pooled estimates. Also,

taking the nest structure into account does not lead to a noticeable change in the estimated

coefficients and standard-errors. However, for most specifications the dissimilarity parameters

λhigh-density and λlow-density are either bigger than one or not significantly different from one. As

no nest structure generally meets the assumption of the random utility framework, we favor

the conditional logit specification over the nested model.

In Table D5, we report conditional logit results based on the pooled sample, where we remove

the central municipalities. This exercise can be considered as an additional check for the IIA

assumption. Our baseline estimation results remain qualitatively unchanged: ψ̂τ is estimated

to be negative, while estimates of ψ̂Q and ψ̂δ are both positive. Parameters remain statistically

significant across all specifications.

Third, we elaborate on another competing explanation for the lower valuation of centrality by

high-income earner: the mode of transport, which might depend on the income class (Fretz

et al., 2022). If higher-income workers are more likely to commute by car, longer commutes

will not necessarily entail a stronger disutility for them. Inversely, if low-income workers use

public transport more often, they might endure stronger disutility from commuting. Figure D5

displays the self-reported main mode of transport for commuting in our sample, per income

decile. In spite of a slight increase in car use and a slight decrease in public transit with income

level, the proportions of the different modes of transportation remain relatively stable across

income deciles, with public transports accounting for the lion’s share in each income class.

As an additional check, we re-estimate our baseline regression controlling for individuals’

main mode of transportation. This case-specific variable is endogenously determined as it is

concurrent to the residential location choice, hence its omission in our baseline specification.

32Firstly we use the 9-categories classification from the Swiss Statistical Office where we assign to the high-density
nest municipalities categorized as “urban and part of a large agglomeration” (OFS, 2017). The other municipal-
ities are assigned to the low-density nest. Secondly, we use the DEGURBA classification from EUROSTAT which
separates municipalities in 3 categories: densely populated areas, suburbs and rural areas (EUROSTAT, 2018).
We assign municipalities in the first category to the high-density nest and the others to the low-density nest.

33Formally, if at least one dissimilarity parameters is significantly smaller than 1, then the nested specification is
preferred. Otherwise, it is equivalent to the conditional logit. Finally, if the parameter is bigger than unity, the
nested logit is not consistent with random utility theory (Hensher et al., 2005).
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Nevertheless, estimates accounting for this additional control remain the same in essence as

those obtained in our baseline specification, as shown in Table D6. Transportation mode alone

thus cannot explain entirely why high-income earners locate further away from city centers.

5.3 Local taxes and the willingness to commute

Our baseline results show that high-income earners value centrality less than low incomes.

According to our theoretical framework, this pattern is explained by tax progressivity and low

levels of taxes in the suburbs: progressive decentralized taxation directly impacts individuals’

willingness to commute, and this more markedly for high incomes. To formally test this

hypothesis, we estimate the following equation:

Vijt = µj + βτ · τ̂ijt(Wit) + βQ · ln(Qjt)× ̂ln(Wit) + βδ · δj × ̂ln(Wit) (5.2)

+ βδτ · δj × τ̂ijt(Wit) +Xitζj + νijt.

This specification adds an interaction term between the municipality-level commuting mea-

sure δj and the demeaned tax burden τ̂ijt(Wit) to the baseline equation (5.1). This additional

regressor is equivalent to a triple interaction between the municipal-level commuting mea-

sure, local tax multiplier and individual income. The coefficient βδτ associated with this new

regressor measures how local taxes impact the disutility from commuting along the income

distribution. Our theoretical framework predicts βδτ to be negative as individuals are more

willing to commute to a peripheral municipality if it offers lower taxes. Formally, taking the

derivative of the above equation with respect to δj yields ∂Vijt

∂δj
= βδ · ̂ln(Wit) + βδτ · τ̂ijt(Wit).

A negative βδτ hence implies that the marginal disutility from commuting is less negative as

τ̂ijt(Wit) decreases, i.e. when local taxes are lower (see Figure D6 for a visual representa-

tion). Also, as τ̂ijt(Wit) increases with income due to tax progressivity, the attenuating effect

of lower taxes on commuting disutility is stronger for high-income individuals.

Empirical estimates of equation (5.2) are reported in Table 5.2. The coefficients for the tax

burden and housing prices interactions remain qualitatively unchanged compared to our base-

line estimates. The estimated parameter of the interaction term between the commuting mea-

sure and income remains for its part positive and significant, across all specifications. This

implies that even if municipal taxes were harmonized within agglomerations, higher incomes

would still be more willing to commute than lower incomes. Additionally, the coefficient on

the interaction δj × τ̂ijt(Wit) is estimated to be negative and strongly statistically significant.

Those results are robust to the inclusion of additional municipal amenities interacted with

income, as shown in even-numbered columns.

Decentralized and progressive income taxation therefore seems to directly affect individuals’

willingness to commute. This additional result is coherent with the intuitions developed in
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Table 5.2: Location choices and income sorting
Commuting disutility and decentralized taxation

Measure of δj Centroid distance Avg. commut. distance Avg. commut. time

(1) (2) (3) (4) (5) (6)
Location Choice Model

Municipal characteristics

τ̂ijt(Wit) -0.655*** -0.593*** -0.686*** -0.608*** -0.551*** -0.480***
(0.055) (0.056) (0.053) (0.054) (0.056) (0.057)

ln(Qjt)× ̂ln(Wit) 0.810*** 0.849*** 0.620*** 0.663*** 0.746*** 0.789***
(0.127) (0.161) (0.110) (0.151) (0.112) (0.143)

δj × ̂ln(Wit) 0.051*** 0.038*** 0.054*** 0.034*** 0.067*** 0.051***
(0.006) (0.007) (0.008) (0.008) (0.007) (0.008)

δj × τ̂ijt(Wit) -0.003*** -0.003*** -0.003*** -0.003*** -0.004*** -0.004***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Average ASC

Central mun. α̂j 0.000 0.000 0.000 0.000 0.000 0.000
Average suburban α̂j -6.098 -6.035 -6.140 -6.069 -6.079 -6.022
Indiv.-specific controls Yes Yes Yes Yes Yes Yes
Amenities Bj No Yes No Yes No Yes
Nbr. municipalities 166 166 166 166 166 166
Nbr. individuals 11031 11031 11031 11031 11031 11031
Log-likelihood -30636.681 -30599.908 -30644.476 -30608.237 -30627.948 -30595.655

Note: This table reports the pooled estimates of equation (5.2), with disjoint choice sets across agglomerations. The error term νijt is assumed to follow a Type I GEV
distribution. In each specification, the alternative-specific constants of the central municipalities are standardized to 0. The three sets of estimates in columns (1)-(2),
(3)-(4) and (5)-(6) are based on different measures of commuting δj between municipality j and the center of the agglomeration (Centroid distance, Average commuting
distance and Average commuting time). Columns (1)-(3)-(5) report the estimation results for the baseline specification, while columns (2)-(4)-(6) introduce additional
interactions between income and municipal amenities. Robust standard errors are reported. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.

the theoretical framework: high incomes, whose opportunity cost of commuting is affected

more strongly by taxation, are more likely to commute from peripheral low-tax municipalities

to save on their tax bill.

6. The spatial distribution of in-movers’ income under harmonized tax rates

In order to better understand and quantify the role played by decentralized taxation in resi-

dential and commuting decisions, we conduct an illustrative counterfactual analysis based on

the empirical preference parameters estimated in section 5, conditional on the prevailing spa-

tial equilibrium. This counterfactual exercise corresponds to a fiscal harmonization scenario:

we shut down fiscal decentralization at the municipal level by setting the individual-specific

tax burden to its within-agglomeration average: τjit = τ̄it. We compute individual location

probabilities under the counterfactual scenario, and investigate how this affects the income

distributions of in-moving individuals in the central and suburban municipalities. We show

that conditional on the current spatial distribution of other municipal characteristics, shutting

off fiscal decentralization leads to more high-income movers choosing to locate in the central

municipalities, hence shifting the income distribution in agglomeration centers to the right,
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and conversely for suburban municipalities.

6.1 Methodology

Given our utility specification and our empirical estimates from equation (5.2), spatially in-

variant taxes imply that βτ · τijt = βτ · τ it and βδτ · δj × τijt = βδτ · δj × τ it. Taxation does

not affect directly location choices of individuals any more, nor does it affect their willing-

ness to commute. Formally, we use our empirical estimates of the parameters in Table 5.2,

where commuting is measured through the Average commuting distance, to compute baseline

and counterfactual individual location probabilities for each municipality j. Those are com-

puted using the logistic link function, Pijt(ξ̂) =
exp(Vijt)∑
k exp(Vikt)

, where Pijt is the probability that

individual i chooses jurisdiction j in year t.

In the benchmark scenario with fiscal decentralization, we simply predict probabilities using

the deterministic part of utility Vijt. This component is a function of the estimated param-

eter vector ξ̂ = {µ̂j , β̂τ , β̂δ, β̂Q, β̂δτ , ζ̂j ;Qt} evaluated at τijt. We proceed the same way for

the counterfactual scenario without decentralized taxation, except that we evaluate Vijt at

the individual-specific average tax burden τ it within the agglomeration. The resulting proba-

bilities are denoted respectively P̂ijt for the benchmark case, and P ijt for the counterfactual

scenario.

Before turning to the results, we discuss the assumptions and limitations behind our coun-

terfactual exercise. First, this approach can be considered as a partial equilibrium one: it

emphasizes demand-shifts following fiscal harmonization, ignoring responses from the sup-

ply side. In particular, it does not account for the fact that housing prices may adjust at the

new equilibrium. Specifically, lower taxes are usually associated with higher housing prices

through the bid-rent mechanism.34 To account for this phenomenon, we additionally com-

pute another set of location probabilities P̃ijt, based on a housing-price vector that accounts

for this capitalization effect.35 Second, the removal of fiscal federalism might affect the em-

pirical preference parameters that characterize individuals’ location decisions. In particular,

the harmonization of tax rates might impact the average marginal disutility from local taxes,

which is captured by the alternative-specific constant. Preferences for housing might also be

modified, even though, under the fiscally centralized scenario, high incomes remain less sen-

34Such capitalization phenomenon is observed in our data, as it can be seen in Figure E1. As shown in Basten
et al. (2017), the aggregate relationship between taxes and housing prices however tends to overstate the actual
causal capitalization effect.

35This new vector of prices is based on the elasticity of housing prices with respect to local income taxes estimated
by Basten et al. (2017). This study explores the capitalization of income taxes into housing prices using a border
regression discontinuity design and based on Swiss micro-geographic data. The authors estimate a relatively low
elasticity of housing prices with respect to local income taxes of −0.277 in their most conservative specification.
As this study presents a setting very close to ours, it should enable us to approximate reasonably the housing
price levels that would prevail in the absence of fiscal federalism.
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sitive to housing prices due to non-homothetic housing preferences. As we do not identify

the effect of the removal of decentralized taxation on location choice parameters, we assume

those to remain constant under the counterfactual scenario.

6.2 Results

We first assess the fit of our empirical model with respect to spatial income sorting. We use the

benchmark predicted location probabilities P̂ijt to compute the average income of in-moving

individuals in each municipality j, under the benchmark case: Ŵj =
∑

t

∑
i P̂ijtWijt∑

t

∑
i P̂ijt

. Figure E2

in the Appendix shows that the municipal income averages observed in the data are relatively

well replicated by our empirical model: the unweighted and population-weighted correlation

coefficients between observed and predicted municipal income averages amount to 0.859 and

0.918 respectively.

Next, we use predicted probabilities to compute the cumulative income distribution functions

(CDFs) in two subsets of municipalities: the four central municipalities and all the remaining

suburban jurisdictions, which we label as the “suburbs”.36 The CDFs for the benchmark case

(P̂ijt) and the counterfactual scenario without housing prices adjustment (P ijt) are reported

in Figure 6.1. The additional scenario where housing prices are adjusted for tax capitalization

(P̃ijt) is presented in Figure E3, yielding very similar results.

Figure 6.1 illustrates the shifts in income distributions resulting from changes in demand for

locations after the harmonization of taxes across space. In panel A, we observe that under the

counterfactual scenario without fiscal decentralization, central municipalities tend to attract

richer movers, as shown by the right shift of the red curve. Suburban jurisdictions, on the

contrary, tend to attract poorer new residents, as visible through the left shift of the blue

curve. Panel B reports the difference in kCHF between the values of the income deciles under

the baseline and under the counterfactual scenario. It confirms that city-centers become more

attractive for in-moving high incomes upon tax harmonization. The 90th percentile in city

centers goes up by approximately 13,500 CHF, while the 10th decile increases by 4,000 CHF.

In contrast, income deciles in the suburbs decrease relatively homogeneously.

Our counterfactual exercise illustrates that the removal of decentralized taxation would lead

to a gentrification of central jurisdictions: under the fiscal harmonization scenario, agglom-

eration centers attract more high-income new residents, who end up commuting shorter dis-

tances compared to the fiscally decentralized case.

36Formally, we compute the CDFs as follows. Let C and S denote respectively the set of city centers and the set of
suburban municipalities. The CDF of centers and of suburbs can be written as:

CDFK (ω) =

∑
j

∑
t

∑
i I

(
̂ln(Wit) ≤ ω

)
· Pijt∑

j

∑
t

∑
i Pijt

with j ∈ K and K = C,S. (6.1)
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Figure 6.1: Counterfactual income distribution, central municipalities vs. suburbs
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Note: This figure reports graphical results of our counterfactual exercise. Panel A plots the CDFs of income in the central municipalities (in red) and in the suburbs (in
blue), for both the observed data (solid line) and the counterfactual scenario without accounting for housing prices capitalization (dashed line). So as to obtain a smooth
CDF for the four agglomerations together, we consider the exponentiated demeaned log-income Wit/W t (a monotonic transformation of the term ̂ln(Wit)), reported
on a log-scale. Panel B reports corresponding changes in income deciles (reported in kCHF .-), for the central municipalities and the suburbs.
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6.3 Discussion

Our counterfactual results echo several recent developments in the urban and public finance

literature. First, they complement the findings of Gaigné et al. (2022), who study commut-

ing and income sorting in a fiscally centralized economy. The authors show empirically that

commuting is a strong driver of income segregation in the Netherlands. Consistently with the

usual bid-rent argument, they find that high-income individuals tend to locate closer to city-

centers. In contrast, our findings suggest that the existence of a progressive decentralized tax

system might reduce high incomes’ incentive to locate in central places. As illustrated in our

counterfactual exercise, high-income earners are more likely to choose a central jurisdiction

if they cannot self-select into suburban low-tax municipalities.

Second, our results are in line with recent literature on the link between transportation and in-

come sorting. Fretz et al. (2022) show that a municipality whose transportation infrastructure

is improved through access to highways attracts more high-income earners. Such broadening

of the tax base may lead to lower tax rates, which in turn will attract richer new residents.

Following this line of reasoning, Straumann (2012) argues that the expansion of the commut-

ing zone of Zürich led to local tax decreases, notably in the neighboring canton of Schwyz,

but also in suburban municipalities located in Zürich. Our empirical results corroborate this

idea: in fiscally decentralized urban areas with dense transportation networks, high incomes

face incentives to live in well-connected suburbs where taxes are low. Our counterfactual

exercise shows that when the fiscal incentive is removed, central municipalities become more

attractive for high incomes, even though the suburbs remain richer on average.

Finally, our results relate to the work of Su (2022) who shows that gentrification of American

city-centers can mainly be attributed to the rising value of time and the influence of endoge-

nous amenities. Our results substantiate this idea: progressive income taxation, which affects

the net-of-tax revenue of higher incomes more markedly, coupled to fiscal decentralization,

reduce the opportunity cost of commuting. Our counterfactual analysis illustrates that tax

harmonization in fiscally decentralized urban areas might remove a potential counteracting

force against the gentrification of city centers.

7. Conclusion

Progressive income taxation has been shown to be a major source of income sorting across

space within fiscally decentralized urban areas. However, most studies analyzing individ-

ual residential decisions in these contexts have overlooked cities’ structure and the fact that

workers commute to productive centers to work. In this paper, we explore how progressive

taxation coupled with decentralized taxing powers affect the location choices and willingness

to commute of individuals with different income levels.
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We develop a structural model of individual residential decisions in a fiscally decentralized

monocentric urban environment. The model is featured with decentralized progressive taxa-

tion at the residence place, non-homothetic preferences for housing and explicit commuting

costs. Individuals choosing their residence place are predicted to trade off taxes, housing

prices and commuting differently along the income distribution. Specifically, high incomes

are predicted to be less sensitive to housing prices and, under certain conditions, more sensi-

tive to local taxes. The prediction on commuting remains ambiguous. This ambiguity arises

from progressive income taxation and fiscal decentralization, which reduce high incomes’

larger disutility from commuting more markedly, possibly up to the point where they become

less sensitive to commuting.

We confront the predictions of our theoretical model to the data, using information on individ-

ual residential choices in four of the main agglomerations of Switzerland. Based on a random

utility framework, we analyze decisions of in-moving individuals working in agglomerations’

central municipalities. Our empirical results show that individuals trade off municipal char-

acteristics differently depending on their income level: high-income earners tend to be more

sensitive to taxes, less sensitive to housing prices and less sensitive to commuting distance.

Further, we find that lower local taxes directly reduce the marginal disutility from commuting,

consistently with the mechanisms emphasized in our theoretical framework. This picture is

also consistent with the observation that high incomes are more likely to reside in suburban

municipalities, where taxes are lower, hence enduring longer commutes to work.

To illustrate the role of decentralized progressive taxation in individuals’ spatial income sort-

ing, we perform a counterfactual exercise based on our empirical location choice model es-

timates. We impose a homogeneous, centralized tax scheme, and show that in the absence

of fiscal federalism, high incomes would be more likely to locate in agglomerations’ central

municipalities, where taxes were higher. Consequently, high-income (low-income) earners

would commute shorter (longer) distances to work.

Our research enriches the literature on the distorting nature of local taxation and its effect on

residential and commuting decisions. Even tough our structural and empirical modeling ap-

proaches are derived in a partial equilibrium framework, they provide further understanding

on how local taxes affect individual decisions within highly fiscally fragmented urban areas.

From the perspective of suburban municipalities, taxes can be seen as an instrument to com-

pensate tax payers for the cost of commuting to nearby productive centers. If lower taxes are

effectively set in the suburbs, in-moving high-incomes might have a stronger incentive to lo-

cate farther from city centers. Progressive taxation coupled with fiscal decentralization might

therefore play as a counteracting force against the gentrification of central locations. We del-

egate the task of fully modeling urban and fiscally decentralized economies, accounting for

their spatial structure, commuting flows and fiscal competition aspects to further research.
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Appendix

A. Institutional and urban setting

Figure A1: Monocentricity assumption
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Note: This figure shows the cumulative share of commuters to the CBD within a centroid distance radius for the agglomerations of Zürich, Bern, Geneva and Lausanne.

Figure A2: Share of commuters to CBD per type of municipalities
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Note: This figure displays the share of commuters living in (i) the central municipality, (ii) the same canton as the central municipality and (iii) a out-of-canton municipality,
for each of the five largest agglomerations of Switzerland.
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Figure A3: Intra-cantonal tax scheme, single individual, no children
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(C) Lausanne
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Note: This figure represents the progressive tax scheme faced by an household composed of a single individual, for each of the four intra-cantonal agglomerations of study.
The minimum, maximum and average tax burden for each level of gross income as well as the tax burden in the central municipality are reported.
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Figure A4: Intra-cantonal tax scheme, married couple, no children
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Note: This figure represents the progressive tax scheme faced by an household composed of a a married couple without children, for each of the four intra-cantonal
agglomerations of study. The minimum, maximum and average tax burden for each level of gross income as well as the tax burden in the central municipality are
reported.
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Figure A5: Intra-cantonal tax scheme, married couple, two children
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Note: This figure represents the progressive tax scheme faced by an household composed of a a married couple with two children, for each of the four intra-cantonal
agglomerations of study. The minimum, maximum and average tax burden for each level of gross income as well as the tax burden in the central municipality are reported.
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B. A model of residential location decisions in a fiscally decentralized and monocentric

urban area

Figure B1: Commuting as a disutility cost
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Note: This figure plots the average number of hours worked by the commuters to the central municipalities, per decile of commuting distance. The average number of
weekly commutes is also reported. 99%-confidence intervals are reported.

Location choice model with monetary commuting costs

Our baseline model is a model of location decision with decentralized progressive income tax-

ation, non-homothetic preferences towards housing and a commuting disutility. We show that

our predictions qualitatively hold when specifying the commuting as monetary cost entering

the consumers problem through the budget constraint. In the spirit of Gaigné et al. (2022),

we allow the monetary commuting cost κδjW to increase with income. The optimization

program hence becomes

max
Ci,Hi

Uij = zijBj

(
C
)1−β(

H − υH

)β(
G
)γ

(B.1)

s.t. Ci +QjHi =
[
1− τjr(Wi)

]
Wi − κδjWi.
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From this we derive the marshallian demand functions:

H∗
i =

β
[
(1− τjr(Wi)− κδj)Wi −QjυH

]
Qj

+ υH

C∗
i = (1− β)

[
1− τjr(Wi)− κδj

]
Wi − (1− β)QjυH ,

which give the indirect utility function

Vi|j = Ω+ ln(zij) + ln(Bj) + ln
[
(1− τjr(Wi)− κδj)Wi − υHQj

]
(B.2)

− β ln(Qj) + γ ln(G).

The marginal rates of substitution between community characteristics are given by

MRSQ,τ =
dQj

dτj

∣∣∣
dV=0

= −Wi

H∗
i

< 0 (B.3a)

MRSQ,δ =
dQj

dδj

∣∣∣
dV=0

= −κWi

H∗
i

< 0 (B.3b)

MRSτ,δ =
dτj
dδj

∣∣∣
dV=0

= − κ

r(Wi)
< 0. (B.3c)

Once again, the three different jurisdictional characteristics are undesirable and thus exhibit

negative marginal rates of substitution. Taking derivatives of the latter with respect to income

we obtain

∂MRSQ,τ

∂Wi
= −

[
(1− β)QjυH + βτjr

′(Wi)W
2
i

]
Qj(H∗

i )
2

< 0 (B.4a)

∂MRSQ,δ

∂Wi
= −

κ
[
(1− β)QjυH + βτjr

′(Wi)W
2
i

]
Qj(H∗

i )
2

< 0 (B.4b)

∂MRSτ,δ
∂Wi

=
κr′(Wi)

(r(Wi))2
> 0. (B.4c)

Given equations (B.4a) to (B.4c), agents with higher incomes are more sensitive to taxes,

less sensitive to housing prices and ambiguous towards commuting distance. High-income

individuals are hence more likely to locate in low-tax, high housing-price jurisdictions. The

prediction concerning commuting remains unclear, just like in our baseline model.

Indifference curves under proportional and progressive taxation

Figure B2 illustrates how proportional and progressive taxation impact indifference curves

in the (δj ; τj) plan for two income levels W 2 > W 1. In the proportional case, described in

panel (a), richer agents are more sensitive to commuting distance than taxes, as described in
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3. TAXATION, COMMUTING AND RESIDENTIAL DECISIONS

Figure B2: Indifference curves, proportional vs. progressive tax schemes

(A) Proportional taxation

τj

δj

U(τj , δj ;W
2)

U(τj , δj ;W
1)

(B) Progressive taxation

τj

δj

U(τj , δj ;W
1)

U
′
(τj , δj ;W

2)

U
′′
(τj , δj ;W

2)

Note: This figure depicts the indifference curves in the (δj ; τj) plan for individuals with different levels of income W2 > W1. Panel (a) depicts the case of a proportional
tax system, while panel (b) represents the case of a progressive tax system. Dashed lines represent the indifference curves of the low-income type W1 while plain lines

represent indifference curves of the high-income type W2 . In panel (b), two indifference curves with level of income W2 are represented: U
′
(·) represents the case

where Equation (3.6) does not hold and U
′′
(·) represents the case where Equation (3.6) holds.

equation (3.7c). Consequently, in the plan (δj ; τj), high-income individuals of type W 2 have

steeper indifference curves. In the case of progressive taxation, two alternative cases may

occur. In one case, represented by U
′
(·), rich individuals are more sensitive to commuting

than to taxes, just like in panel (a). In the other case, depicted by U
′′
(·), rich individuals

are less sensitive to commuting, making their indifference curve flatter than the indifference

curve of poorer individuals. The key element that actually makes this case possible is tax

progressivity; as shown in equation (3.5b), the term −W 2
i r

′(Wi), which is directly related to

the progressivity of taxation, might revert the sign of the derivative, eventually making rich

individuals more sensitive to taxes relative to commuting. This is typically the case when the

(sufficient) condition described in equation (3.6) holds.
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3. TAXATION, COMMUTING AND RESIDENTIAL DECISIONS

C. Data and descriptive evidence

Table C1: Data structure of the analysis sample

2010 2011 2012 2013 2014 2015 2016 Total
Zürich 1043 863 889 778 641 490 293 4997
Bern 502 465 480 439 168 140 124 2318
Lausanne 381 402 379 297 247 184 114 2004
Geneva 362 335 328 273 208 132 74 1712
Total 2288 2065 2076 1787 1264 946 605 11031

Note: This table reports the frequency of observations per agglomeration and moving year in our sample of analysis.

Table C2: Tax burden differentials and multipliers per income decile

Income decile Abs. ∆Tax Burden [in pp] Rel. ∆Tax Burden [in %] Normalized tax multiplier

1st decile -0.05 (0.00) -2.30 (0.15) 105.79 (0.30)
2d decile -0.13 (0.01) -2.16 (0.12) 105.03 (0.30)
3d decile -0.20 (0.01) -2.29 (0.12) 104.37 (0.30)
4th decile -0.25 (0.01) -2.54 (0.13) 103.81 (0.31)
5th decile -0.28 (0.01) -2.67 (0.13) 103.54 (0.32)
6th decile -0.33 (0.02) -3.00 (0.14) 102.54 (0.33)
7th decile -0.37 (0.02) -3.23 (0.14) 101.97 (0.34)
8th decile -0.43 (0.02) -3.61 (0.15) 101.16 (0.34)
9th decile -0.56 (0.02) -4.25 (0.16) 99.48 (0.35)
10th decile -0.98 (0.03) -5.85 (0.19) 95.36 (0.39)
Total -0.36 (0.01) -3.19 (0.05) 102.31 (0.11)

Note: This table reports the average tax burden differential (∆Tax Burden) and relative tax burden differential (∆Tax Burden/ Tax Burden Workplace) between the
residence and workplace, per income decile. The average (normalized) tax multiplier of the residence place per income decile is also reported. Standard errors are
reported in parentheses.
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Figure C1: Municipal characteristics: taxes, housing prices and commuting distance

Bern

Geneva

ZürichLausanne

3.
9

4.
1

4.
3

4.
5

4.
7

4.
9

lo
g-

st
an

da
rd

iz
ed

 ta
x 

m
ul

tip
lie

r

4.2 4.4 4.6 4.8 5 5.2
log-standardized housing price index

Short Long

Distance to CBD

Note: This figure describes the relationship between the three municipal characteristics of interest, measured by the normalized tax multiplier, normalized housing prices
and the distance to agglomerations’ central municipalities.

Figure C2: Average commuting time per income decile
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Note: This figure shows the average (self-reported) commuting time per decile of income. 95 % confidence intervals for the average are reported.
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D. Empirical analysis

Figure D1: Share of in-moving households over the total population
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Note: This figure reports the ratio between (i) individuals moving into and (ii) the overall population living in each agglomeration. The populations considered in the
computation of the ratio is either the entire population of the agglomerations (All individuals) or the sub-population of commuters to the central municipalities (Commuters
to CBD).
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Figure D2: Relative change in municipal multipliers

(A) Zürich

-2
0

-1
0

0
10

20
∆%

 T
ax

 m
ut

lip
lie

r

2011 2012 2013 2014 2015 2016

(B) Bern

-2
0

-1
0

0
10

20
∆%

 T
ax

 m
ut

lip
lie

r

2011 2012 2013 2014 2015 2016

(C) Lausanne

-2
0

-1
0

0
10

20
∆%

 T
ax

 m
ut

lip
lie

r

2011 2012 2013 2014 2015 2016

(D) Geneva

-2
0

-1
0

0
10

20
∆%

 T
ax

 m
ut

lip
lie

r

2011 2012 2013 2014 2015 2016

Note: This figure plots the distribution of the relative change in municipal tax multipliers, for each year of observation.
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Figure D3: Housing prices growth rates
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Note: This figure plots the distribution of the municipal-level housing prices growth rate, for each year of observation.
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Figure D4: Relationship between municipal-level commuting measures
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Note: This figure describes graphically the relationship between the three municipal-level commuting measures δj : Centroid distance, Average commuting distance and
Average commuting time.

Figure D5: Main mode of transportation by income decile
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Note: This figure depicts the share of commuters traveling by foot, velo-scooter, car or public transport for each decile of the income distribution.
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Figure D6: Theoretical effect of taxes on commuting disutiility
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Note: This figure shows the impact of taxes on the willingness to commute, as measured in our empirical framework. The horizontal axis represents commuting distance
or time, while the vertical axis indirect utility.
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Table D1: Location choices and income sorting, squared commuting measures

Measure of δj Centroid distance Avg. commut. distance Avg. commut. time

(1) (2) (3) (4) (5) (6)
Location Choice Model

Municipal characteristics

τ̂ijt(Wit) -0.469*** -0.391*** -0.558*** -0.501*** -0.615*** -0.540***
(0.058) (0.059) (0.056) (0.057) (0.055) (0.056)

ln(Qjt)× ̂ln(Wit) 1.222*** 1.004*** 0.943*** 0.832*** 0.806*** 0.746***
(0.144) (0.167) (0.125) (0.158) (0.118) (0.143)

δj × ̂ln(Wit) 0.121*** 0.125*** 0.159*** 0.136*** 0.107*** 0.097**
(0.014) (0.015) (0.021) (0.024) (0.035) (0.039)

δ2j × ̂ln(Wit) -0.005*** -0.005*** -0.005*** -0.005*** -0.001* -0.001*
(0.001) (0.001) (0.001) (0.001) (0.000) (0.001)

Other municipal amenities Bj

ln(Housingjt)× ̂ln(Wit) -0.723*** -0.767*** -0.643***
(0.197) (0.201) (0.201)

ln(Foreignersjt)× ̂ln(Wit) -0.381*** -0.319*** -0.389***
(0.079) (0.086) (0.078)

ln(Green Spacejt)× ̂ln(Wit) 0.112*** 0.085** 0.067*
(0.037) (0.036) (0.036)

I(Lakejt = 1)× ̂ln(Wit) 0.078 -0.063 -0.031
(0.060) (0.057) (0.057)

Average ASC

Central mun. α̂j 0.000 0.000 0.000 0.000 0.000 0.000
Average suburban α̂j -6.007 -5.976 -6.071 -6.045 -6.109 -6.065
Indiv.-specific controls Yes Yes Yes Yes Yes Yes
Nbr. municipalities 166 166 166 166 166 166
Nbr. individuals 11031 11031 11031 11031 11031 11031
Log-likelihood -30621.484 -30582.658 -30632.764 -30602.325 -30638.994 -30605.655

Note: This table reports the pooled estimates of equation (5.1) with disjoint choice sets across agglomerations, where we include an additional interaction term between
individuals’ income and squared municipal commuting measure: δ2j × ̂ln(Wit). The error term ηijt is assumed to follow a Type I GEV distribution. In each
specification, the alternative-specific constants of the central municipalities are standardized to 0. The three sets of estimates in columns (1)-(2), (3)-(4) and (5)-(6) are
based on different measures of commuting δj between municipality j and the center of the agglomeration (Centroid distance, Average commuting distance and Average
commuting time). Columns (1)-(3)-(5) report the estimation results for the baseline specification with squared commuting, while columns (2)-(4)-(6) introduce additional
interactions between income and municipal amenities. Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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Table D3: Location choice and income sorting per agglomeration
Nests based on typology OFS 9

Measure of δj Centroid distance Avg. commut. distance Avg. commut. time

C. Logit N. Logit C. Logit N. Logit C. Logit N. Logit
A. Zürich

τ̂ijt -0.641*** -1.248*** -0.735*** -1.321*** -0.630*** -1.185***
(0.076) (0.264) (0.072) (0.284) (0.074) (0.242)

ln(Qjt) × ̂ln(Wit) 1.110*** 2.339*** 0.751*** 1.424*** 0.969*** 2.125***
(0.180) (0.671) (0.148) (0.419) (0.151) (0.614)

δj × ̂ln(Wit) 0.048*** 0.106*** 0.044*** 0.087*** 0.060*** 0.125***
(0.007) (0.031) (0.008) (0.026) (0.008) (0.033)

λHigh density 2.138*** 1.930*** 2.035***
(0.469) (0.424) (0.423)

λLow density 1.599*** 1.363*** 2.183***
(0.510) (0.433) (0.745)

Nbr. municipalities 70 70 70 70 70 70
Nbr. Individuals 4997 4997 4997 4997 4997 4997
Log-likelihood -14970.536 -14965.827 -14976.091 -14972.092 -14962.948 -14959.032
B. Bern

τ̂ijt -0.469*** -2.796** -0.515*** -3.631** -0.518*** -3.032**
(0.164) (1.376) (0.162) (1.825) (0.162) (1.305)

ln(Qjt) × ̂ln(Wit) 1.870*** 8.857** 1.527*** 9.198** 1.390*** 7.386**
(0.542) (3.668) (0.516) (4.478) (0.467) (3.050)

δj × ̂ln(Wit) 0.055*** 0.242** 0.059*** 0.337** 0.050*** 0.309***
(0.015) (0.096) (0.019) (0.156) (0.015) (0.120)

λHigh density 5.004*** 6.052** 5.435***
(1.861) (2.877) (1.902)

λLow density 6.300 10.158 10.559
(4.470) (8.714) (7.218)

Nbr. municipalities 31 31 31 31 31 31
Nbr. Individuals 2318 2318 2318 2318 2318 2318
Log-likelihood -5676.920 -5668.904 -5678.857 -5670.309 -5678.393 -5668.624
C. Lausanne

τ̂ijt -0.403*** -1.387*** -0.420*** -1.437*** -0.472*** -1.641***
(0.111) (0.481) (0.106) (0.479) (0.108) (0.525)

ln(Qjt) × ̂ln(Wit) 0.638* 2.406 0.668** 2.547 0.365 1.306
(0.335) (1.552) (0.338) (1.619) (0.317) (1.476)

δj × ̂ln(Wit) 0.020* 0.083 0.026* 0.095 0.008 0.075
(0.012) (0.052) (0.014) (0.058) (0.017) (0.090)

λHigh density 4.328*** 4.153*** 4.660**
(1.670) (1.585) (2.150)

λLow density 3.782 3.772 3.869
(2.398) (2.318) (3.108)

Nbr. municipalities 38 38 38 38 38 38
Nbr. Individuals 2004 2004 2004 2004 2004 2004
Log-likelihood -5579.750 -5575.019 -5579.584 -5575.089 -5581.099 -5576.656
D. Geneva

τ̂ijt -0.962*** -0.945** -0.983*** -0.751** -1.036*** -1.807***
(0.142) (0.464) (0.140) (0.365) (0.138) (0.649)

ln(Qjt) × ̂ln(Wit) 0.253 0.245 0.141 0.117 0.037 0.355
(0.283) (0.293) (0.252) (0.195) (0.275) (0.611)

δj × ̂ln(Wit) 0.048*** 0.047** 0.062*** 0.055** 0.022* 0.051*
(0.018) (0.021) (0.022) (0.023) (0.013) (0.030)

λHigh density 0.983** 0.760** 1.879**
(0.484) (0.370) (0.738)

λLow density 0.925 0.650 24.518
(0.668) (0.409) (43.367)

Nbr. municipalities 27 27 27 27 27 27
Nbr. Individuals 1712 1712 1712 1712 1712 1712
Log-likelihood -4400.996 -4400.990 -4400.668 -4400.442 -4403.300 -4400.905

Note: This table reports the estimates of equation (5.1) per agglomeration. Columns (1)-(3)-(5) report the conditional logit estimates for different measures of municipal-
level commuting δj , while columns (2)-(4)-(6) report nested logit estimates, where the nests are defined based on the density of the municipalities. Interaction coefficients
between income and municipal characteristics, as well as the estimated dissimilarity parameters for the nested specification are reported. All estimated equations include
individual-specific variables. Significance stars indicate the following significance levels: * 0.1, **0.05 and *** 0.01.

191
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Table D4: Location choice and income sorting per agglomeration
Nests based on DEGURBA

Measure of δj Centroid distance Avg. commut. distance Avg. commut. time

C. Logit N. Logit C. Logit N. Logit C. Logit N. Logit
A. Zürich

τ̂ijt -0.641*** -0.557*** -0.735*** -0.603*** -0.630*** -0.509***
(0.076) (0.139) (0.072) (0.148) (0.074) (0.131)

ln(Qjt) × ̂ln(Wit) 1.110*** 1.026*** 0.751*** 0.578*** 0.969*** 0.755***
(0.180) (0.338) (0.148) (0.202) (0.151) (0.239)

δj × ̂ln(Wit) 0.048*** 0.045*** 0.044*** 0.035*** 0.060*** 0.049***
(0.007) (0.014) (0.008) (0.011) (0.008) (0.013)

λHigh density 0.846*** 0.800*** 0.783***
(0.210) (0.201) (0.197)

λLow density 0.964*** 0.770*** 0.798***
(0.303) (0.234) (0.233)

Nbr. municipalities 70 70 70 70 70 70
Nbr. Individuals 4997 4997 4997 4997 4997 4997
Log-likelihood -14970.536 -14969.995 -14976.091 -14975.597 -14962.948 -14962.407
B. Bern

τ̂ijt -0.469*** -6.988*** -0.515*** -6.959*** -0.518*** -6.794**
(0.164) (2.408) (0.162) (2.344) (0.162) (3.295)

ln(Qjt) × ̂ln(Wit) 1.870*** 1.984 1.527*** 1.883 1.390*** 1.095
(0.542) (3.504) (0.516) (3.443) (0.467) (4.212)

δj × ̂ln(Wit) 0.055*** 0.083 0.059*** 0.107 0.050*** 0.082
(0.015) (0.089) (0.019) (0.116) (0.015) (0.146)

λHigh density 11.499* 11.130* 11.705
(6.041) (5.701) (8.813)

λLow density 33.575 32.843 34.871
(22.813) (21.373) (31.775)

Nbr. municipalities 31 31 31 31 31 31
Nbr. Individuals 2318 2318 2318 2318 2318 2318
Log-likelihood -5676.920 -5665.295 -5678.857 -5665.364 -5678.393 -5665.460
C. Lausanne

τ̂ijt -0.403*** -0.682** -0.420*** -0.690** -0.472*** -0.794***
(0.111) (0.274) (0.106) (0.271) (0.108) (0.251)

ln(Qjt) × ̂ln(Wit) 0.638* 0.954 0.668** 1.032 0.365 0.489
(0.335) (0.791) (0.338) (0.807) (0.317) (0.606)

δj × ̂ln(Wit) 0.020* 0.024 0.026* 0.030 0.008 0.011
(0.012) (0.022) (0.014) (0.026) (0.017) (0.029)

λHigh density 1.882** 1.841** 2.163**
(0.883) (0.877) (0.886)

λLow density 1.584** 1.590** 1.421**
(0.780) (0.776) (0.675)

Nbr. municipalities 38 38 38 38 38 38
Nbr. Individuals 2004 2004 2004 2004 2004 2004
Log-likelihood -5579.750 -5579.054 -5579.584 -5578.942 -5581.099 -5579.714
D. Geneva

τ̂ijt -0.962*** -1.365*** -0.983*** -1.358*** -1.036*** -1.587***
(0.142) (0.300) (0.140) (0.315) (0.138) (0.301)

ln(Qjt) × ̂ln(Wit) 0.253 0.351 0.141 0.158 0.037 0.195
(0.283) (0.453) (0.252) (0.386) (0.275) (0.507)

δj × ̂ln(Wit) 0.048*** 0.052** 0.062*** 0.058** 0.022* 0.030
(0.018) (0.023) (0.022) (0.028) (0.013) (0.021)

λHigh density 1.779*** 1.661*** 1.997***
(0.553) (0.563) (0.600)

λLow density 1.472*** 1.412*** 1.680***
(0.422) (0.422) (0.453)

Nbr. municipalities 27 27 27 27 27 27
Nbr. Individuals 1712 1712 1712 1712 1712 1712
Log-likelihood -4400.996 -4398.959 -4400.668 -4399.322 -4403.300 -4400.157

Note: This table reports the estimates of equation (5.1) per agglomeration. Columns (1)-(3)-(5) report the conditional logit estimates for different measures of municipal-
level commuting δj , while columns (2)-(4)-(6) report nested logit estimates, where the nests are defined based on the density of the municipalities. Interaction coefficients
between income and municipal characteristics, as well as the estimated dissimilarity parameters for the nested specification are reported. All estimated equations include
individual-specific variables. Significance stars indicate the following significance levels: * 0.1, **0.05 and *** 0.01.
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Table D5: Location choice and income sorting, no central municipalities

Measure of δj Centroïd distance Avg. commut. distance Avg. commut. time

(1) (2) (3) (4) (5) (6)
Municipal characteristics

τ̂ijt -0.620*** -0.693*** -0.673*** -0.682*** -0.637*** -0.703***
(0.055) (0.076) (0.053) (0.077) (0.053) (0.076)

ln(Qjt)× ̂ln(Wit) 0.829*** 1.252*** 0.627*** 1.333*** 0.744*** 1.221***
(0.126) (0.171) (0.110) (0.172) (0.111) (0.164)

δj × ̂ln(Wit) 0.037*** 0.014** 0.038*** 0.024*** 0.044*** 0.019***
(0.005) (0.006) (0.006) (0.007) (0.005) (0.007)

Average ASC

Central mun. α̂j 0.000 ∅ 0.000 ∅ 0.000 ∅
Average suburban α̂j -6.128 ∅ -6.167 ∅ -6.129 ∅
Indiv.-specific controls Yes Yes Yes Yes Yes Yes
Nbr. municipalities 166 162 166 162 166 162
Nbr. individuals 11031 7047 11031 7047 11031 7047
Log-likelihood -30645.978 -24058.132 -30650.810 -24053.908 -30641.053 -24056.380

Note: This table reports the pooled estimates of equation (5.1) with disjoint choice sets across agglomerations. The error term ηijt is assumed to follow a Type I GEV
distribution. In each specification, the alternative-specific constants of the central municipalities are standardized to 0. Different measures of commuting δj between
municipality j and the center of the agglomeration are considered: (Centroid distance, Average commuting distance and Average commuting time). Columns (1)-(3)-(5)
correspond to the baseline results, while columns (2)-(4)-(6) correspond to the model where central municipalities are removed from the choice sets. Stars indicate the
following significance levels: * 0.1, ** 0.05 and *** 0.01.
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Table D6: Location choices and income sorting, control for the main mode of transport

Measure of δj Centroid distance Avg. commut. distance Avg. commut. time

(1) (2) (3) (4) (5) (6)
Location Choice Model

Municipal characteristics

τ̂ijt(Wit) -0.599*** -0.539*** -0.647*** -0.575*** -0.607*** -0.539***
(0.055) (0.056) (0.054) (0.055) (0.054) (0.056)

ln(Qjt)× ̂ln(Wit) 0.877*** 0.862*** 0.697*** 0.683*** 0.830*** 0.787***
(0.128) (0.161) (0.112) (0.152) (0.113) (0.144)

δj × ̂ln(Wit) 0.033*** 0.021*** 0.034*** 0.015** 0.041*** 0.028***
(0.005) (0.006) (0.006) (0.007) (0.006) (0.006)

Other municipal amenities Bj

ln(Housingjt)× ̂ln(Wit) -0.572*** -0.554*** -0.620***
(0.195) (0.194) (0.194)

ln(Foreignersjt)× ̂ln(Wit) -0.377*** -0.406*** -0.358***
(0.079) (0.083) (0.078)

ln(Green Spacejt)× ̂ln(Wit) 0.085** 0.070* 0.070*
(0.036) (0.036) (0.036)

I(Lakejt = 1)× ̂ln(Wit) -0.078 -0.083 -0.045
(0.056) (0.056) (0.055)

Average ASC

Central mun. α̂j 0.000 0.000 0.000 0.000 0.000 0.000
Average suburban α̂j -6.521 -6.476 -6.559 -6.503 -6.514 -6.471
Indiv.-specific controls Yes Yes Yes Yes Yes Yes
Nbr. municipalities 166 166 166 166 166 166
Nbr. individuals 11031 11031 11031 11031 11031 11031
Log-likelihood -29972.265 -29940.600 -29976.081 -29944.864 -29965.943 -29936.601

Note: This table reports the pooled estimates of equation (5.1) with disjoint choice sets across agglomerations, controlling additionally for individuals’ main mode of
transportation (private vehicle vs. public transports and others). The error term ηijt is assumed to follow a Type I GEV distribution. In each specification, the alternative-
specific constants of the central municipalities are standardized to 0. The three sets of estimates in columns (1)-(2), (3)-(4) and (5)-(6) are based on different measures
of commuting δj between municipality j and the center of the agglomeration (Centroid distance, Average commuting distance and Average commuting time). Columns (1)-
(3)-(5) report the estimation results for the baseline specification, while columns (2)-(4)-(6) introduce additional interactions between income and municipal amenities.
Stars indicate the following significance levels: * 0.1, ** 0.05 and *** 0.01.
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E. The spatial distribution of in-movers’ income under harmonized tax rates

Figure E1: Capitalization of local taxes into housing prices
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Note: This figure plots the relationship between the local level of taxation (as measured by the log of the local tax multiplier) and the local level of housing prices (as
measured by the log of the housing price index). Panel A reports the relationships for the absolute values of the variables, while panel B reports the same relationship for
the standardized variables (with respect to the agglomeration average).

Figure E2: Empirical model fit, average income per municipality
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Note: This figure shows the observed vs. predicted average income per municipality based on our empirical estimates from section 5.3. Correlation coefficients are
reported on the graph, either weighted according to municipal population or non-weighted.
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Figure E3: Counterfactual income distribution accounting for housing prices capitalization
Central municipalities vs. suburbs
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Note: This figure reports graphical results of our counterfactual exercise, where housing prices capitalization is accounted for using the capitalization rate estimates by
Basten et al. (2017). Panel A plots the CDFs of income in the central municipalities (in red) and in the suburbs (in blue), for both the observed data (solid line) and the
counterfactual scenario that accounts for housing prices capitalization (dashed line). So as to obtain a smooth CDF for the four agglomerations together, we consider the
exponentiated demeaned log-income Wit/W t (a monotonic transformation of the term ̂ln(Wit)), reported on a log-scale. Panel B reports corresponding changes in
income deciles (reported in kCHF .-), for the central municipalities and the suburbs.
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