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Abstract

In this paper we propose a highly accurate approximation procedure for ruin proba-
bilities in the classical collective risk model, which is based on a quadrature/rational
approximation procedure proposed by Trefethen et al. [12]. For a certain class of
claim size distributions (which contains the completely monotone distributions) we
give a theoretical justification for the method. We also show that under weaker as-
sumptions on the claim size distribution, the method may still perform reasonably well
in some cases. This in particular provides an efficient alternative to a related method
proposed by Thorin [10]. A number of numerical illustrations for the performance of
this procedure is provided for both completely monotone and other types of random
variables.

1 Introduction

Consider the classical compound Poisson model of collective risk theory, where the surplus
process R(t) of an insurance portfolio at time ¢ is given by

N()
R(t)=u+ct— ZXi,
i=1

with N (t) denoting a homogeneous Poisson process with intensity A, the claim sizes X; are
ii.d. distributed non-negative random variables with distribution function F' and finite
mean p = E(Xj), ¢ is a constant premium intensity and the net profit condition ¢ > A
holds. The ruin probability for a given initial surplus level u is denoted by

Y(u) =P(R(t) < Ofor some ¢t > 0| R(0) = u)

and its properties are a classical object of study in risk theory (see for instance Asmussen
[4]). Define G(u) = P(Zij\i(f) X; > u), so G(u) is the tail of a compound Poisson distribu-
tion with parameter At. A second crucial quantity for risk management is the probability

that the risk process is negative at a prespecified fixed time ¢, i.e. P(R(t) < 0) = G(u+ct).
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The efficient approximation of ¥(u) and G (u), supposing complete knowledge of the claim
distribution, are two of the prime objects of study in this research field.

In this paper we focus on the case when the tail of the claim amount distribution F(x) =
1— F(x) is a completely monotone function, and show that under some further conditions
and if the Laplace transform of ¢(u) or G(z), respectively, can be computed efficiently in
the complex plane, then there exists an algorithm with small error bounds for the inversion
of these Laplace transforms, that is quite accurate and efficient in terms of computational
costs.

Our numerical inversion of the Laplace transform is based on a quadrature rule pro-
posed by Trefethen et al. [12], which is further inspired by the Cody-Meinardus-Varga
Chebyshev rational approximation to e™®. This inversion method provides an alternative
to another inversion method proposed by Thorin [10] and allows a theoretical justification.

The paper is organized as follows. In Section 2 we review the integration method given in
Trefethen et al. [12]. In Section 3 we provide a theoretical justification for the use of this
method, by establishing upper bounds for the errors (for determining ruin probabilities
and aggregate claim tails), for a certain class of claim size distributions that contains the
class of completely monotone distributions. Finally, in Section 4 we give extensive numer-
ical studies of the proposed method and compare it to other approximation techniques.
The examples include Pareto, lognormal and Gamma distributed claims. We find that
the proposed method turns out to be very competitive in terms of a tradeoff of compu-
tation time and accuracy. We also discuss how the method can be used if the underlying
distribution is not completely monotone (however, in this case the theoretical upper error
bounds are not valid).

2 A method of inversion of Laplace transforms

Define the Laplace transform of a function h by

Lip(s) = /0 b e~ **h(t) dt. (1)

From the usual integro-differential equation for the ruin probability in the Cramér-Lundberg
model, it is well known that

- _ 1 c— A\
Lw(s) = s CS—)\(l —ﬁf(s)) (2)

(see e.g. Rolski et al. [9, Equation (5.3.14), Page 165]). On the other hand, the tail
G(u) =P(X1+...+Xn > u) of any compound Poisson sum (with X; iid random variables
with density f and a Poisson random variable N, independent of the X;) is given by its

Laplace transform

Lals) =+ —~Qn (Es(s)) =

S S

®» |~

(1 B e_m_zf(s))) ’ (3)



Figure 1: The complex contour

where Qn(z) = E [zN ] is the probability generating function of N. A standard inversion
formula of (1) gives

1 S0+L00 R
h(u) = / e’ Lp(s)ds, (4)
27.(-[’ S0 —LoO
where s¢ is chosen so that all the singularities of h(z) are to the left of the integration
contour I' := {Re(s) = so} = (s0 — 100, S0 + 100).
We summarize now one of the basic ingredients of the method described in Trefethen et
al. [12]:

Lemma 2.1. Assume that Li(s) can be analytically continued to s € D = C\(—00,0],
and Lp(s) — 0 as |s| — oo (uniformly for all s bounded away from the negative real axis),
then for every e >0 and 6 > 0

h(u) = —1/ Im (e*“(““)ﬁh(—x + LG)) dr + 1/ Re (e‘s“ﬂx“f/h(é + m)) dz  (5)
0

™ J_§ m

Proof. For the proof we will use a contour consisting of (i) a segment [—R, R| along the
line Re(s) = so, (ii) two lines {xtte, for x € (—R, )}, (iii) the line {d+wx, for z € (—e,€)}
and (iv) two circle arcs with radius R that connect the segment (i) with the segments in
(ii) (cf. Figure 1). At first we let R — oo, in which case the integral of the circle arcs
tends to zero (cf. [5, p.224]). An application of the Cauchy integral theorem then leads to

é -0
h(u) = —-— (/ "Ly (@ + e) da +/ "L (2 — 1e) d37>
_ 5
1

Con

/ Ut (5 + 1) d.

Note now that Ly (3) = Ly(s), where w is the complex conjugate of w. Indeed, for
Re(s) > 0 we have that Ly (s) = [;* e *'h(t) dt, from which the observation follows. For
Re(s) < 0 we may always find an sp such that Re(sg) > 0 and |s — sg| < [s¢|, from which



it follows that s is included in the domain of convergence of the power series around sg.
The holomorphicity of the analytic continuation of Lj(s) on D yields then

7(n)

< o FOT
LY (s L i) — \n
_Z:O hnio (5 = s0)", Z 2150 (=0, and L s5) = L7 (s0)

implying the observation.
From a substitution in the above integrals it then follows that

1 o N o0 ~
h(u) = — 5 </5 e T Ly (—2 + te) dw — /5 e )Ly (—z — te) dx)

1 € N 1 € ~
+ 27r/0 UL, (8 + 1) do + 277/0 U (5 — 1) da

= 1 /00 Im (e_“(x_LG)j}h(—x + L€)> dx + % /6 Re <€6u+wuih(5 + Lx)) dz
0

TJ-s

O
If for € — 0 we are allowed to interchange limit and integration (for corresponding criteria
cf. Section 3), then we get

h(u) = . /000 e “Im (ﬁh(—x)) dz, (6)

T
where Im(ﬁf(—m)) = lim. 0+ Re (ﬁf(—x + L6)>. To evaluate the integral in (6), one
now uses a rational function of the form

ao+ a1z + - + ap_qz" !

bo + b1z + -+ + by

rn(z) =
to approximate e~ "%, such that sup,~q|e”* —rp(—2)| is small. Denote with z; and ¢, the
poles and the residuals, respectively, of 7, (x). If the z; are distinct, then

n
Ck

x— 2z

o () =
k=1
By using a contour consisting of the lines that wind around the negative real axis and a
circle connecting these lines (see Figure 2) one gets

hy(u) == ! /000 7n(—ux)Im (ﬁh(—x)) dr = — zn:ckﬁh(zk/u)/u

™
k=1

(if ﬁh(s) is not holomorphic, but at least meromorphic, then corresponding residues have
to be added to the above expression). The eventual integration error is then bounded by

1

= /00 (e™* — rp(—uz)) Im (ﬁh(—x)> dz
0
< suple”® = rp(— ‘/ ’Im(}(—x))’ dz.

>0

() = hn(u)] =




Figure 2: Another complex contour

It is known that one can find an approximation r,, with distinct zj such that sup,.q|e " —
rn(—2)| = 0(97") — see for example [12] for details and references. Furthermore, for this
choice of r,, cop_1 = €3k and z9x_1 = Zak, which reduces the number of needed evaluation
points by a factor of 2, leading to the simplification

n/2

ha(u) = —2Re [ > cop1Ln(zo6-1/u)/u | , (7)
k=1

Remark 2.1. If equation (6) does not hold, then we can approzimate e* in (5) by rn(x)
and use a sufficiently small € to get the same approzimation (7). In this case the error
bound then has to be adapted accordingly.

3 Completely monotone distributions

We will now show that if there exists a measure p such that h(z) = [;~ e ™" du(z), then
the method of Section 2 is applicable. This condition on A is of particular interest since
Thorin [10] showed that the ruin probability (h(xz) = ¢ (z)) in the classical risk model with
Gamma(a)-distributed claims (« < 1) and also with US-Pareto distributed claims fulfills
this assumption (in both cases u is even positive, as the claim distributions are completely
monotone).

Proposition 3.1. Assume that for a function h(z) there exists a (signed) measure p with

h(x) = /0 e (o),

| i <
0

where || is the total variation measure of yi. Then Li(s) is holomorphic for s € D and
for every € > 0 lim|g o0 tm(s)>e Ln(s) = 0. Further, for every function k(s) for which
there exists an ey such that k(s) is holomorphic for all s € {s : sup,egr <o |5 — 7| < €0},

Assume further that



k(3) = k(s) and k(s) = O(1/Re(s)) as Re(s) — oo (where Im(s) stays bounded), there
exists a 0 > 0 with

Cdim Lt [ Im (k(—2 10 L~ + 1)) da = /OOO k(=) du(z). (8)

e—=0m J_5

Hence in this case representation (6) is applicable.

Proof. At first note that

ﬁh(s)_/ooo L ).

x+ s

Hence Ly(s) is the Stieltjes transform of u (cf. [13, Chapter VIII]). It follows that Ly (s)
is holomorphic for all s € D (cf. [13, p. 328, Corollary 2b.1]). We want to show that for
every € > 0, limy o0 tm(s)>e Ln(s) = 0. At first note that when the distance between s

and the negative real axis approaches infinity, then f/h(s) — 0. If s stays near the negative
real axis, then for an € > 0 and Im(s) > e:
1

. () —Re(s)/2
Ly(s g/ d|p|(z +/ d|p|(z
ZOEY e+ [ || e

< [ @)+ g | e
“Re(s)/2 | = Re(s)|

1
x—+ s

which tends to zero as Re(s) — —oc.
To prove (8) note that

/ Im(k( @+ 1€) L (—x + te) dx—/ / (t—ij—i?) du(t) da
/ / Im(t_:;—:_be)> da du(t)

LT () () e
We have

/ooIm <l<:(—x+Le)> dz = lim R(k(—x—i—w)) B (k:(—a:—Le)) de
5 t—x+te R—oo J_s \ t—x+ e t—x— e
and by the residual theorem we get

R _ P 0+e

/ <k( x+Le)>_<k( x LE)) d:vz—2mk:(—t)—/ k(s) ds

s \t—x+ e t—x— e S—e L+ 8

R—e € € _
—/ K(s) ds:—2mk(—t)—/ KO+ ux) dx+/ FR+w) 4

Riw t+s ct+o+ e t— R4+

From

Y R G ) R / BO+) ol < 9e sup FOE @)
R—oo J_. t— R4z _et—l—é—i—ax —e<z<e 1)
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it follows that

[e.9]

lim [ Im (/-c(—:c o) ip(—x + Le)) de = -7 / (=t du(t)

e—0 J_5
(6 + wx) oo
2 5—’0/ /_5 t+0+wx dzdu(t) = _W/O k(=) dpu(?).

g

We hence arrive at the following result.

Theorem 3.2. Assume that for a function h(z) there exists a (signed) measure p with

h(z) = /000 e "du(z) and /OOO dlp|(t) < oo

Then for the approximation hy(x) of equation (7) we have the error bound
(o) = h(a)] < suple™ = ru(=a)] [ dlul(t)

If further u is a positive measure (i.e. h is completely monotone), then

(o) = h(a)] < sup e~ = ()| [ dute) = h(O)suple = (=2l
>0 >0
In the following we will show that for completely monotone claim size distributions (which
are defined through F(z) = [;~ e *"dpu(t) for a positive measure y) and some further
restrictions on pu, the ruin probablhty in the Cramér Lundberg model and the tail of a
compound Poisson distribution fulfill the condition of Proposition 3.1. To that end, we
will use some results of Thorin [10]. Let us first evaluate lim, o L (= + ce€).

Lemma 3.3. Assume that F(z) = [ e " du(t), where p has a density f,(t) which is
continuous in x, then

Im(ﬁf(—x)) = Eliré1+ Im (ﬁf(—x + LE)) = 2nfu(x) and

Im(L¢(—x)) : €£r51+1m (Lf( x+ LE)) = 2mxf,(x).

If further fL(t) exists and is bounded in a region around x, then

Re(Lx(—z)) = lim Re( (- x—i—LE)) — lim </0x_6(1)fﬂ(s) ds—i—/:o L e ds>.

e—0+ 5—0 s—x 45 (s—x)

Proof. The first statement is proved in [13, Theorem 7b, p. 340], the second statement
is proved in Section 2 of [10]. O

Thorin [10] stated for the case of h(z) = ¢(x) that interchanging limit and integration
in (6) is feasible if L #(—=x) is continuous and some further conditions are fulfilled. In the
following we show that in our setup these further conditions and the continuity are in
fact fulfilled and in that way provide sufficient general conditions beyond Thorin’s explicit
examples under which the procedure is applicable.



Lemma 3.4. Assume that F(x) = [;° e " du(t), where p has a density f,(t) which has
a bounded derivative f|, fort > d > 0. If Jo7 dlpl(t) < oo, limg—oo @sUPss, | fu(t)] = 0
and lim, o 22 sup;, | f1,(t)| = 0, then

Lf(s) — 0

uniformly for |s| — oo.

Proof. We have to show that f}f(—x + te) — 0 as z — oo uniformly for € > 0. Note
that for (z/2 > d) and 6 > 0

e €S v—oz €S
Im(Ly(—x + e)) = —/0 (7d (s) = —/0 (7(1/1(3)

s— 1)+ €2 a s—1x)?+ €2

o0 €S x+ox s
e - [ el

We have that
> €s > s 14+6 [
| st < [ al(s) < L2 [ aluls)

+ox (3 - $)2 + €2 +dx 2(8 - ‘T) r+ox

and

r—0x €s _ Sex . B -
/0 mdu(s) du(s) < ((5195)2(262/0 d|u|(s) < 12755 i d|u|(s).

For the last integral we have that

T+ox €s z+d €S
s s L0l S
/:v—da: (s —x)2+ e s(1—8)<t<z(ite) | Jomse (s—x)2 4 €2

=2z sup | fu(t)] arctan <$5) :
€

z(1-6)<t<z(149)
It follows that for every 0 < § < 1 uniformly for all € > 0

. 1-6
lim ‘Im(Lf(—x + Le))‘ < —
and hence uniformly for € > 0

lim )Im(ﬁf(—x + LG))‘ =0.

Tr—0Q0
Next we consider the real part of L ;(—x + te). We have:

> s—x)s T—0x s—1x)s
Re(Lg(—x +1€)) = /0 (() du(s) = /0 (()2 du(s)

s—x)2 + e s—x)2+e

N /:" B LR /x“"“g”wfu(s)ds_

+dx (S - x)g + €2



Furthermore

[ e e

o (s —a)? + €

z—0z s—1x)s
/ (()du(S)
0

s—1x)2+ €2

s 1+0 [
< d|pl(s) £ —— d|p|(z
/x+5x3$ () 0 Jovse ()

and

r—x S 1—§ [
< / dul(s) < 222 [ ().
0 6 0

r— S

For the last integral we get for a & € (inf(1_s)z<i<(148)2) £, (1), SUD(1_s)zctc(1+8)2) Fru(t))
and Taylor’s formula

x4z (8 _ 17)5 x40z (S _ x)s z+o0x (S _ l,)28
7 7 ds = L A— d — ¢, ds.
[ Goapraties= [ G e [ e
Evaluating the first integral, we get

4oz _
/CE—§:B (s(jx)jf@fu(f) ds

ox

fu(@)(262 — 2¢arctan <) ‘ < 45xf,(x).

€

For the second integral one obtains

/ e ﬂg ds' < sup £ / T s < 622 sup  |fL(0)]
vox (85— 22+ T qsuctcrng " Jomoa T A-da<t<(i4o)e

It follows, as for the imaginary part, that uniformly for ¢ > 0

lim
T—00

Re(L(—z + Le))‘ = 0.

g

Lemma 3.5. Assume that F(x) = [;° e " du(t), where p has a density f,(t) which has

a bounded derivative f,(t) for t in a region around zo. Then Iif(—ac) is continuous in
T = 0.

Proof. From Lemma 3.3 we get that Im(L;(—x)) = —2mzf,(z) and hence Tm(L ;(—x))
is continuous in r = x.
For the real part we have to show that:

lim lim (s —2)s (s —mo)s

T—x0,e—0€0—0 J (5 - 37)2 + €2 B (5 - I‘o)Q + 63

du(s) = 0.

For 6/2 > |x —zg| we can split the integral into three integrals 0960_5 + ffooj; + f;;ﬂ;. The
integrand in the first and third integral can be uniformly bounded for all |z —x¢| < 6/2 and
all €,¢9 > 0. Hence we are allowed to interchange limit and integration and these integrals

vanish. For the remaining integral we get for £, € (inf_s<;<s f/,(zo+t,SUp_scs f1,(v0+1)

zo+0 _
/ ’ wfu(s) ds = fu(xo) <25m0 — 2¢g arctan (M)))

0—6 (s —x0)? + 6(2) €0

xo+0 o 2
e / <8—w3>32d8
vo—s (5 —x0)% + €



and for §; € (inf_s<i<s f,@(xo +1,5Up_5o4<s f,:(xﬂ +1)

zo+0 s—ux)s wo+d s—1x)s
/ ()GQf#(S) ds = fu(x)/ ¥ds

os (s—x)2+ vo—s (s—x)2+ €

z+0 )2
Le / _(s=2)%s o

s (s—1)2+¢€2

Note that by an integration we get that

x9+9 _
i / %ds _ 9.
x—x0,e—0 z0—6 (S — 33) + €2
Further we have
z+6 N2 x+6 _ 2 5 2 -5 2
i R T L G P ) el Gt
w—w0,e—0 J,_5 (5 —x)% + €2 «0—0Jz 5 (5= 0)*+¢€ 2

It follows that for every 6 > 0

li )i — L(— )<25 '() —  inf ' (t
saiin o | E(8) = Ly(=20) +(M§;5mfu<> sl )

and hence

i L = L¢(—xp).
T 7(s8) = Ly(—=0)

In the case that o = 0 we use the integrals from f06 + [ 500 and the same proof applies. O

We can now give alternative general conditions for a result of Thorin [10] and add an error
bound:

Theorem 3.6. Assume that F(x) = [;° e " du(t), where fort > d >0,  has a density
fu(t) > 0 which has a bounded derivative fL(t). If further f,(t) = 0 for 0 < t < d,
limy o0 Z SUPys 5 fu(t) = 0 and limg . 2% sup; |f.(t)] =0, then

o0 Me = M)z fy(z)e v
* (e ARe(Lp(-2))) + (@mfu(x))

dz + cpe v (9)

Here, Ry is the Lundberg coefficient if it exists, and in this case c e “F is the Cramér-
Lundberg approzimation. If the Lundberg coefficient does not exist, then ¢, = 0.
For the approximation of equation (7), we get

[n(w) =¥ (u)] < suple™ —ra(=2)[(0).

Proof. The result follows from Corollary 2 and 3 of [10] and the comments afterwards.
The conditions of these corollaries hold due to Lemma 3.4 and Lemma 3.5 given above. O

10



Remark 3.1. It was already mentioned in Thorin [10] that (9) applies for Pareto distri-
butions and the completely monotone Gamma distributions as claim size distributions (cf.
also Ramsay [7]). In [10] also an extension to renewal models was considered.

We now give a similar result for the tail of a compound Poisson distribution, which extends
a result for Pareto distributions given in Ramsay [8]:

Theorem 3.7. Assume that F(z) = [ e ™ du(t), where for t > 0, p has a density
fu(t) wich has a bounded derivative f,(t). If further lim; oo xsups, |fu(t)] = 0 and
My 00 22 SUPs. | f1,(£)]| = 0, then

. 1 [ 1 ; 1 [ 1 i
G(u) = —/ e “Im <e_’\(1_Lf(_x))> dx = —/ e “Im (e)‘ILF(_z)> dz
m™Jo X m™Jo X

— 1 /oo e—uxez\xRe(ﬁF(—x)) sin (27’[‘)\1‘]0“(1')) d
0

— x.
s €T

The approzimation error of the approximation (7) is then less than

sup |e”* — r(—x)| 2Asup eMRe(Lp(-v)) / | fu(2)|dz. (10)
x>0 y>0 0

Proof. From Proposition 3.1 and Lemma 3.4 we get that L #(s) is holomorphic for s € D
and lim,|_o ﬁf(s) = 0. Due to Lemma 2.1 we then have to show that we are allowed to
interchange limit and integration in

[e.9]

— lim l Im <€—u(x—Le)1 (1 o e—)\(l—ﬁf(—x-ﬂe)))) dez.
e—0 7T _5 —x + Le

By Lemma 3.5 and 3.5, Re(A(1 — ﬁf(—x + 1€)) can be uniformly bounded for all x > 0
and € > 0. Hence we get by dominated convergence:

(e 9]

1 1 2
— lim = Im <e—u(x—be) (1 o e—)\(l—Lf(—ac-‘rLe)))) dz

=07 Js —x + L€
_ 1 / P A
T 0 xr

Since L(s) is continuous for s = 0, one obtains

lim (1 — ef)‘(lfﬁf(s))> =0

50
and hence 5
lim lim e_“(’”_“); (1 - e_’\(l_]if(_:”ﬂe))) dz = 0.
§—0e—0 J_5 —x + L€
For the proof of (10), note that |sin(z)| < = for x > 0. O

Remark 3.2. The Gamma distribution with f(z) = 2®'e=*1y*/T(a) and L(s) = (1 +
s/v)~% is completely monotone for o < 1 with f,(z) = sin(an)(s/y—1)"%/(s7) for x > ~.
But in this case f) () is not bounded for x =1/v, so that Theorem 3.7 is not applicable.
However, Remark 2.1 suggests that we can still use the proposed method.

11
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Figure 3: The absolute error of the rational approximation ri4(z) for small and large
values of z.

4 Some numerical examples

In the following we give some numerical illustrations for the strikingly accurate and fast
evaluation of 1 (u) and G(u) respectively, according to the procedure suggested in the
previous sections (which we call the TWS method).

The simple procedure to obtain the poles z; and residuals ¢, of the rational polynomi-
als r, is described in Trefethen et al. [12]. As noted there, using usual double preci-
sion the algorithm works well for smaller values of n and still reasonably for n = 14.
Hence we decided to use n = 14 for numerical computations (the procedure in [12]
actually only gives an approximation of the best approximating rational function ri4,
but as a numerical evaluation shows, this is sufficiently accurate; Figure 3 suggests that
SUP,~o le™% — r1a(—z)| < 8 x 107, which is only about twice the bound o(9~") for the
best one). From Theorem 3.6 we then know that for the ruin probability the first 13 dig-
its of its approximation are correct, so the numerical calculation of even very small ruin
probabilities is then reliable. However, one should keep in mind that the approximation is
computed itself numerically, and one has to care that due to truncation of digits this does
not lead to a significant further error (for the Pareto distribution this can for instance be
achieved by a reformulation of the Laplace transform expression, cf. below).

In addition to examples with completely monotone distributions, below we also test the
procedure for distributions that are not completely monotone and show that in this case
indeed the simple error bound of Theorem 3.6 is not valid. We will compare our results
with two other methods of Laplace transform inversion provided in Abate & Valko [1],
namely a fixed Talbot (FT) algorithm and a Gaver-Wynn-Rho (GWR) algorithm that
relies on the use of the Post-Widder formula

o= 2 (50 ()

The GWR method has the advantage that it is applicable for a broader class of dis-

12



tributions, since one only needs the values of the Laplace transform for positive real
arguments. However, both methods proposed in [1] rely on multi-precision computing
(expressed through a parameter M, cf. [1]), whereas our approach also works satisfacto-
rily with double precision, which has a very positive effect on the computation time (in
the tables below, we also report a TWS with rational approximation r4(x) for the case
that multi-precision (with 60 digits) is used to make it better comparable with the FT
method (with M = 60) and the GWR method (with M = 50)). In principle, all these
methods work satisfactorily for reasonable examples and accuracy. However, especially in
the completely monotone case, the TWS method described in this paper is most efficient
concerning reasonable precision versus computational costs (followed by the FT algorithm,
the GWR method is then the least effective).

We use values of u such that 1 (u) (G(u), respectively) is approximately 107, where k €
{1,...,6}. The tables show the absolute value of the relative error of the approximations,
where we use the result of the GWR method with M = 200 as the reference for the exact
value.

4.1 US-Pareto distribution

As a first example, we consider the US-Pareto distribution with F'(z) = (1 +z) % 2z >0
as a claim distribution. This distribution is completely monotone and its Laplace trans-
form is L;(s) = as®e*T(—a,s). We provide an example for the ruin probability with
a = 1.5, A = 1 and ¢ = 2.25 (Table 1), together with the computation time to gen-
erate the whole column for each method. Note that the direct evaluation of 1 — L 7(s)
for |s| small is numerically not stable (column TWS14), so we use the simple identity
1—Li(s) = (1 — as®T(—a,s)) + (1 — ¢°) and evaluate (1 — as®T(—a, s)) with the
series of Formula 6.5.29 of Abramowitz & Stegun [2] (truncated after sufficiently many
summands, cf. also Albrecher & Kortschak [3]). For the term (1 — e®) we use a series
expansion as well. These minor changes and an implementation in C++ dramatically
improve the performance of the TWS method (column TWS14 C++). In particular it
outperforms the FT and GWR method in terms of efficiency.

In Table 2 we see the results for the compound Poisson distribution with Pareto claims
and parameter o = 1.5 and A = 10. Since 1 — ﬁf(s) is not in the denominator in this case
(cf. (3)), there is no need for the above reformulation and the plain Mathematica imple-
mentation of TWS is already quite acceptable (column TWS14), but an implementation
in C++ speeds up the computation considerably (column TWS14 C++).

4.2 Completely monotone Gamma distribution

The Gamma distribution with Laplace transform L(s) = (1+s/7)~® is completely mono-
tone for o < 1. As mentioned in Remark 3.2, Theorem 3.7 is not applicable and we do
not get an error bound (however, as one can see in Table 4, the TWS method still works,
as for the numerical integration this single point is not relevant). However, for the ruin
probability we can apply Theorem 3.6.
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¥(u) TWS14 | TWS14 C++ | TWS40 FT GWR
1.x1071 [ 33x10719 | 39x107"® [1.1x107%® [1.6x10730 | 1.3 x107%
1.x1072 | 14x107% | 45%x10712 | 1.1x1073 | 52x10736 | 1.x 10736
1.x1073 | 24x1073 | 6.1x107"2 |81x1073" [ 6.1x10736 | 3.x 10734
1.x107% | 1.2x10° 2.7x10710 | 13%x10736 | 6.2x 10736 | 3. x 10734
1.x107°% | 2.x 10! 54 %1077 | 1.4x10736 | 6.2x 10736 | 3.x 10734
1.x107% | 3.6 x 106 19x107% [1.4x10736 | 1.3x107% | 3.x 1073

time 0.0048 sec 0.0001 sec 0.1056 sec 0.4092 sec 0.7916 sec

Table 1: Relative error of the ruin probability for the US-Pareto distribution with o = 1.5

G(u) TWS14 | TWS14 C++4 | TWS40 FT GWR
1.x107 T [71x1078 ] 12x107% [13%x103 [ 1.9x 1073 | 7.8 x 10736
1.x1072 [ 9.6 x 10712 | 81x107!12 | 1.3x10737 | 1.9x1073° | 1.8 x 1073!
1.x103 [ 29x 1071 | 56x1071 | 1.3x10730 | 25 x 10734 | 2.1 x 10733
1.x107% | 6.x10710 | 21 x10710 | 25x10736 | 24 x 10733 | 1.6 x 10736
1.x1075 | 1.5x 1078 | 35x10710 [ 35%x1073* | 6.5%x 10733 | 1.8 x 10737
1.x107% | 1.3x1077 | 79x107% [28x10733 [1.4x10732| 1.9 x107%

time 0.0044 sec 0.0001 sec 0.1504 sec 0.6052 sec 1.0664 sec

Table 2: Relative error of tail of compound Poisson distribution for the US-Pareto distri-
bution with o = 1.5

In Table 3, we depict results for the Gamma distribution with o = 1/100 and v = 1/100
(which are the parameters used in Grandell & Segerdahl [6]), ¢ = 11/10 and A = 1. In
Table 4 we list the results for the compound Poisson case with parameters a = v = 1/4
and \ = 3.

4.3 A Gamma distribution that is not completely monotone

Consider now a Gamma distribution with o > 1 (which is not completely monotone). One
can easily check that in this case |ﬁ¢(s)| — 0 and |ﬁ§(s)| — 0 as |s| — oo still holds.
However, whereas ﬁé(s) is holomorphic in D, I:w(s) now possesses poles in D. One then
has two possibilities. Either one could try to find the poles of ﬁw(s) and add the residuals
to the approximation, or one could try to ignore the contribution of the residuals and hope
that the introduced error is negligible. In Table 5 we use « = 5/2, v =5/2 and ¢ = 11/10
without considering the residuals, and we see that the contribution of the poles of ﬁ¢(s)
is in fact negligible in this case. The results for the compound Poisson case with A = 1
can be found in Table 6 (note that the error bound (10) is again not applicable).

4.4 Pareto distribution

Let us now consider a (classical) Pareto claim size distribution, i.e. F(r) =27 %z > 1,
which is not (but almost) completely monotone. Note that L;(s) = as*I'(—«,s) and for
any a,b > 0, limy_ |I:f(t(—a + bi))| = co. For the case of evaluating 1(u), we get that
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V(u) TWS14 TWS40 FT GWR
1.x1071 [ 72x1072 [ 21x107%8 [ 1.8 x 10730 | 1.8 x 10~
1.x1072 | 81 x 107 | 72x 10739 | 1.8 x 1073 | 9.3 x 10738
1.x1073 | 21 x1079 | 5.6 x 10737 | 1.8 x 1073* | 1.1 x 1073
1.x1074 | 1.9x 1077 | 2.x 1073 | 1.8x 10733 | 1.4 x 10732
1.x107° | 93%x1077 | 1.4x 10734 | 1.9x 10732 | 3.1 x 10~29
1.x1076 | 3.x107° |32x107%|1.9%x1073 | 6.1 x10°28

time 0.0012 sec 0.0304 sec 0.1808 sec 0.7724 sec

Table 3: Relative error of the ruin probability for the Gamma distribution with « = v =

1/100

G(u)

TWS14

TWS40

FT

GWR

.x 1071
.x 1072
.x 1073
.x 1074
.x 107
.x 1076

—_ = e e e

3.6 x 10713
3.6 x 10712
3.4x 1071
1.4 x 10710
5.2 x 10710
4.5 x 1078

1.4 x 10739
1.3 x 10737
1.7 x 10736
1.5 x 10735
2.3 x 10734
2.5 x 10734

1.8 x 10736
1.8 x 1073°
1.8 x 10734
1.8 x 10733
1.8 x 10732
1.8 x 10731

3.8 x 10712
8.7 x 10742
1.6 x 10739
8.5 x 10740
9.9 x 10738
1.3 x 1073

time

0.0012 sec

0.0292 sec

0.1692 sec

0.7204 sec

Table 4: Relative error of the tail of compound Poisson distribution for the Gamma

distribution with o =y =1/4

Y(u) TWS14 TWS40 FT GWR
1.x1071 [38x 10713 [ 82x%x 1037 [ 1.8 x 10730 | 5. x 107!
1.x1072 | 6.7x 10712 | 6.8 x 10737 | 1.8 x 10735 | 7.6 x 1027
1.x1073 | 1.2x 10710 | 81 x 10737 | 1.8 x 1073* | 1.5 x 10726
1.x107% | 33x1072 | 1.3x107% | 1.9x 10733 | 7.9 x 10726
1.x107° | 7.7x1078 | 1.4x1073* | 1.9 x 10732 | 8.1 x 10726
1.x107% | 9.x1077 |12x1073* | 1.9x 1073 | 3.5 x 1072

time 0.0016 sec | 0.02440 sec | 0.1616 sec 0.8144 sec

Table 5: Relative error of the ruin probability for the gamma distribution with o = v = 5/2
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G(u) TWS14 TWS40 FT GWR
I.x1071 [39x1072[11x10%[1.2x103 | 9.x 1071
1.x1072 [ 35x 10710 | 29x 10732 | 1.2 x 1073 | 3.5 x 10738
1.x1073 | 34x1072 | 94x 10731 | 1.2x1073* | 2. x 1073
1.x1074 | 32x107% | 24x10720 | 1.2x 10733 | 4.8 x 10734
1.x1075 | 1.9x1077 | 3.x10728 | 1.2x 10732 | 44 x 10733
1.x1076 | 24x1076 | 3.x10727 | 1.2x 1073 | 3.8 x 10729

time 0.0016 sec 0.0324 sec 0.1756 sec 0.8276 sec

Table 6: Relative error of the tail of compound Poisson distribution for the gamma distri-

bution with o =y =5/2

| ¢(w) | TWSI4 TWS40 FT GWR

1.x107 ] 7.x10718 | 2.x107% [86x 10732 [29x 107
1.x1072 | 1.1 x 107 | 25x 1073 | 1.9 x 107% | 1.6 x 10723
1.x1073 | 6.1x 10719 | 1.9x 10732 | 2.x 107 | 1.6 x 10~28
1.x107% | 1.4x1078 | 3.4x1073* | 22x1073 | 53 x 1028
1.x107° | 2.x107% | 42x1073° | 25x 10738 | 3.4 x 1072
1.x1076 | 96 x107° | 1.3x 10733 | 2.2x 10737 | 2.7 x 104

time 0.0032 sec 0.1232 sec 0.6256 sec 0.7420 sec

Table 7: Relative error of the ruin probability for the Pareto distribution with a@ = 3

at least Ly (s) — 0 for s — oo and Ly (s) is meromorphic with infinitely many poles in I,
whose residuals go to zero exponentially fast as u — oo, cf. Albrecher & Kortschak [3].
Also, the limit at the negative real axis exists. Further one can show by carefully selecting
the complex contour, that besides the problems of the poles of iw(s), the TWS method
can still be applied. As we see in Table 7 for the parameters « = 3, A =1 and ¢ = 5/3,
the contribution of the poles of i}¢(s) can indeed be neglected.

The situation is substantially different for the compound Poisson distribution with Pareto
claims. In this case ﬁé(s) is holomorphic in D, but lim|y_ ]ﬁ@(s)] # 0. Hence one has
to expect that the TWS and the F'T method do not work well. Further we discovered that
also the GWR method does not work as well here as in the other cases. In particular, we
had to increase the working precision, which slowed down the evaluation. In Table 8, we
used o = 3.3 and A = 2. Here we used M = 16 for the FT method (to save computation
time), as in this case a higher value of M does need not necessarily improve the quality of
the approximation, especially for small values of u. The same is true for the TWS method
and parameter n.

4.5 Lognormal distribution

Finally, we consider a lognormal claim size distribution. As was shown in Thorin &

Wikstad [11], in this case
F(x) :/ e " f,(z)da.
0
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| G(u) | Twsu4 TWS40 FT |  GWR
X107 [ 1.6 x 1073 | 1.8 x 107° | 4. x 102866892 | 8 8 x 10~
.x1072193%x1076 | 1.5x 10! 9.4 x 1076 4.4 % 1076
x107% | 7.x107% [ 94x10710 | 87x1078 | 43x10°7
x107* | 6.7x 1078 | 6.1 x 10720 | 2.8 x 107? 6. x 10710
x107° [ 3.2x 1077 | 27x107%2 | 63x1077 |56x10714
x107% | 8.x 1077 | 5.9 x 10726 2.x107° 9.1 x10°17
time 0.0068 sec | 0.2724 sec 0.1224 sec 0.8829 sec

—_ = e e e

Table 8: Relative error of the tail of compound Poisson distribution with Pareto claims
(a =3.3)

u\c 1.05 1.1 1.15 1.2 1.25 1.3 2

100 0.550743 | 0.343954 | 0.235726 | 0.173086 | 0.133839 | 0.107647 | 0.0253454
1000 | 0.0419949 | 0.0109919 | 0.0057413 | 0.0038406 | 0.0028796 | 0.0023021 | 0.0006037
10000 | 0.0000812 | 0.0000376 | 0.0000244 | 0.0000181 | 0.0000144 | 0.0000119 | 3.5 x 10~6

Table 9: Ruin probability for the lognormal distribution with g = —1.62 and ¢ = 1.8 and
different c.

where f, is a real-valued continuously differentiable function (but not positive, so the
lognormal distribution is not completely monotone). In principle, one can apply the theory
developed in Section 3 as well, but one can not ensure the absence of poles. Nevertheless,
the main problem in this case is that the Laplace transform L #(s) is not known explicitly.
In this case we only considered the TWS method with n = 14. To evaluate L #(s), we used

. o0 1 o _ (z=log(s)—w)?
Ly(s) :/ e %e 202 dr,
2
—oo V210

and numerical evaluation of this integral. Since we need a high accuracy of L #(s), this
slows down the procedure significantly. We use the example of [11], with p = —1.62,
o =18 and A = 1 and in Table 9 it is shown that the results of [11] are replicated by
the TWS method. Table 9 shows that indeed in absence of an explicit formula for the
Laplace transform, the computation time is much slower than in the previous cases. The
TWS method also works quite well in this case and is, at a much lower computational
cost, already satisfactorily accurate.

5 Conclusion

Quick numerical evaluations of ruin probabilities and tails of aggregate claims are a chal-
lenge in the presence of heavy tails. In this paper we showed that a quadrature method
proposed by Trefethen et al. [12] is well-suited for the evaluation of the integrals that
appear in the inverse Laplace transform of these quantities. For arbitrary quantities who
can be expressed as the Laplace transform of a signed measure u, we gave a theoretical
justification of this approach by establishing useful error bounds. A special case for which
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| Y(w) | TWS14 | TWS40 | FT GWR
1.x1071 [ 57 x1078 | 1.x10738 [ 1.7x 10730 | 5.8 x 10737
1.x1072 | 26 x 10713 | 1.x 10737 | 1.7x 1072 | 1.2 x 10728
1.x1073 | 73 x 10712 | 1.1 x 10736 | 1.7 x 1073* | 5.4 x 102
1.x107% | 1.3x1079 | 1.1 x 1073 | 1.5 x 10733 | 5.4 x 10725
1.x107° | 1.2x1078 | 1.1 x 10734 | 1.1 x 10732 | 3.3 x 1023
1.x1076 | 48 x 1078 | 1.1 x 10733 | 6.6 x 10732 | 3.6 x 10727

time 7 sec 135 sec 406 sec 259 sec

Table 10: Relative error of the ruin probability for the Lognormal distribution with ¢ = 1.2

this situation applies is the calculation of ruin probabilities and tails of compound Poisson
aggregate claim tails for completely monotone claim distributions. For general claim size
distributions, such bounds are not available, but if an explicit formula for the Laplace
transform is available, this method can still work, as some of our numerical illustrations
indicate.
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