THE MODAL u-CALCULUS HIERARCHY OVER RESTRICTED
CLASSES OF TRANSITION SYSTEMS

LUCA ALBERUCCI AND ALESSANDRO FACCHINI

Abstract. We study the strictness of the modal p-calculus hierarchy over some re-
stricted classes of transition systems. First, we prove that over transitive systems the
hierarchy collapses to the alternation-free fragment. In order to do this the finite model
theorem for transitive transition systems is proved. Further, we verify that if symmetry
is added to transitivity the hierarchy collapses to the purely modal fragment. Finally, we
show that the hierarchy is strict over reflexive frames. By proving the finite model theorem

for reflexive systems the same results holds for finite models.

81. Introduction. The modal p-calculus is an extension of modal logics,
with least and greatest fixpoint operators. The term “u-calculus” and the idea
of extending modal logic with fixpoints appeared for the first time in the paper
of Scott and De Bakker [23] and was further developed by others. Nowadays,
the term “modal p-calculus” stands for the formal system introduced by Kozen
[17]. Tt is a powerful logic of programs subsuming dynamic and temporal logics
like PDL, PLTL, CTL and CTL*. Hence, it provides us with the capability of
expressing and reasoning about assertions concerning “temporal” properties of
dynamic (reactive and parallel) systems with potentially infinite behavior. We
refer to Bradfield and Stirling’s tutorial article [10] or Stirling’s book [24] for a
thorough introduction to this system.

The standard semantics of the modal p-calculus is given by transition systems.
As usual, formulae are interpreted as subsets of a system, the set of states where
the property expressed by the formula holds. Many natural properties such as
“there is an infinite path” can be expressed by a modal p-formula. Further,
most such properties are given by formulae with alternation depth two, where
the alternation depth is the number of non-trivial nestings of least and greatest
fixpoints. Nevertheless, it is mathematically interesting to see whether the ex-
pressive power of the modal p-calculus increases with the alternation depth. If
this is the case then we have a strict hierarchy otherwise we have a collapse at
some point.

By a result of Bradfield [8, 9] the hierarchy over arbitrary transition systems
is strict, a result independently proved by Lenzi in [20] but only for the positive
fragment. Subsequently, Arnold showed in [5] that the hierarchy is also strict
over binary trees by using the Banach-Cacciopoli fixpoint theorem. His proof
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has been naturally extended to the class of all models by one of the authors in
[1].

Having seen the strictness over arbitrary transition systems, it can be asked
whether the alternation hierarchy remains strict for restricted classes of transi-
tion systems such as those that are reflexive or those that are transitive. In the
case of transitive systems, to our knowledge, the first attempt to answer this
question is presented by Lenzi in [21]. There, he shows that on transitive frames
every Biichi automaton is equivalent to a co-Biichi automaton, and conversely!.
This implies that over transitive frames the modal p-calculus collapses to the
level of Biichi automata (and to co-Bilichi automata). Because, for example,
well-foundedness is not definable in the modal fragment, the hierarchy is non
trivial. Thus, since over arbitrary graphs the intersection of Biichi and co-Biichi
automata corresponds to the alternation-free fragment, Lenzi conjectured that
the full modal p-calculus collapses to the alternation-free fragment ([22]). It is
interesting to note that Visser has shown in [29] that in the case of reflexive and
transitive models, where well-foundedness is false and therefore can be expressed
by a modal formula, the non-triviality of the fixpoint hierarchy is testified by the
formula stating the existence of an infinite path alternately labelled with p, —p,
p, p, etc.

In this paper we answer positively Lenzi’s conjecture for the class of all tran-
sitive systems by giving an explicit syntactical translation of the full modal
p-calculus into the alternation-free fragment. This result is first showed for fi-
nite transition systems and then generalized, by proving a finite model theorem,
to all transitive systems. We also verify, again by giving an explicit syntactical
translation, that if we add symmetry to transitivity all collapses to the purely
modal fragment. Further, by adapting Arnold’s proof for the general case, we
show that the hierarchy remains strict over reflexive frames. By proving a finite
model theorem for reflexive transition systems the corresponding result holds
even on finite models.

In the next section we introduce the modal p-calculus and some additional, not
standard, notions. In Section 3 we introduce evaluation games and show their
relevance for the modal p-calculus. In Section 4 some finite model theorems
are proved. In Sections 5 and 6 the collapse of the hierarchy over transitive-
symmetric and over transitive systems are proved. In Section 7 we prove the
strictness of the hierarchy over reflexive transition systems.

Related work. The question whether the modal pu-calculus hierarchy col-
lapses on special classes of transition systems has been addressed in various
other works. A prominent subclass, coming from Gdodel-Lob logic, is the class
of transitive upward well-founded frames. As shown by Visser in [30] and van
Benthem in [6] by using the de Jongh-Sambin fixpoint Theorem, the modal -
calculus collapses to its modal fragment. A direct proof of this result without
using de Jongh-Sambin Theorem is given by the authors in [3]. In [11] ten Cate,
Fontaine and Litak show that on the class of finite trees with the descendant
relation the modal p-calculus collapses to the modal fragment. Concerning the

LA complete proof of this fact, extended to the class of finite simple graphs (a class which
contains - modulo bisimulation - the class of finite transitive graphs) can be found in [12].
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hierarchy on transitive frames d’Agostino and Lenzi in [12] propose a different
proof which uses Theorem 6.5 of this paper. Further, Dawar and Otto in [13]
give a characterization of the bisimulation invariant fragment of Monadic Sec-
ond Order Logic over transitive frames. From their result, by using the Finite
Model Theorem for transitive frames (Theorem 4.4), the collapse of the modal
p-calculus follows, too.

82. The propositional modal p-calculus. In this section we introduce
syntax, semantics of the modal p-calculus and the alternation depth hierarchy.

2.1. Syntax. The language of the modal p-calculus, L, results by adding
greatest and least fixpoint operators to propositional modal logic. More precisely,
given a set P of propositional variables, the collection £, of modal p-formulae
(or simply p-formulae) is defined as follows:

pu=p| ~p[TIL](eAQ) (V)| Op|Up | pze|vee
where p,x € P and = occurs only positively in nz.¢ (n = v, p), that is, ~ z is
not a subformula of ¢. Ly denotes the pure modal fragment of £,,.

The fixpoint operators p and v can be viewed as quantifiers. Therefore we
use the standard terminology and notations as for quantifiers and, for instance,
free(p) denotes the set of all propositional variables occurring free in ¢ and
bound(yp) those occurring bound. Further, we define var(y) = free(¢)Ubound(y).
If ¢ is a subformula of ¢, we write ¥ < ¢. We write ¥ < ¢ when v is a proper
subformula. sub(y) is the set of all subformulae of ¢.

Let p(z) and 9 be two p-formulae. The substitution of all occurrences of
x with ¢ in ¢ is denoted by [z /1] or sometimes simply ¢(¢)). Simultaneous
substitution of all z; by ¢; (i € {1,...,n}) is denoted by [x1/¢1,... ,xn/Pn].
For serial substitution such as (¢[z1/11])[x2/12] we often omit the parentheses
and write [x1 /¢1][z2 /9]

REMARK 2.1. Note, that if ¢(z),¢ € L, then ¢[z/1] need not be a p-formula,
for example, if we set ¢ = py.x and ) =~ y then we have [z /Y] = py. ~y & L,,.
Nevertheless, in this paper, if nothing else mentionned, an expression like ¢[x /1]
will denote well defined p-formula. For a formal introduction of substitution we
refer to Alberucci [2].

The negation —¢ of a p-formula ¢ is defined inductively such that —p =~ p
and —(~ p) = p, by using de Morgan dualities for boolean connectives and the
usual modal dualities for & and O. For u, v we define

—ux.p(r) = vep(x)[z/-x] and  —wr.p() = px.oe(z)z/ ).

As usual, we introduce implication ¢ — 1) as =@ V ¢ and equivalence ¢ < 1) as
(o =) A (0 = 1)

We say that a variable z € bound(y) is well-bounded in ¢ if no two distinct
occurrences of fixpoint operators in ¢ bind z, and = occurs only once in p. A
propositional variable p is guarded in a formula ¢ € £, if every occurrence of
p in ¢ is in the scope of a modal operator. A formula ¢ of £, is said to be
guarded if and only if for every subformula of ¢ of the form nx.d, = is guarded
in 4. A formula ¢ of £, is said to be well-named if it is guarded and every
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x € bound(yp) is well-bounded in ¢. For all well-named ¢, if z is bound in ¢
then there is exactly one subformula nz.d < ¢ which bounds z, this formula is
denoted by ¢,. In the subsection of the semantics, by Lemma 2.3 we will see
that any p-formula ¢ is equivalent to a well-named formula wn(y), therefore, if
nothing else mentionned, we assume that all formulae are well-named.

If « € bound(y) and x is in the scope of a < operator in ¢, resp. [J operator,
then we say that x is weakly ezistential in ¢, resp. weakly universal in . If
x € bound(y) and z is in the scope only of & operators in ¢,, resp. [J operators,
then we say that x is ewistential in @, resp. universal in . Let ¢(x) be a -
formula. If x is free and occurs only positively in ¢, then we define ¢™ () for all
n inductively such that ¢'(z) = p(x) and such that

" (x) = ola /" (x)).

We define ¢™(T) = ¢"[z/T], and analogously for ¢™(L).
The rank, rank(y), of a formula ¢ is an ordinal number defined inductively as
follows:
rank(p) = rank(~ p) =1
rank(A «) = rank(a) + 1 where A€ {{J, <}
rank(a o ) = max{rank(a), rank(8)} + 1 where o € {A,V}
rank(nz.a) = sup{rank(a™(z)) +1 ; n € N} where n € {v, u}.

The fact that the definition of rank terminates is shown in the joint work with
Krahenbiihl [4] (see also [2]). It is an easy exercise to show that for all formulae
¢ we have that rank(y) = rank(—¢p).

The next lemma shows that wellnaming iterated formulae which are already
well-named does not affect the rank. It follows by the fact that since ¢ is well-
named the equivalent well-named formula for ¢™(T) is given by simply renaming
bound variables.

LEMMA 2.2. For all well-named formulae @ such that x appears only positively
and all n € N we have that

rank(p" (T)) = rank(wn(p"(T))).
Similarly for L.

Given a p-formula ¢, for all set of bound variables X C bound(yp), the formula
©free(X) is obtained from ¢ by eliminating all fixpoint operators binding a vari-
able x € X but leaving the previously bound variables = as a free occurrences.
Further, if X = {z;,...,2,} C bound(y) then we define

o X =X g/ 1 x, /1]

2.2. Semantics. The semantics of modal p-calculus is given by transition
systems. A transition system T is of the form (S,—7,\7) where S is a set
of states —7 is a binary relation on S called the accessibility relation and the
function A : P — ©(S) is a valuation for all propositional variables. A transition
system 7 with a distinguished state s is called a pointed transition system and
denoted by (7,s). T denotes the class of all pointed transition systems. Given
any property P, by T¥ we denote the subclass of pointed transition systems
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satisfying the property P. In particular T" denotes all pointed reflexive tran-
sition systems, T all pointed symmetric and transitive transition systems, T*
all pointed transitive transition systems and T"** denotes all pointed transition
systems where the accessibility relation is an equivalence relation, that is, it de-
notes the class of all S5 models. Given any property P, with T/ we denote
the subclass of finite pointed transition systems satisfying the property P. For
example, T*/ denotes all finite pointed transition systems where the accessibility
relation is transitive.

Let A be a valuation, p a propositional variable and S’ a subset of states S; we
set for all propositional variables p’

Y s if p" = p,
Alp = ST = {/\(p’) otherwise.

Given a transition system 7 = (S, —7, A7), then 7 [p — S’| denotes the transi-
tion system (S, —7, A7 [p+ S']). This notions are generalized straightforwardly
to Alx1 — Sq,...,2, — Sy] and T[x; — Sy,... , 2, — S,]. Given a transition
system 7, the denotation of ¢ in T, ||¢||7, that is, the set of states satisfying
a formula ¢ is defined inductively on the structure of ¢. Simultaneously for all
transition systems we set

Ipll7 = Alp) and || ~ pllz =S — A(p) for all p € P,

lae A Bllr = llallz OBl

v Bllr = llallr U6,

IOallr ={s€S | vt((s =7 t) =t € ||allT)},

[Callr ={s €S | 3t((s =7 t) At € [lallT)},

lvz.allr = U{S"CSS | S C (@)l 77ams}, and

lpz.allr =S €S | la@)|r@s) €5}

We say that a pointed transition system (7, s) is a model of a p-formula if and
only if s € ||¢|l7. By ||¢|| we denote the class of all models of ¢ and by ||¢|| the
class of all models of ¢ with property P. For a formula ¢(x) and set of states
S" € S we sometimes write ||o(S')||7 instead of ||¢(x)||7[z—s). When clear from
the context we use ||¢(z)||7 for the function

Al 1968 = 0(S)
el {S’ ~ Il

By Tarski-Knaster Theorem, c.f. [28], ||[vz.a(x)|7 is the greatest fixpoint and
lux.a(z)||7 the least fixpoint of the operator ||a(z)| 7.

The next two lemmas state some basic properties of denotations. Their proofs
are left to the reader.

LEMMA 2.3. For all transition systems T = (S,—7,\7) and all formulae ¢
we have that

Al=ellr =S = llelT,

- Nnzny-e(e,y)llr = [nwp(e, z)l7, where n € {u, v},

. Nva.o(x)||l7 = le(T)|l7, if all occurrences of x are not guarded,
Npxp(@)||7 = lle(L)||l7, if all occurrences of x are not guarded.
There is a well-named formula wn(p) such that |||z = |lwn(p)||7.

Grds WL o~
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LEMMA 2.4. Let o, o, a4, 3, Bis 0, € L, be well-named pi-formulae, where
i€{l,...,k}. For all transition systems T the following holds:

1. If free(¢;) Nbound(p) = 0 for alli € {1,...,k} then

elz1 /- ze /Yl = [l Tl i sl 2]
2. If Y < and x; € free(y)) Nbound(yp), with i =1,...,k, then

V(1) sy s Th/ Py ]l = ||¢||T[11'—’H<le Iz zr—=llea,llr]

3. If free(;) N bound(a) = free(e;) Nbound(3) = 0 and x; € free(a) N free(O)
foralli e {1,... k} and for every transition system T we have that

lallr = 118]lr

then, for every transition system T we have that

lefzi/Yn, ...z /elllT = |Blz1 /Y1, - o /Y]l T

4. Let free(a;) Nbound(y) = free(5;) Nbound(p) = 0 and let z; € free(y) occur
positively in @, wherei =1,... k. If for every transition system T we have
that

leillr S |Billr, for everyie{1,... k},

then we have that

lelzr/an, .. zn/on]llT C lleler/Brs .. an/Blll T

Let T = (S,—7,\) be a transition system and s, s’ two states in S. A sequence
S0, 81, ... ,8n such that s; -7 sit1, o = s and s, = &' is a path of length n
connecting s to s’. We say that s’ is reachable from s. A subset S’ C S of the
set of states is called a strongly connected component if for all s,s" € S’ we have
that s’ is reachable from s. For each s by scc(s) we denote the greatest strongly
connected component which contains s if there is one and scc(s) = 0 if s is not
contained in any strongly connected component. Note, that the notion scc(s) is
well-defined. Given a pointed transition system (7, s) and a state ' in it, we
define the depth of ', dp(s’), to be the length of the shortest path from s to
s’. Since parts which are non connected to the point s will be irrelevant in the
sequel we assume that all transition system are connected and, therefore, that
dp(s’) is defined for all s'.

2.3. The alternation depth hierarchy. Let ® C £,. For n € {v, u}, n(®)
is the smallest class of formulae such that:

O, =D C n(P);

If (z) € n(®) and = occurs only positively, then nz.ip € n(P);

If ), 0 € (@), then ¥ A p, 9 V o, O1p, Oy € n(P);

If 1, ¢ € n(®) and free(y)) N bound(p) = 0 then plz/¢] € n(P)

With the help of this definition, we introduce the syntactical hierarchy for the
modal p-calculus. For all n € N, we define the class of p-formulae X# and I1#
inductively as follows:

o X =11 := Ly;

o Xy = ()

° HZ-i—l = V(Eﬁ).
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Ab = 3¥E N1
The fixpoint alternation depth, ad, of a formula is the number of non-trivial
nestings of alternating least and greatest fixpoints. Formally, the alternation
depth of ¢ € £, is given by

ad(p) :=inf{k:p € A} }.

All ¥# and II# form the syntactical modal p-calculus hierarchy, which is strict.
The fixpoint alternation free fragment corresponds to the class Af.

LEMMA 2.5. For all p-formulae ¢ there is a well-named formula wn(p) such
that for all T we have ||¢|l7 = ||lwn(@)|l7 and ad(¢) = ad(wn(y)).

PROOF. We have just to verify that the construction of wn(p) given by parts
2 to 4 of Lemma 2.3 does not increase the alternation depth of the formula. But
this is straightforward. B
Given Lemma 2.2 and Lemma 2.5, we can assume that wn is a function as-
sociating to every formula ¢ a well-named formula wn(p) which has the same
alternation depth and the same denotation in every transition system and such
that, if ¢ is well-named, it also preserves the rank of ™ (T) and ¢™ (L), for every
n.

The semantical modal pi-calculus hierarchy over T consists of all £4T and TI4T
which are classes of pointed transition systems defined inductively as follows:

ot ={llell - ¢ € 2}
" = {llell : ¢ € I}
As usual, the ambiguous classes are defined by
ART = ST O TIET
The semantical modal u-calculus hierarchy over TF, for any property P, is de-

fined analogously.

THEOREM 2.6 ([8, 9]). The semantical modal p-calculus hierarchy over T is
strict.

From now on, when we write about the modal p-calculus hierarchy, we always
mean the semantical modal u-calculus hierarchy.

EXAMPLE 2.7. It is instructive to have a look at two typical p-formulae. The
first formula express the property of “always eventually p”

ve.(py.(p vV Oy)) A D).

Indeed, it says that from any node of a model, we can reach a node where p holds.
Since this formula is in II}, this kind of property can be expressed without any
alternation. Moreover, it can be shown that cannot be reduced to a purely modal
formula. The second formula defines the property of “there is a path where p
holds infinitely often”

ve.uy.((pV <oy)) A ).

It can be verified that the alternation is really needed, that is, that the class of
models of this formula is in 5" \ 47
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§3. Evaluation games for the modal p-calculus. Evaluation games are
a very important tool in the modal p-calculus and will play a crucial role in the
sequel. After introducing some general notions for infinite games we define the
evaluation games. The last subsection is about the concept of game formula.

3.1. Parity games. Let V be a set. By V* we denote the set of finite
sequences on V, and by VT we denote the set of nonempty sequences. Finally,
by V“ we denote the set of infinite sequences over V.

A game G is defined in terms of an arena A and a winning condition W. In our
case an arena is simply a bi-partite graph A = (Vp, V1, E), where VoNV; = () and
the edge relation, or set of moves, is E C (Vo UVy) x (Vo UVp). Let V =V U4
be the set of vertices, or positions, of the arena. Given two vertices a,b € V,
we say that b is a successor of a, if (a,b) € E. The set of all successors of a is
sometimes denoted by aF or E(a). We say that b is reachable from a if there
are ay,...,a, € V such that a; = a, a,, = b and for every 0 < i < n, a;41 € a; F.

A play in the arena A can be finite or infinite. In the former case, the play
is a non empty finite path 7 = ay...a, € VT such that for every 0 < i < n,
a;+1 € a;F and a, E = . In the last case, the play consists in an infinite path
T=ai...an - € VY with a;41 € a;FE for every ¢ > 0. Thus a finite or infinite
play in a game can be seen as the trace of a token moved on the arena by two
Players, Player 0 and Player 1, in such a way that if the token is in position
a € V;, then Player 7 has to choose a successor of a where to move the token.

The set of winning conditions W is a subset of V“. Thus, given a game
G = (A, W) a play m is winning for Player 0 iff

1. if 7 is finite, then the last position a, of the play is in Vi,
2. if 7 is infinite, then it must be a member of W.

A play is winning for Player 1 if it is not winning for Player 0. In this framework
we are interested in what is called a parity winning condition. That is, given a
set of vertices V', we assume a coloring or ranking function Q : V' — w such that
Q[V] is bounded. Then, the set W of winning conditions is defined as the set of
all infinite sequences 7 such that the greatest priority appearing infinitely often
in Q(7) is even.

Let A be an arena. A strategy for Player 7 is simply a function o; : V*V; — V|
with ¢ = 1,2. A prefix a; ...a, of a play is said to be compatible or consistent
with o; iff for every j with 1 < j < n and a; € V;, it holds that o;(a1...q;) =
aj+1. A finite or infinite play is compatible or consistent with o; if each of its
prefix which is in V*V; is compatible with o;. The strategy o; is said to be a
winning strategy for Player ¢+ on W if every play consistent with o; is winning
for Player i. A position a € V is winning for Player 7 in the parity game G
iff there is a strategy o for Player i such that every play compatible with o
which starts from a is winning for Player i. A winning strategy o is called
memoryless if o(ay...a,) = o(by...b,), when a,, = b,. For parity games we
have a memoryless determinacy result.

THEOREM 3.1 ([14, 27]). In a parity game, one of the Players has a memory-
less winning strategy from each vertex.
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Having in mind this theorem, in the sequel we assume that all winning strate-
gies are memoryless, that is, a winning strategy in a parity games for Player 0
is a function o : V) — V, analogously for Player 1.

3.2. Evaluation games for the modal p-calculus. In this subsection we
will see, given ¢ € £,, and a pointed transition system (7, so), how to determine
the corresponding parity game E(¢, (7, so)), called also the evaluation game of
@ over (T, so).

Remember that 7 = (S,—7,A7). The arena of &(y, (7,s0)) is the triple
(Vb, V1, E) which is defined recursively such that

<S07 SO> ev

(remember that V' =V, U V4) and such that if (1,s) € V' then we distinguish
the following cases:

o If ) = (—)p and p € free(y). In this case we set E(y), s) = ) and

seX(y) ifv=p
sZ AT (¢) if o = —p.

e If ¢ = and x € bound(yp). In this case we set
(¢, ), (pa,5)) € E

<¢,S> eV iff {

and we have
(1h, s) € Vp iff @ is a p-variable.

o If v = a A 3 then we have (¢, s) € Vq, and if ©» = a V 8 then we have
(1, s) € Vp. In both cases it holds that

(¢, 5),{a, 5)) € E and ((¢, 5), (B,5)) € E
e If ) = Oa then we have (¢, s) € Vi, and if ¢» = Ca then we have (¥, s) € V.
In both cases it holds that
((¢,8), {a,s')) € E for all s’ such that s —7 &'

e If ¢y = va.a then we have (¢, s) € Vi, and if ¢y = pz.ao then we have
(¢, s) € Vp. In both cases it holds that

(¢, 5),(a,5)) € E.

We complete the definition of the parity game E(p, (7, so)) by defining the (par-
tial) priority function  : V' — w. The function is first defined on states of the
form (nz.0,s) € V, where n € {i, v}. In this case we have that:

ad(nx.6) if n = p and ad(nx.d) is odd, or
n = v and ad(nx.d) is even;

if n = p and ad(nx.d) is even, or
n = v and ad(nz.d) is odd.

Q. s) = ad(nz.0) — 1

For a state of the form (z, s), where x € bound(y), we set

Q(w, 8)) == Q{px, 5))-
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Sip}

-

S;[p} —> S3

\

FIGURE 1

For all the other states («,s) we distinguish two cases. If there is a least
formula nz.d € sub(y) such that nz.0 > « we set

Q{a, s)) := Q((nx.9, s)).

If there is no such formula then we set

min{Q(nz.9) : nr.d < ¢ ifoeAlln>1
Q«a’m:{ {Q(nz.0) } oty

1 if ¢ € Af.

It can easily be seen that if there is a formula nz.0 > « then there is also a
least one. Therefore, the second case refers to subformulae o of ¢ which can
not be regenerated by a fixpoint application in a parity game. In the following
we simply write min Q and max ) instead of min{Q((a, s)) : (o, s) € V'} and of
max{Q({«a, s)) : (o, s) € V}.

Remember that if the play 7 is finite, Player 0 wins iff the last vertex of the
play belongs to Vi, and if the play 7 is infinite, Player 0 wins iff the greatest
priority appearing infinitely often even.

THEOREM 3.2 ([25]). (7,s) € |l¢|l iff Player O has a winning strategy for
E(p, (T, 5))-

This result can be seen as the “game-theoretical version” of what is usually
called the Fundamental Theorem of the semantic of the modal p-calculus. The
proofs of the following Lemma is by unwinding the definitions of winning strategy.

LEMMA 3.3. Let T = (S,—7, A7) be a transition system and o(x1,...,T)
be a formula where all z; occurs positively. Let o be a strategy for Player
0 in E(p(x1,...,x1),(T,s)). Suppose that for all vertices of the form (x;,s")
which are reachable by o we have that s' € A; C S, with 1 = 1,...,k. Then

o can be converted into a winning strategy for Player 0 in the evaluation game
Elp(xr, ... ap), (Txy — Aq, .. xp — Ag], s)).

EXAMPLE 3.4. Evaluation game E(vz.0((p VOL) Ax),(7T,s1)). 7 is as in
Figure 1, that is, it has states {s1,s2,s3} and p holds in s; and s, and the
accessibility relation is as depicted in Figure 1.

In Figure 2, you find the arena of £(vz.0((p VOL) Ax),(7,s1)). In order to
simplify the picture we identified vertices of the form (vz.O((pVOL)Ax), s) with
the vertices of the form (O((p VOL) A x),s). Note, that this does not change
essentially the evaluation game. Further, the graph given by the non-dotted
edges represents the part of the arena which can be reached by a play given the
strategy of Player 0 where he chooses, if there is the possibility, the non-dotted
instead of the dotted move. Note, that it is a winning strategy. It is left as an
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EpvOL) Az),81)

T

((pvOL) Az, s3) (pvOL) Az, s2)
(pVv DL, s3) (z, s3) ((pvOL), s2) (z, 52)

(p, s3) (0L, s3) E(pvOL) Az), 83) P> s2) (OL,s2) (O((pVvOL)Az), s2)

FIGURE 2

exercise to verify that ve.d((p vV OL) A 2) is valid if for all reachable states in
a transition system we have that either, the state is terminal, or, p holds in the
state.

3.3. Game formulae. Given a parity game E(y, (7,s)) for a formula ¢ we
define the pointed game transition system T (E(p,(T,s))) = ((S,—7,AT), s0)
such that the states S are the vertices V' and the distinguished state so = (g, s),
and such that the transition relation —7 is the edge relation E of the parity
game. If ad(¢) = n then the valuation A7 is specified for the new propositional
variables

{¢; :0<i<n}uU{d;:0<i<n}

For all ¢ € sub(y) we define our valuation for these propositional variables such
that

M (dy) = {(tp, s) : (¥, s) € Vo and Q((1, s)) =i} and
A (ei) = {{(,s) : (,8) € Vi and Q((¢, 5)) = i}.

In the following we introduce the game formulae and show that with them it is
possible to test the existence of a winning strategy for Player 0 in an evaluation
game.

DEFINITION 3.5. For all n > 1 we define the ¥/ game formula Wy such that:
Wop =  HEn—1.VTn—2... on(\/?;ol(di A Oxi) V \/?;Ol(ci A sz)) n even
[ —
Zn [ V1. - iz (Vi (di AOzi) V VL (¢ A D)) n odd
The II% game formula Wie is defined such that:

Won o= JVTnfTn1. . i1 ( Vi (di ACz) VI (e A Dxl)) n even
n *= V1 JMTp—2. ... szco(\/ﬂ_o1 (d; N Oxy) V \/;:01 (ci ANOx;))  nodd

1=

For n = 0 we define
WE(F; = WHS = WET

It is clear from definition that for all n > 1 we have that Wyr € X and
WHﬁ S Hﬁ.
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PROPOSITION 3.6 ([14, 31]). Let G an arbitrary parity game. Assume that
minQ € {0,1} and maxQ =n. We have that if n is even (resp. odd):
(a) if minQ) = 0 then Player 0 has a winning strategy for G if and only if
7(9) € [Wne Il (resp. T(G) € [Wse_ 1),
(b) if minQ = 1 then Player 0 has a winning strategy for G if and only if
7(G) € Wl (resp. T(9) € [Wezll)

From Proposition 3.6 and the definition of an evaluation game, it follows im-
mediately that:

COROLLARY 3.7. Let ¢ be a II¥-formula (resp. a 3 -formula) and let (T, s)
be an arbitrary pointed transition system. We have that Player O has a winning
strategy for E(p, (T ,s)) if and only if T(E(p,(T,s))) € [|[Wnxl|| (resp. if and
only if (T, s) € Wz |)-

Therefore, by applying Proposition 3.2 and Corollary 3.7, we have the following
result:

COROLLARY 3.8. Let ¢ be a I -formula (resp. Xt -formula) and let (T, s) be
an arbitrary pointed transition system. We have that

(T s) € llell if and only if T(E(p, (T, 5))) € [Wu,|| (resp. (T,s) € [Wx,I])-

84. Finite model theorems. In this section we prove finite model theorems
for the modal p-calculus over the class of all reflexive and over the class of all
transitive transition systems. Let us first state the well-known finite model
theorem for general transition systems.

THEOREM 4.1 ([18, 25]). For all modal u-formulae ¢ for which there is a tran-
sition system T and a state s in T such that s € ||p||T there is a finite transition
system T and a state s* such that s € ||| 7r.

4.1. Finite model theorem for reflexive transition systems. Let ¢ be
a p-formula. By induction on the structure of ¢ we define the formula ¢, ¢ as
follows:
(N)pref = (N)pu
(awo B)rer = Qpey © Brey where o € {A, V},
(Da)ref = Daraf A Aref,
(Ca)ref = Cttpep V ey, and
(NT.Q)ref = Nx.0trey where n € {p,v}.
The next Lemma is by induction on the structure of the formula.

LEMMA 4.2. Let T be a finite transition system and let T/ be its reflexive
closure. For all p-formulae ¢ the following holds

s € |lgrerllT  if and only if s € ||@||7res-
With the help of this lemma we can easily prove the finite model property for
reflexive transition systems.

THEOREM 4.3. For all modal p-formulae ¢ for which there is a reflexive tran-
sition system T and a state s in T such that s € ||p||7 there is a finite reflexive
transition system T and a state s™ such that s € |||/ 7r.
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PROOF. Let ¢ be a p-formula and 7 a reflexive transition system with a state
s such that s € ||¢||7. Since 7 is reflexive we have that 7 = 77¢/ and therefore
by Lemma 4.2 we have that

s € H‘prefHT'

By the general Finite Model Theorem 4.1 we get that there is a finite transition
system 77 and a state sp such that

sk € |[refllTr

If we define 7F7¢f to be the reflexive closure of 77 by applying again Lemma
4.2 we get

sk € [|@llgrres

and we have found the finite reflexive model and a state in it satisfying ¢. -

4.2. Finite model theorem for transitive transition systems. Let ¢
be a p-formula. By induction on the structure of ¢ we define the formula @, as
follows:

(~)per = (~)p;
(o B)tr = auy 0 Bty where o € {A,V},
(Oa) s = ve.O(as A ),
(Ca)y = px.O(oy V x), and
(nz.a)tr = nx.cyr where n € {u, v}
As in the reflexive case, the next Lemma is proved by induction on the struc-
ture of the formula.

LEMMA 4.4. Let T be a finite transition system and let T be its transitive
closure. For all p-formulae ¢ the following holds

s € |lpwllT  if and only if s € ||o||7er.

By using Lemma 4.4, mutatis mutandis, the proof of the finite model property
for transitive transition systems is exactly the same as for Theorem 4.3.

THEOREM 4.5. For all modal p-formulae @ for which there is a transitive tran-
sition system T and a state s in T such that s € ||||7 there is a finite transitive
transition system T and a state s™ such that s € ||¢||7r.

85. The hierarchy on transitive and symmetric transition systems.
In this section, we prove the collapse of the semantical modal p-calculus hierarchy
over T*! to the purely modal fragment. Let us begin with the following easy
lemma.

LEMMA 5.1. Let T be a transitive transition system and let s’ € scc(s). For
all p-formulae ¢ we have that

se| aplr if and only if s € A o1
where A€ {00, <.
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PROOF. Suppose that s € ||[Dy|l7. This is equivalent to the fact that for all
s" such that s —7 s” we have that s” € ||¢||7. On the other hand by definition
of scc we have for all s’ € scc(s) that s =7 s’ and s’ —7 s. Therefore, for an
arbitrary state s” by transitivity we have s —7 s if and only if s’ —7 s”. This
implies that s € ||J¢||7 if and only if for all s such that s’ —7 s” we have that
s" € |l¢ll7 which itself is equivalent to s’ € ||Jy|l7. The case for < is proved
similarly. B

THEOREM 5.2. Let T be a transitive and symmetric transition system. We
have that

lvz.p@)T = lle(e(T)lr.

PROOF. The C inclusion is clear. For the D inclusion, define A = ||o(p(T))| 7;
by definition of greatest fixpoint it is enough to show that we have

(1) AC oA

First recall that we assume that vz.p(x) is well-named. This means that in the
formula ¢(z) the variable x is in the scope of a modal operator and occurs only
once in . Therefore, we can assume that ¢ is of the form S(A «(z)) where
A€ {<,0}. Moreover o we have that A a(z) and A a(p(z)) occur only once in
the formula tree of ¢(¢(x)). Let s € A, by Proposition 3.7 there is a winning
strategy o for Player 0 in the evaluation game E(p(¢(z)), (T [x — S|, s)). Let
m be an arbitrary play consistent with o. If 7w reaches a vertex of the form
(A a(z),s’) then the same play reaches a vertex of the form (A a(p(z)),s”).
Since o is a winning strategy for Player 0 by Proposition 3.7 we have that

s" €| & alp(@)ll7jms) and s €| & a(@)|lris)-

Since 7 is transitive and symmetric it clearly holds that s’ € scc(s’) and, by
applying Lemma 5.1, we have

s €|l & a(e(@))l7[—s)-

Hence, we have shown that for all plays 7 consistent with o, if 7 reaches a
vertex of the form (A «(z), s’) then, by Theorem 3.2, there is a winning strategy
for Player 0 in the evaluation game £(A a(p(z)),(7[x — S],¢')). A fortiori,
this implies that if 7w reaches a vertex of the form (A a(x),s’) then there is a
winning strategy o(aa(z),s’y for Player 0in £(A a(x), (T [z = |lo(2)|l7[z—s)]; 8'))-
Therefore, since ||o(z)||7jz—s) € S, the strategy o* given by following o but
switching to the corresponding o (s q(z),sy When a position of the form (A a(z), s')
is reached, is winning for Player 0 in the parity game E(p(¢(x)), (T [z — S], 5)).
Let B := ||¢(z)|l7[z—s). By construction of * we have that for all vertices of the
form (z,v) which are reachable by o* it holds that v € B. Then, by applying
Lemma 3.3, 0* can be converted into a winning strategy for Player 0 in the
evaluation game E(p(p(z), (7 [x — Bl,s)). By Theorem 3.2, we have that

s € |lo(e(B))lIT

which can be reformulated as s € ||o(p(@(T)))|l7 or s € |[p(A)|l7. Therefore,
we have proved Equation 1 and completed the proof. B
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DEFINITION 5.3. The syntactical translation (.)" : L,, — L is defined recur-
sively on the structure of the formula such that p! = p, 1L* = 1 and Tt = T,
such that it distributes over boolean and modal connectives, and such that

(uz.p)t = (wn(p(p(L)))" and  (vz.p)t = (wn(p(p(T))))".

Note that (¢)! is defined via an application of (.) either to a strict subformula
1 of ¢, or to a formula whose rank, by Lemma 2.2, is strictly smaller than the
rank of . Thus (.)! terminates and is well-defined.

The next corollary proves that on transitive and symmetric models, the se-
mantical hierarchy of the p-calculus collapses to the class AY T Tts proof goes
by induction on the rank of a formula and uses Theorem 5.2.

COROLLARY 5.4. On transitive and symmetric transition systems we have that

lelr =ll¢'llr.

ExXaAMPLE 5.5. If we look at our example from Section 2, for “always eventu-
ally p”, we have that

v (uy.(p v Oy) AD2)|™ = ||(p Vv Op) AOp V Op)|™

and for “there is a path where p holds infinitely often”, we have that
vz (b v O9)) A O)|T

[(pV O AS((pVOPACT)AOT)) AC((pV O(p AT AT

REMARK 5.6. Because the previous proof applies to any S5 model, that is, for
every 7 € T"*" we have that:

lelr = lelr

The fact that the modal p-calculus hierarchy for S5-models collapses to the
pure modal fragment is indeed not surprising since for a Sh-formula ¢ there
are only finitely many formulae with the same propositional variables which
are not equivalent over T"*! and, therefore, it can easily be shown that for all
vr.p(x) € L, there is a n € N such that |¢"(T)|™" = |va.@|™". The
existence of only finitely many non equivalent formulae follows from the fact
that for all Sb-formulae ¢ there is a conjunctive modal normal form v such that
V=8 Noa N.. N6y where 6 = a VUG VOB V.06, VO VOoy V.V Oy,
and «, 3; and ; are propositional formulae?.

86. The hierarchy on transitive transition systems. We show that the
modal p-calculus hierarchy over T? collapses to the alternation-free fragment.
This is done in four parts starting from subsection two. First, any modal u-
formula is reduced to a semantically equivalent formula 7(¢) such that nor-
malized strategies on evaluation games, which will be introduced in the third
subsection, have certain nice properties. Then, we encode such normalized win-
ning strategies in modal u-formulae and, finally, we show the collapse for finite

2Cf. Chapter 5 in [16].
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transitive transition system and, by using the previously proved finite model
theorem, generalize it to all transitive transition systems.

In the next subsection some technical notions like the one of unfolding a for-
mula in a model are introduced and some properties are proved.

6.1. Some technical preliminaries. Remember that we suppose all pu-
formulae well-named. First we introduce the unfolding of a formula which gen-
eralizes the one of closure of a formula, introduced by Kozen in [17]. In order to
do this, let ¢ and ¢ be any p-formulae such that {z1,...,2,} = X C bound(y).
The unfolding of 1 in ¢ over X, unfif(z/J), is the formula defined recursively such

that unfg(w) = ¢ and such that if X is of the form {zi,...,x,} then

unfX (1) = Yla /unfX T (0ay), e funfE " (o0,)]

where X% = {z1,... ,2_1,%iy1,... ,2,}. It can easy be seen that we have
X Nfree(unf (v)) = 0.

In order to explain semantically the unfolding of a formula we introduce for
each transition system 7 the transition system induced by @, T¥. For every
variable = € bound(y) we define a natural number [(z) recursively such that
I(z) = 0 if free(p,) N bound(p) = 0 and such that

I(z) = max{l(x;) : x; € free(p,) Nbound(p)} + 1

in the opposite case. For all transition systems 7 with valuation A and for all
0 <i < max{l(z) : z € bound(p)} =: N we define new valuations A\ and
transition systems 7° such that A\ = X\ and 7° = 7, and such that 7+*! is
identical to 7% except for the valuation \*+! which is defined as follows:

i )‘k+1|P\bound(<p) = )‘k|P\bound(<p);
e if 2 € bound(y):

ko1, ) A (=) ifl(z) £ k+1
X = {||<pm||7k if1(z) =k + 1.

We define 7% to be 7V and \¥ = AN. Note, that if we have a formula 1 such
that free(¢)) N bound(y) is empty then, since the denotation of ¢ is independent
of the valuation of the bound variables, we have ||1||7 = ||¢||7+. In particular,
we have |||z = ||¢||l7». Moreover note that for all z; € bound(¢p) it holds that
A (@) = [l || 7o

LEMMA 6.1. For all formulae ¢, all subformulae v < ¢, all X C bound(y),
and all transition systems T we have that

lllze = [lunf3 ().

PROOF. By induction on the size of X. If X is empty, then by definition of
unfolding we have that

unfif ()=
and the claim is trivial. For the inductive step, suppose that X N free(¢) is the
set {x1,... ,xm}. Hence, by definition we have

unff(@[}) = w[xl/unffil(goml), . ,:Em/unfifim(gomm)].
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Since bound(¢)) Nfree(y,,) = 0 and free(unf;r1 (pz,;)) C free(py,) for all i we get
that bound(v)) ﬁfree((unf;r1 (pz;)) = 0. Therefore, by induction hypothesis and
Lemma 2.4.1 we get

IunfX () l7e = 11l 7o i pn, 7o somllpon 6]

Since for all z; we have that A?(x;) = ||¢u, |7+ we get

lunfZ (D)ll7e = 17
_|

The previous lemma tells us that on the transition system induced by ¢ the
denotation of any subformula of ¢ and the denotation of any of its unfolding
over @ are the same.

Other usefull properties of 7% are summarized in the next lemma.

LEMMA 6.2. Let T = (S,—7,\7) be a transition system, @ any p-formula
and ¥ < ¢.Then:

1. For every X C bound(yp) we have

14|70 = ||| 7
2. For every X1, X5 C bound(y), where X1 N Xs =0, we have

lunf X2, 7= o = 7.
3. For every X1, X5 C bound(y), where X1 N X5 =0, we have

[Junf X2pee X0 7o = ||9p] 7.

PROOF. Part 1. By Lemma 2.4.2 and since ||, ||7+ = A7 () for every vari-
able x € bound(p) we get

W e = (7O o 0 e

The proof ends with a straightforward induction on the structure of ¢ proving
that for all transition systems 7~ we have

[bll7e = 197X @1/ o0rs o @/ P, 7o
The only non trivial step is the one where v is of the form nz.« (n € {p,v}).
In this case, note that if any x; appears free in « then x appears only bound in

P,

Part 2. We prove the equation by induction on the size of X,. If X, is
empty, the equation holds by the previous point. For the inductive step, given
{xi,..., 25} = XaNfree(ye(X1)) we have that by definition of unf the formula

||unf§?ee(xl)¢free(xl)Hm is equal to
X, oty
HwﬁeE(Xl) ['ril/unfsaf?ee()(l) (@free(XI))zil P ] :E'L.k/unfsaf?ee(Xl) (<Pfree(Xl))m1k]HT¢ *

5) C free(cpfree(xl))ml) and since we have that
free(gpﬁee(xl))zil) N bound(¢)free(X1)) = ) we get

. X, free(X
Since free(unfwf?ee(xl)(cp ree( 1))30

free(unfffi:(l)(l) (wfrEE(Xl))z )N bOund(1/}free(X1)) — 0.

i1
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With Lemma 2.4.1 we get the equality with
waree(Xl)H

x5 x5 'k
Teloa =00 2 ) (PN i = 2 (975D, ]

and by induction hypothesis this expression is equal to
free(X
[ S P SOy P PO

Since in 7% we have that A(z;;) = [|¢z, |7+ the last expression is equal to

||7/)free(X1)||T%"-
Part 3. Suppose {z;,,...,x; } = Xo N free(yye(X1)). Following the same
argumentation as in part 2 we get that ||um‘i,(2 Yfree(X1) || 7, is equal to

=)

X2 1 X;'Lk .
To[wiy=llunfe?  pay lre, oz —llunfe? oo, lITe]
With Lemma 6.1 we get the equality with

o)
Telwiy=llee;, 7o mi—=llee;, 7o)

and because in 7% we have that A(zi,) = [¢s, [|7+ the last expression is equal
to ||1fee(X1)|| 7 which by part 1 is equal to ||1)]| 7. =

LEMMA 6.3. Let ¢ be a p-formula and T = (S,—7, A7) be a transition sys-
tem. For all X C bound(p), all 1, € X = bound(¢) \ X, all ¥ < ¢ and all
x ¢ X we have that

- ~—k
L Junf et X € flunf 200X
2. lunf Xt |l € unf ™y,

3. lunf?_x (o™ )allze S llpalire,
4o WX pomx Sl llTe

PROOF. Suppose o is a winning strategy for Player 0 in £ (u nff,yw’y, (7,5)).
By definition, any winning play for Player 0 starting from <unf§,71/1_x ,8) and
compatible with o do not reach a position of type (L, s’). Thus, this strategy
determines a winning strategy for Player 0 in 8(uan87{f’;}z/1_Xik, (7,s)). Part

1 is then obtained by applying Theorem 3.2. Part 2 follows by a finite reiteration
of part 1. In order to obtain part 4 just apply Lemma 6.1 to part 2 and note that,

since z ¢ X, (¢~%), = (p,)~X. Part 4 is also a consequence of an application
of Lemma 6.1 to part 2. —

6.2. A first reduction. We begin with a Lemma whose proof is standard.

LEMMA 6.4. Let T be a transitive transition system and let s, s’ be two stated
such that s —7 s'. For all p-formulae o we have that

s€|0pllr = s €||0pllr and

s'elCplr = se|Opllr.



THE MODAL pu-CALCULUS HIERARCHY 19

THEOREM 6.5. Let 7 be a transitive transition system and let va.p(x) be a
formula such that x is weakly universal. We have that

lva.p@)T = lle(e(T)lr.

PROOF. The C inclusion is clear. For the D inclusion, define A = || (o(T))|7;
by definition of greatest fixpoint it is enough to show that we have

(2) AC oA

First, recall that we assume that va.¢(z) is well-named. This means that in the
formula ¢(x) the variable x is in the scope of a modal operator and, therefore,
we can assume that ¢ is of the form S(Oa(z)). Moreover x occurs only once in
. This implies that Oa(x) and Da(p(z)) occur only once in the formula tree
of p(p(x)). Let s € A, by Theorem 3.2 there is a winning strategy o for Player
0 in the evaluation game E(p(¢(z)), (T [z — S],s)). Let m be an arbitrary play
consistent with o. If 7 reaches a vertex of the form (Ja(x),s’) then the same
play reaches a vertex of the form (Oa(p(x)),s”), with Oa(z) < Oa(p(z)) and
s’ reachable from s” in 7 [z — S]. Since o is a winning strategy for Player 0 by
Proposition 3.7 we have that

s" € |Ba(e(@))l7(mms) and s € |Da(z)|7(zms)-

Since 7T [z — S| is transitive we have that s” —7#~5 &’ and, by applying Lemma
6.4, we have

s' € [|0a(p(@) |7 ms)-

Hence, we have shown that for all plays 7 consistent with o, if 7 reaches a
vertex of the form (Oa(z), s’) then, by Theorem 3.2, there is a winning strategy
for Player 0 in the evaluation game &(Oa(p(z)),(7[x +— S],s)). A fortiori,
this implies that if m reaches a vertex of the form (Qa(x),s’) then there is a
winning strategy o(ga(a),s7y for Player 0 in £(Oa(x), (7 [z — |lo(2)|l7jz—s)]; 5'))-
Therefore, since ||o(z)||7jz—s) € S, the strategy o* given by following o but
switching to the corresponding o(ma (s),sy When a position of the form (Ca(zx), s”)
is reached, is winning for Player 0 in the parity game E(p(¢(x)), (T [z — S], 5)).
Let B := |¢(2)|7[z—s). By construction of o* we have that for all vertices
of the form (x,v) which are reachable by o* it holds that v € B. Then, by
applying Lemma 3.3, c* can be converted into a winning strategy for Player 0
in E(p(p(x), (T [x — B],s)). By Theorem 3.2, we have that

s € |‘(p((p(B))||T[mr—>S]

which can be reformulated as s € ||o(p(@(T))|l7 or s € |[p(A)|l7. Therefore,
we have proved Equation 2 and completed the proof. —

DEFINITION 6.6. The syntactical translation 7 : £, — £, is defined recur-
sively on the structure of the formula such that 7(p) = p, 7(=p) = —p, 7(L) = L
and 7(T) = T, such that it distributes over boolean and modal connectives, and
such that

o T(pz.p) = 7(wn(p(p(Ll)))), z is weakly existential in ¢

o 7(ux.0) =wn(ux.7(p)), x is universal in ¢

o 7(vz.p) = 7(wn(p(¢(T)))), @ is weakly universal in ¢
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o T(vz.p) =wn(va.7(p)),  is existential in ¢.

First, note that in each defining clause 7(¢) is defined via an application of
7 to a formula whose rank, by Lemma 2.2, is strictly smaller than the rank of
@. Thus 7 terminates and is well-defined. Note also, that it can be proved
by induction on the structure of ¢ that all variables which are existential (resp.
universal) in ¢ are weakly existential (resp. universal) in 7(¢) and that therefore
for all pz.av < 7(p) we have that x is weakly universal and for all va.a < 7(p)
we have that = is weakly existential.

COROLLARY 6.7. On transitive transition systems we have that

lellr =l (@)l

PROOF. By induction on rank(y). If rank(¢) = 1 or rank(p) is a successor
ordinal the proof is straightforward. If rank(y) is a limit ordinal then ¢ is of
the form nz.c. We distinguish four cases. If ¢ is of the form vz.a and x is
existential in ¢ the induction step is straightforward. Similarly for ¢ of the form
pz.oo and z is universal in ¢. If ¢ is of the form va.a and «x is in the scope of
a [J in ¢ the induction step follows from Theorem 6.5 and Lemma 2.5. In the
third case, if ¢ is of the form px.cv and « is in the scope of a & in ¢ then —g is
of the form va.—afz/—z] and z is in the scope of a [ in —p. Since in this case
rank(y¢) = rank(—p) we can apply the induction step as in the third case. !

6.3. Normalizing the winning strategies. Let 7 be a transitive transition
system and ¢ a p-formula. Consider an arbitrary (memoryless) strategy o for
Player 0, not necessarily winning. We define the restriction of E(p, (T, s0)) on
o, denoted by &|, (¢, (T, s0)), as follows:

e The set of positions V|, of the restriction is given by all nodes which are

the positions of some play compatible with o starting from position (g, sg),

e The arena of £|,(p, (T, s0)) is the triple (Vo|s, Vilo, E|s) where:

L. V0|d = @,

2. Vilo = Vs,

3. if (¢, s) € V|, NV} then E|,((¢,s)) = E((¢), s)), and
4. if (¢, 5) € V]o N Vo then Els((¢,5)) = {o({¢, )}

e The ranking function |, is given by the restriction of Q on V/|,.

Note, that if 7 is finite then V|, is finite, too. We have that in £|, (¢, (T, s0))
the only Player who can move is Player 1. This can be done because the moves
for Player 0 are already completely determined by the (memoryless) strategy o.
Clearly, any play in &|, (¢, (7, s0)) is a play in E(p, (7, sp)) compatible with o.
We say that a play 7 in £|, (¢, (T, s0)) is winning for Player 0 if and only if the
play 7 is winning for Player 0 in E(p,(7,s0)). If o is a winning strategy for
Player 0 then any play in &|, (¢, (7, s0)) is winning for Player 0.

EXAMPLE 6.8. Look at the arena depicted in Example 3.4. The non-dotted
part of the picture represents the arena of a restricted evaluation game.

DEFINITION 6.9. Let 7 be a finite transitive transition system and ¢ a u-
formula. Suppose there is a winning strategy o for Player 0 in the parity game
E(p, (T, s0)). Then, for every position (1, s) of €|, (¢, (T, s0)), we define a mea-
sure d({(1, s)). We distinguish two cases in the definition, depending on whether
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the strongly connected component scc({1, s)) of (1, s) in €|, (¢, (T, s0)) is empty
or not:

1. scc((,s)) =0

o it El,((0.5)) = 0
d((¢, s)) {max{d(((b, s")) : {p,s") € E|lo((4,8))} +1 else

2. scc(th,s) # 0 :
d((¥,5)) =0 if | J{Els((a,5)) : (@, 8) € sce(th, s)} \ scc(eh, s) = 0,
else

d((1, s)) = max{d({¢,s")) : (¢, s") & scc((1), s)) and exists
(€,5") € scc((¥, 5)) with (¢, s') € Elo((¢,s"))} + 1.

For all finite transition systems d is a well-defined measure. Indeed, if we have
a finite transition system we obviously have a finite arena which can be collapsed
to a finite and well-founded graph by identifying all vertices in the arena which
are in the same strongly connected component. It is clear that on finite and
well-founded graphs d is well-defined. By noting that on the original arena the
measure of a vertex corresponds to its measure of the collapsed arena we get
that d is well-defined.

LEMMA 6.10. Let T be a finite transitive transition system and ¢ € X5, Sup-
pose there is a winning strategy o for Player 0 in the parity game E(p, (T, s0)).
If y € bound(y) is a p-variable, then for every position (y,s) € V|,, we have
that scc({y, s)) = 0.

PRroOF. If scc((y, s)) # (0 then Player 1 can determine a play 7 in the restricted
game &|, (¢, (7, 5s0)) where (y, s) occurs infinitely often, since in |, (¢, (7, 0))
only Player 1 moves and therefore can stay as long as he wants in a strongly
connected component. Remember that ¢ € ¥4. Thus, there is no v-variable free
in ¢,. Moreover, if y € free(p, ), where x is an arbitrary v-variable, we have that
Q((y, s)) is strictly greater than the priorities of  and ¢, positions. Therefore,
7 is winning for Player 1. But since 7 is compatible with o, the play must be
winning for Player 0, too. A contradiction. -

Given the restriction of £(p, (7, 5sp)) on a winning strategy o and the measure
d on V|, we define the normalization of o, denoted by oV, as follows:

e For all positions (¢f3,s') € V|, we have that

oN((0f,5") = o ({08, 5)),

if d(o((¢8,))) is the minimum of the set {d((3,3)) : (8,3) € E({(CB,s))},
where any (3,5) € E((¢f8,5")) has to be reachable from (&S, s) in V.
Else

aM((0B,57) = (8,5"),
where (3,s") € E((¢f,s')) is a vertex reachable from (¢, s') in V|, such

that d((3,s”)) is the minimum of the set {d({5,3)) : (3,3) € E((¢B,s))}
where any (f3,3) € E({($f3,s')) has to be reachable from (&3, s') in V,.
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e If 1 is not of the form ¢ then we simply set o™ ((1, s)) = a((1, s)).

Intuitively, given a winning strategy o for Player 0 on (¢, (7, sg)), the normal-
ized strategy o™ for Player 0 is given by adapting ¢ such that for all vertexes
of the form (&8, s") Player 0 moves to a vertex (3, s”) whose measure is the
minimal measure of all positions of the type (3, 5) reachable from (<3, s’) which
are still winning in £(p, (7, s9)). We have the following lemma.

LEMMA 6.11. Let T be a finite transitive transition system. If o is a winning
strategy for Player 0 on E(p, (T, s0)) then oV is a winning strategy for Player 0
on 5(907 (Ta SO)): too.

ProOF. First we prove the following claim:

Claim : FE|, and F|,n coincide on every non empty scc of &| n (¢, (7, 80)).

The proof of the claim goes as follow. If there is no position of the form
(©B,s) in a scc of E|n (g, (T, 50)), the claim is trivially verified. Consider now
an arbitrary scc((Cf3,s)) of Eln (e, (T,50)). Let (1,t) € scc((CF,s)), in order
to prove the claim we have to show that E| ({1, t)) = E|s((¥,1)).

(a) If ¢ is not of the form Ca, then E| ({1, 1)) = E|s((,1)).

(b) For the case where 1) = O then suppose that E| ({1, t)) # E|s({1,t)) and
that E|n((1,t)) = {{a,t')}. Note, that by construction of ¢\ the position
(o, t') is the only successor of (1, ). Since E| n ({1, 1)) # E|s ({1, 1)) it must
hold that

(3) d((a,t')) < d({1),1))

where d is the depth defined on E|,(p, (7, sp)). Since scc({(Ca,t)) # 0 and
since (a,t’) is the only position reachable in one step from (O, t) we have
that (a, 1) € scc({(Ca,t)) and therefore that (Ga,t) is reachable from (a, t')
in &|n(p, (T, s0)). Since reachability in E|.n(p, (7, so)) implies reachability
in El,(p,(7,5s0)) we can infer that d({(«,t')) > d((Ca,t)), where d is the
depth defined on E|,(p,(7,sp)). This is a contradiction to point 3 and
therefore the claim is proved.

Consider an arbitrary play 7 in the graph of €|, (¢, (7, s0)). If 7 is finite, then
by construction of the normalized arena the play is winning for Player 0. If 7 is
infinite then from a certain position, say (a, t), we are in a scc of &|n (¢, (T, s0)).
But then by the previous claim after (a,t) the strategies of o and oN coincide.
Since by construction of o™ the position (a,t) is winning in £, (g, (7,s0)) the
highest priority appearing infinitely often in 7 must be even and, therefore 7 is
a winning play in E(p, (7, sg)) for Player 0. 4

In the next lemma we prove that, when considering ¥4-formulae, normalized
strategies have a nice and very usefull property.

LEMMA 6.12. Let T be a finite transitive transition system and ¢ € b such
that all v-variables are weakly existential. Let o™ be a normalized winning strat-
egy for Player 0 on E(p, (T, s0)). Consider a position (x,s1) in E|n(p, (T, s0))
where © € bound(y) is a v-variable. Then, if there is a position (y,s2) reach-
able from (x,s1) in V], where y € bound(y) is a p-variable, then there is no
position (x, s3) reachable from (y, s2) in V.
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PROOF. Suppose there is a play 7 consistent with o™ such that we have the
following regenerations: (z,s;) then (y,s2) and then (z,s3), where = is a v-
variable and y a p-variable. Note that, since ¢ € ¥4, we have that y € free(y,),
and therefore ¢, < ¢,. This implies that in 7 we must have positions of the
form (&(B(x)), sy) and (6(x), sY) before (x,s1), and also positions of the form
(O(B(x)), s5) and (B(z), s4) before (x,s3) but after (y, s2). By construction of
normalized strategy and by the transitivity of the transition system 7 it holds
that d((5(z),s7)) = d((B(x),s5)) but also that d({3(x), s7)) = d({B(x), s5)) =
d({y, s2)). This implies that scc((y, s2)) # 0. Because oV is a winning strategy
for Player 0, by Lemma 6.10 we get the desired contradiction. -

We immediately can restate the previous lemma as the following theorem.

THEOREM 6.13. Suppose a finite transitive transition system T, a formula
¢ € XY such that all v-variables are weakly existential and a normalized winning
strategy, o™, of Player 0 in (o, (T,s)). If in a play 7 consistent with o™ there
18 a regeneration of a v-variable x then either there is no more regeneration of a
w-variable after the first regeneration of x or, if there is such a regeneration of
a p-variable, then after this position there is no more regeneration of x.

6.4. Encoding normalized winning strategies. In Definition 6.14 we de-
fine the formulae NS_ (X', y) and NS:(I, X") used to encode the main properties
of the normalization of winning strategies of ¢ given by Theorem 6.13. Encod-
ing, in this context, will be formalized in the two main Lemmas of the section,
Lemmas 6.16 and 6.17. The intuition behind these formulae is the following:

e NS_ (X', y) reflects the fact that we are regenerating y and any v-variable
regenerated afterwards will be an element of X’,

° NSZ(,T, X') reflects the fact that we are regenerating = and if we regener-
ate any p-variable then afterwards any v-variable regenerated will be an

element of X'.
In the sequel, in order to ease notation, we write a formula of the form cp;ree(x)
instead of (pree(X)), .

DEFINITION 6.14. Let ¢ be a X4-formula. Let Y = {y1,... ,yx} be the set of
all p-variables in ¢ and X be the set of all v-variables in . For all subsets of
X' C X, all v-variables x such that z € X/X’ and all p-variables y we define
the formulae NSZ (z, X') and NS_ (X', y) recursively on the size of X’ such that

NS (0,) = unfyx((¢~)y)
and, such that
NSE (2,0) = (unf ey @751 /NS (B, 01), - -y /NS (0, ).
If X' ={x;,...,7;}and X’ = X \ X/, then

(@77)&&()(/)

NS, (X" y) = (unf (PN i, INST o, X7,

i /NS ol X))
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and

NSE (2, X)) = (unf o @b ) i /NS (X ),

Y /NSL (X' k),
le/NS; (Iil 5 Xlill),

@i, NS (i, X',

Note that by construction we have that for every v-variable x, every p-variable
y and every set of v-variables X', free(NS;(a:,X’)),free(NS; (X',y)) C free(yp)

and bound(NS;f(:v,X’)), bound(NS_ (X', y)) C bound(y).

LEMMA 6.15. Let p € X5, y be p-variable in ¢ and X' be a proper subset of
the set of all v-variables. Suppose that x; is a v-variable such that x; ¢ X'. We
have that

— +
NS, (X', y),NSJ (z;, X') € Ab.

PRrROOF. The proof goes by induction on the size of X’. If X’ = ) then clearly
NS_(X',Y) € ¥{ and, by definition of the formula, NSJ(z,X’) € A%. The
induction step follows from the definitions by noting that the class A% is closed
under substitution of A% formulae if no new variable is bound. =

LEMMA 6.16. Let ¢ be a X5 -formula and X be the set of all v-variables in ¢.
Suppose that all x € X are weakly existential. Let (T ,so) be a finite transitive
transition system such that there is a normalized winning strategy o™ in the
evaluation game E(p, (T ,s0)). The following holds for every X' C X where
X' =X/X":

1. If there is a play consistent with o™ which reaches a position (y,s) (y a u-

variable in @) such that on this play before (y,s) there are positions (T, s)
for all T € X' then it holds that

s € [INS, (X" )|

2. If there is a play consistent with oN which reaches for the first time a
position (x,s) (v a v-variable in ) such that on this play before (z,s)
there are positions (T, s) for allT € X'\ {z} then it holds that

s € HNS;(,T,X/)HT%'.

PrROOF. Let Y = {y1,...,yr} be the set of all py-variables in p. We prove
the two points simultaneously by induction on the size of X’. If X’ = () we
have that NS_ (0,y) = unfz,;x((cp_x)y). If there is a play consistent with o™
reaching a position of the form (y, s) whereby for all v-variables there has been
a regeneration in this play before, then, since o is a normalized strategy, by
Theorem 6.13 there can not be any regeneration of a v-variable after (y, s).
Therefore oN determines a winning strategy in

E(unflx (™)), (T, 5))
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and with Theorem 3.2 we get the induction base for part 1. For part 2 remember
that

NSF (2, 0) = (unf Sy @7 ) [y1 /NS (0, 91), - -, /NS (0, ).

Suppose that there is a play consistent with o™ which reaches for the first time
a position (z,s) (z € X) such that on this play before (x,s) there are positions
(z,s) for all T € X \ {x}. Then, since o™ is a normalized strategy, by Theorem
6.13 for every play extending this position which is compatible with oM, either
there are only regenerations of v-variables, or, if there is a regeneration of a
(y, s), then after this regeneration there is no more regeneration of a v-variable.
Therefore oN determines a winning strategy in

E((unf Sy @5 [y1 /NS, (0, 91), -,y /NS, (0, 90)], (T, )

and with Theorem 3.2 we get the induction base for part 2.

For the induction step of part 1, let X’ = {z;,,...,2;} and let (y,s) be a
position of a play consistent with o™ such that all Z € X’ have been regenerated
before. Then, by Theorem 6.13 for all v-variables x; regenerated afterwards
in the play we have x; € X’. By construction for such a position (z;,s;) we
will have that all v-variables in X' are regenerated before this position. Define
X'7" = X'\ {x;}. Tt can easily be seen that (z;,s;) satisfy the condition of
part 2 and, since z; € X', that X’~* C X’. Therefore, we can apply induction
hypothesis of part 2 and get

si € [INS* (25, X' )|

Recapitulating, we have that for all plays consistent with oN starting from (y, s)
if a v-variable z; is regenerated by a position (z;,s;) then s; € [[INST (z;, X' ") |7
and otherwise we have only regenerations of p-variables. But by Lemmas 2.4.1
and 3.3 this means that o™ gives us a winning strategy in the evaluation game

E(, (T, )

where

_ X7\ free(X’ —
v= unfz;—y)free()(/)(((p X )U ( ))[ ‘Th/NS:,?(xile/ 1)7

i, /Ns:j (zi,, X'

By noting that v = NS_ (X’,y) and using Theorem 3.2 we finish the induction
step for part 1.

For the induction step of part 2 let (x,s) be a position of a play consistent
with oN such that all Z € X’ have been regenerated before. There are only three
disjoint classes of winning plays (consistent with o) extending the position
(x, s) and they are obtained by considering all possible regenerations of bound
variables after this position:

1. The class of plays in which afterwards we regenerate a x; € X’ in a position
(x4, si), and before this position there was no regeneration of a u-variable.
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In this case we can apply the induction hypothesis for part 2 to the set
X'™" and get
S; € ||NS:£($Z',X/_1)”T.
2. The class of plays in which afterwards we regenerate a p-variable y in a
position (y, s,), and before this position there was no regeneration of a

x; € X', In this case, we can apply part 1, where the induction step is
already done, and get

sy € NS, (X" )7

3. The class of plays in which there is no regeneration of z € X’ UY, but
there are eventually only regenerations of x; € X’. Because these plays are
consistent with o™, they are winning. Therefore, they are winning in the

evaluation game f,’((unfjfi(yux,)g)p;(YuX’))7 (7,s)), too.
By Lemmas 2.4.1 and 3.3 we have that

s € [l(unf Seworoxn @8N g1 /NSS (X 1),

Y /NS, (X' k),
Ty /NS; (,Til s Xlill),

@i, /NS (i, X' )]l
and this ends the induction step of part 2 and the proof. —

LEMMA 6.17. Let ¢ be a X5-formula and X be the set of all v-variables in
w. Suppose that all v-variables are weakly existential. Then, for every finite
transitive transition system T and for every X' C X it holds that

1. For everyy € Y we have
NS, (X", 9)llze € llpyllTe, and
2. for every x € X' =: X/ X' we have
INSS (2, X ")l 7+ C llzllze

PROOF. Let Y = {y1,...,yr} be the set of all u-variables. We prove the
two points simultaneously by induction on the size of X’. Suppose X’ is empty.
Then we have that NS_ (0, y) = unfzgfx ((¢p=%),) and by Lemma 6.3.3 we obtain

lunfy—x (™ )y)ll7e S llyll7e-

Therefore we complete the base case of the induction for part 1. For part 2
remember that

NSF (2, 0) = (unf ey @5 ) [y1 /NS (0, 91), - -,y /NS (0, ).
Thus, by the induction base of part 1 and by Lemma 2.4.4, we have that

1 (unf ey 20 1 /NS (@, 91), -,y /NS (0, 90)] | 7

-
free(Y
1 unf X 5N 1 /0y, - Y /Py e
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But because in 7% we have that A\(y) = ||¢yll7¢ and by applying Lemma 2.4.1
and Lemma 6.2.2, it holds that

1 (unf ey 5N 1 /0y Y Syl e S ll0allTe

Therefore

1(unf Gy E2C) g2 /NSZ (0, 90), -,y /NSS @,y 7 € lloalie

This ends the induction base for both parts 1 and 2.
Let X' ={;,,...,2; }. For the induction step of part 1, remember that

(w—y)free(X/)

NS_(X',y) = unf) (=X )freeXy, [ xil/NS:fv(Iil,Xh“),

i, /Ns;;(xil X))

By induction hypothesis, by Lemma 2.4.4 and because in 79" the evaluation

of a variable z;; € X' is equal to [ (¢=*") we obtain

i |l %7
ij e X'

INS, (X', g)ll7e = || unf” (o= X))

(pry)free(X’)

[‘Th /NS: *(xh ) X/_il )7

—x/

iy /NS! s (i, Xl

C N} 7y (7))

)free(x/) y”TV,—W'

With Lemma 6.2.2 we obtain
10 e (NN = ™,

Finally, because by Lemma 6.3.4 it holds that ||(g0’7)y|\7_¢,7 C |eyllre we
get

INS, (X", )¢ € llpyllTe-

For the induction step of part 2 if X = X \ X', then by induction hypothesis
and by part 1 we have for every finite transitive transition system 7°

INSS (X% y)lle S oy ll7e,
INSS (X% yp)lll e C lloyellre,
INSG (@0, X' )7 S llpas, 7o,
INSS (23, X" "lze S Noay, ll7e
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Therefore, by Lemmas 2.4.4 and 2.4.1, and because for every z € bound(y) we
have that A(z) = ||¢:|l7¢, we get

H(unfSonn (@I XON g /NS (X ),

Ye/NSS(X" yk)
{E“/NS: (Iil 5 Xlill),

2, /NS (i, X7l
~7 f !
C lunf Srucoxn (1) 7.

Thus, we can apply Lemma 6.2.2 and obtain

free(YUX)

X7
||(U”fg,free<YuX')(S% Dze € lleallTe-

Because this implies that
INSS (2, X")ll7e C llezllze

this ends the induction step of part 2 and the proof of the Lemma. B

6.5. The collapse over transitive models. Everything now is ready to
prove the collapse of the p-hierarchy over finite transitive transition systems.

DEFINITION 6.18. For the formula ¢ € ¥4 such that X = {x1,... ,2,,} is the
set of all v-variables in ¢. We define a new formula p(p) € A such that

p() = " oy INSE (21, X1, ... 2 /NS (m, X )],

REMARK 6.19. By Lemma 6.15 it can easily be seen that p(y) is indeed a
Ab-formula.

THEOREM 6.20. For all p € ¥4 and all finite transitive transition systems T
we have that

lellr = llp(r(e))llr-

PROOF. First, we observe that 7(¢) € X5 and that by Corollary 6.7 we have
that |||z = ||7()|l7. Thus, we can assume that each v-variable in ¢ € 3 is
weakly existential and any p-variable weakly universal. If X = {z1,... ,z;,} is
the set of all v-variables in ¢, by definition of p we have to prove that

ol = Nl 21 /NS (21, X 71, 2 /NSE (2, X7 |7

“D7”: Note that 7|z — HNS;(:Cl,X_l)HT,...,xm — HNS;Z(:vm,X_m)HTH]
and 7%z ||NSZ(3:1,X*1)||T¢,...,xm — ||NSZ(3:m,X*m)||T¢||] agree on
the free variables of p™¢(X) because INSE (s, X~%)||7 and [[NSF (i, X )|z«
coincide for every x; € X. Therefore we have that

") [y /NS (21, X71), ..., 2 /NS (0, X )]l =
i /NSE (21, X71), .. 2 /NS (2, X )] |7
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With Lemma 6.17 and, because all v-variables appear positively in ¢, by applying
Lemma 2.4.4 we get that

e 21 /NSE (21, X7, .o, 2 /NS (2, X )]l
<
H<P xl/@IN'-' ,Im/<ﬂxm]”’f%"
By Lemma 2.4.4 and because in 7% we have that A(x;) = ||¢, |7+, we obtain

free(X) [

free(X)[ free(X) ||TV’-

T1/Pars- s Tm/Pan)lTe C [l
free(X)”Tw

[l

Since by Lemma 6.2.2 we have that || = ||¢|l7 we get this inclusion.

“C”: Let s € ||¢||7. By Theorem 3.2 there is a winning strategy in E(¢p, (7, s))
and by Theorem 6.13 it can be assumed to be normalized. Let 7 be any play
consistent with the strategy starting from (p, s). We have that if there is a (first)
regeneration of a v-variable x; in a position (z;, s;) then by Lemma 6.16 we have
that

si € [INS™ (2, X )|
where X is the set of all v-variables in ¢. Therefore, there is a winning strategy
for Player 0 in
g((pfree(X)7 (T[xl = |‘NS+(I1,X_1)||T, sy dp HNSJr(xm X_n)HT]v 3))

By Theorem 3.2 we have that

free(X
5 € 1" |y NS (o1, X )l s INSH i, X))
and with Lemma 2.4.1 we complete the proof. B

COROLLARY 6.21. The modal pi-calculus hierarchy on finite transitive systems
collapses to Ab.

PROOF. By Theorem 6.20, 477 = AT By duality, 4™ = AT By

this fact it is therefore very easy to verify inductively that for every m > 0,
t

D 4

COROLLARY 6.22. The modal p-calculus hierarchy on transitive systems col-
lapses to Ak

PROOF. Suppose that the hierarchy does not collapse. Therefore, there is a
formula ¢ such that for all formula ¢ € Af there is a transitive system 7 such
that 7, s = —(¢ < ). By Theorem 4.5, there is a finite transitive model 7/
such that 77, szf = = (¢ < ). But this cannot be the case by Corollary 6.21.

We end with the definition of a syntactical translation from £, to A} preserving
equivalence on transitive transition systems.

DEFINITION 6.23. R: L, — A} is defined as
R(p) = p and R(-p) = —p

e R(L)=_Land R(T)=T

e R(ao 6) R(a) o R(B), where o € {A,V}
e R(A ) =A R(B), where Ac {(J, <O}

o R(pz.p) = Wn(p(T(Wn(ufE'(R(SD))))))
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* R(vz.p) = ~(R(px.~plx/~al))
LEMMA 6.24. For all p-formula @ we have that

1. R(yp) is well-defined, and
2. R(p) € AL.

PRrROOF. We prove both parts simultaneously by induction on the structure of
. The induction cases for boolean and modal connectives are trivial. If ¢ is
of the form piz.c we have that R(uz.c)) = wn(p(r(wn(uz.(R(cv)))))). Because 7
is a well-defined syntactical transformation, and neither wn nor 7 increase the
alternation depth of a formula, the application of p in the clause of R(uz.a) is
well-defined by induction hypothesis. Thus, R(y) terminates and therefore it is
well-defined too. The fact that R(uz.c)) € A follows by induction hypothesis,
by the fact that, by Remark 6.19, for all X5-formulae ¢ we have that p(¢)) € Ab,
and because we know that 7 and wn do not increase the alternation depth. If ¢
is of the form vz.c, on one hand R(vx.«) is well-defined because the clause for
this form is defined via a reducing case R(ux.—p[z/—z]), and, on the other hand
R(yp) € A because A} is closed under negation. 4

THEOREM 6.25. For all ¢ € L, and all finite transitive transition systems T
we have that

lellr = [1R()l|T-

PROOF. We prove the equivalence by induction on rank(y) simultaneously for
all finite transitive transition systems 7. The induction cases for boolean and
modal connectives are trivial. If ¢ is of the form px.ac we have that

|R(pz.a)||l7 = [lwn(p(r(wn(pz.R(a))))) ||z by definition of R

= |lwn(pz.R(a))|| T 7(wn(uz.R(e))) € X5, and by
Lemma 2.5 and Theorem 6.20

= ||pz.alr by Lemma 2.5 and induction
hypothesis

If o is of the form vz.a we do a similar induction step like above by using the
equivalence ||vz.ol|r = ||-px.—alz/—z]|| 7. -

We conclude by verifying that the syntactical translation R is also an explicit
syntactical translation of all modal u-formulae to the alternation free fragment
preserving denotation in every transitive transition systems. The proof goes with
similar argument as in Corollary 6.22 and it is left to the reader.

THEOREM 6.26. For all ¢ € L, and all transitive transition systems T we
have that
lellr = IR(p)lT-

REMARK 6.27. Note, that due to the example of Visser in [29] mentioned
in the introduction the alternation-free fragment is also the optimal bound if
restrict ourselves to transition systems which are transitive and reflexive.

EXAMPLE 6.28. Let’s have a look at our example from Section 2. In the case
of “always eventually”, we have that

. (y.(p v ©y)) ADz)|™ = [|(pV Op) AD(pV Op)|™.
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For “infinitely often”, it holds that

lva.py.((pV Oy)) Aoz)|T = [va.(p A Sz)|".

But, because from footnote 4 of the introduction we know that va.(p A Ox)
cannot be reduced to any purely modal formula, contrary to the transitive and
symmetric case, over transitive transition systems “infinitely often” cannot be
expressed by a Al formula.

87. Strictness of the hierarchy for reflexive transition systems. In
this section we prove the strictness of the modal p-calculus hierarchy on reflexive
transition systems. In doing this, we follows the argumentation of the proof of
the strictness of the hierarchy on all binary transition systems presented in [1].
First, we adapt the game transition system such that it is reflexive.

Let E(p,(T,s)) be a parity game with priority function 2 and with corre-
sponding pointed game transition system 7 (E(p, (7,s))). We extend the edge
relation E of the parity game to its reflexive closure E” = EU{(s, s); s € ViUV1},
and change our priority function Q to Q" such that for all vertices (1, s) where

Y =nx.0 (n € {u,v}) we have
Q" ((1h, 8)) = Q(¥, 5)) + 2
and such that for all other vertices we define:
e if min{? is even
- 0 if (v,s) e W
() =40 TlhsEN
1 if (¢, s) € V.

e if min (2 is odd

QO ((¢,8)) =

2 if <¢,S> ew;
1 if (v, s) € Vp.

The new resulting “reflexive” parity game is denoted as " (¢, (7, s)). The
following Lemma can be proved by unwinding the definition of winning strategy.

LEMMA 7.1. Player 0 has a winning strategy for E" (p, (T, s)) iff Player 0 has
a winning strategy for E(p, (T, s)).

Given a “reflexive” parity game £ (p, (7, s)) the pointed game transition sys-
tem T(E(p,(7,s))) is defined analogously as above. Obviously, the pointed
game transition system 7 (€7 (¢, (7, s))) is reflexive. We have that

PROPOSITION 7.2. Let (T,s) be an arbitrary pointed transition system. For
all ¢ € II* we have that

T(E(p,(T,9)) € W || if and only if T(E(e,(T,5))) € [Wna|l
and dually for ¢ € L.

Proor. This follows directly by the definition of the “reflexive” parity game
E"(¢, (T, s)) and by applying Proposition 3.6 to Lemma 7.1. -
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COROLLARY 7.3. Let (T,s) be an arbitrary pointed transition system. For all
p € II% we have that:

T(E (p,(T,9))) € HWHiHH if and only if (T,s) € |l¢]|-
and dually for ¢ € XH.

PRrooOF. By Proposition 7.2 and Corollary 3.8 we obtain our result. B

For all formulae ¢ we define a function f,, (functional class) mapping a pointed
transition system (7, s) to a reflexive transition system f,(7,s) such that

fo(T,5) :=T(E" (0, (T, 5)))-
The proof of the next Lemma follows similar arguments as the proof of the

same result for arbitrary transition systems proved by one of the authors in [1].

LEMMA 7.4. For all formulae 1 € ¥ (resp. II¥ ), n € N, there is an equivalent
formula ¢ € XF (resp. T1¢) such that the function f, has a fizpoint in T", that
is, a pointed reflexive transition system (TT,st") such that

fo(TF ) = (TF,s").
THEOREM 7.5. For all natural numbers n € N\ {0} we have that
Sh G Yn and T T
PROOF. We proof the contrapositive. Assume that we have
EETH c Egr or HETH < ng-
Without restriction of generality, assume X5\, C X" Then, if |¢| € I,

we have ||[—¢|| € ¥l | and by assumption ||-y|| € X# and therefore ¢l € II/.
Therefore, assuming the contrapositive leads to

EE:—I < EET and HE:—I < HET-
Since from E;ﬂ;l C 2T by definition, it can be inferred that L C X1 and
from I1T, | C 1T, by definition, it can be inferred that ¥T" C IIL", by assuming

the contrapositive we get that HETH =1L = Zgz_l = X" and, obviously, we
then have for all £ € N that

(4) oy =10 =S5, =57
Since Wy, € X, we have that Wy € II},, and with equation 4 we get

|~ Wen T € ST
By Lemma 7.4 there is a formula ¢ € ¥/ equivalent to =W, , and a pointed
transition system (71, sf) such that

(TF, ) = f (T, s").
Since f,(T,s) is defined as T(E"(p, (7,s))), by Corollary 7.3, for all pointed
transition systems (7, s) we have that f,(7,s) € |[Wx if and only if (7, s) €
lll. Since ¢ is equivalent to =Wy, ., we get that
(TF7 SF) € ”jWEn+2|| iff (TF7 SF) € ||W2n+2||

which is a contradiction. -

nial
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THEOREM 7.6. 1. The modal p-calculus hierarchy is strict over reflexive
transition systems.

2. The modal p-calculus hierarchy is strict over finite reflexive transition sys-
tems.

PROOF. Part 1 is a corollary of Theorem 7.5. For Part 2, let ||| € T\ TIX".
Then, by Part 1 we know that for every ¢ € X%, it holds that —(p < 1) has a
reflexive model. By Theorem 4.3, this model can be finite. Hence ¢ € ¥# is not
equivalent to any 3% | formula on finite reflexive transition systems. B
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