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Abstract
Background  A suicide attempt (SA) is a clinically serious action. Researchers have argued that reducing long-term SA 
risk may be possible, provided that at-risk individuals are identified and receive adequate treatment. Algorithms may 
accurately identify at-risk individuals. However, the clinical utility of algorithmically estimated long-term SA risk has 
never been the predominant focus of any study.

Methods  The data of this report stem from CoLaus|PsyCoLaus, a prospective longitudinal study of general 
community adults from Lausanne, Switzerland. Participants (N = 4,097; Mage = 54 years, range: 36–86; 54% female) 
were assessed up to four times, starting in 2003, approximately every 4–5 years. Long-term individual SA risk was 
prospectively predicted, using logistic regression. This algorithm’s clinical utility was assessed by net benefit (NB). 
Clinical utility expresses a tool’s benefit after having taken this tool’s potential harm into account. Net benefit is 
obtained, first, by weighing the false positives, e.g., 400 individuals, at the risk threshold, e.g., 1%, using its odds (odds 
of 1% yields 1/(100-1) = 1/99), then by subtracting the result (400*1/99 = 4.04) from the true positives, e.g., 5 individuals 
(5-4.04), and by dividing the result (0.96) by the sample size, e.g., 800 (0.96/800). All results are based on 100 internal 
cross-validations. The predictors used in this study were: lifetime SA, any lifetime mental disorder, sex, and age.

Results  SA at any of the three follow-up study assessments was reported by 1.2%. For a range of seven a priori 
selected threshold probabilities, ranging between 0.5% and 2%, logistic regression showed highest overall NB in 
97.4% of all 700 internal cross-validations (100 for each selected threshold probability).

Conclusion  Despite the strong class imbalance of the outcome (98.8% no, 1.2% yes) and only four predictors, clinical 
utility was observed. That is, using the logistic regression model for clinical decision making provided the most true 
positives, without an increase of false positives, compared to all competing decision strategies. Clinical utility is one 
among several important prerequisites of implementing an algorithm in routine practice, and may possibly guide 
a clinicians’ treatment decision making to reduce long-term individual SA risk. The novel metric NB may become a 
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Background
Whether a patient with mental health issues may be at 
risk of attempting suicide is among the questions that 
await the therapist’s decision in routine clinical practice. 
Aside from acute risk of a suicide attempt [SA; 1], there 
is also a long-term risk, for example, within the next 
12 months [2] or beyond. The American Psychological 
Association defines a SA “as a deliberate but unsuccessful 
attempt to take one’s own life” [3].

The reduction of long-term SA risk requires the identi-
fication of individuals who are at increased SA risk, and 
who may benefit from interventions that aim to reduce 
SA risk [e.g., 4–7]. The identification method may be 
questions from a clinical routine suicide risk assessment. 
These usually focus on acute risk, which we understand 
as: the current presence of an individual’s suicidal inten-
tions. It may also be an algorithmically supported risk 
assessment [8], which mainly focuses on long-term risk 
of a SA, or of suicide [9].

To the best of our knowledge, and although many (56+) 
published research reports on suicidality (suicide ide-
ation, SA, and suicide) have used so-called supervised 
machine learning methodologies [e.g., 10], no report has 
provided empirical evidence that directly relates to ques-
tions of the clinical utility of algorithmically estimated SA 
risk (for a glossary, see Additional File 1). Clinical utility 
is understood as a benefit after potential harm has been 
taken into account (e.g., accepting the benefit of a drug 
despite its side effects). This concept of clinical utility can 
be applied to individuals and populations [11].

Among the 56 studies included in the meta-analysis by 
Kusuma et al. [10], three used an adult community sam-
ple to prospectively predict SA. One study used Danish 
national registries as their data source [12] (N = 22,974 
SA cases, 265,183 controls, SA rate = 8.7%, 1458 candi-
date predictors); the other two [13, 14] used the National 
Epidemiologic Survey on Alcohol and Related Condi-
tions (N = 34,653 and 32,700, candidate predictors 643 
(minimum) and 55, respectively, SA rate in both stud-
ies = 0.6%). We found an additional study, where a Korean 
adult community sample was used to predict the com-
bined outcome of suicide plan/attempt [15] (N = 488, 
SA rate = 50%, 57 candidate predictors). The only result, 
which has been consistently reported across these stud-
ies is, how well, on average, the algorithm can correctly 
rank an individual who reported the outcome (case) 
versus an individual who did not report the outcome 
(non-case). Correct ranking means that the algorithm 
assigns a higher risk to a case than to a non-case. The 

closer this average ranking success approaches the value 
one, the better the algorithm can separate a case from a 
non-case. Results varied between 0.82 and 0.9 across the 
four studies. It is important to emphasize that this aver-
age ranking success of an algorithm is of very little rel-
evance regarding clinical usefulness [16]. Only Lee and 
Pak [15] included logistic regression among their selected 
algorithms, whereas Machado et al. [14] included elastic 
net, which is an extended way of using logistic regression. 
However, none of these studies has evaluated the clinical 
utility of an algorithm that prospectively predicts individ-
ual long-term SA risk.

We aimed to evaluate the clinical utility of the logistic 
regression algorithm, using an adult sample of the general 
population, and prospectively predict individual long-
term SA risk. Based on a meta-analysis of risk factors for 
suicidal thoughts and behaviors [17], including 365 stud-
ies, published between 1965 and 2015, we employed, as 
predictors, the four SA risk factors, namely, lifetime SA, 
any lifetime diagnosis of a mental disorder, sex, and age.

Method
Study participants
The research data stems from the prospective cohort 
study CoLaus|PsyCoLaus [18, 19] designed to assess (1) 
cardiovascular risk factors (CVRFs) and mental disor-
ders in the community, and (2) the associations between 
CVRFs and mental disorders. CoLaus|PsyCoLaus 
includes a random sample of 6,734 participants (age 
range: 35–75 years) selected from the general popula-
tion according to the civil register of the city of Laus-
anne (Switzerland) between 2003 and 2006. After a first 
physical and psychiatric investigation, which took place 
between 2003 and 2008, the cohort was followed up for 
approximately 5 (first follow-up, FU1), 9 (second follow-
up, FU2), and 13 (third follow-up, FU3) years. At base-
line, the psychiatric evaluation was restricted to the 35- to 
66-year-old participants in the physical exam, resulting 
in a 67% participation within this age range (N = 3,719). 
From FU1 on, all individuals from the initial cohort were 
eligible for psychiatric evaluation. A total of 5,120 partici-
pants agreed to at least one psychiatric evaluation. The 
present study uses data from the 4,097 (54.5% women, 
age range 35.8–86.6 years) participants who additionally 
completed at least a second follow-up psychiatric evalu-
ation. Forty-seven participants were excluded because of 
incomplete data (Sect. 1 in Additional File 2), resulting in 
a final sample of 4,050 participants.

standard performance measure, because the a priori invested clinical considerations enable clinicians to interpret the 
results directly.
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Ethics
The institutional Ethics Committee of the University of 
Lausanne, which afterward became the Ethics Commis-
sion of the Canton of Vaud (www.cer-vd.ch), approved 
the baseline CoLaus|PsyCoLaus study (reference 16/03; 
134-03,134-05bis, 134-05-2to5 addenda 1to4). The 
approval was renewed for the first (reference 33/09; 
239/09), second (reference 26/14; 239/09 addendum 2), 
and third (PB_2018-00040; 239/09 addenda 3to4) follow-
ups. The study was performed in agreement with the 
Helsinki declaration and its former amendments, and in 
accordance with the applicable Swiss legislation. All par-
ticipants gave written informed consent.

Measurements
Sex and age were obtained via participants’ self-report. 
Mental health information was gathered with the French 
version [20] of the Diagnostic Interview for Genetic 
Studies (DIGS) [21], a semi-structured clinical interview 
assessing symptoms of DSM-IV-TR mental disorders 
[22]. Interrater agreement of the French DIGS was excel-
lent, albeit with a slightly lower 6-week test–retest reli-
ability for psychotic mood disorders [23] and substance 
use disorders [24]. The DIGS was completed with the 
anxiety disorders sections of the French version of the 
Schedule for Affective Disorders and Schizophrenia–
Lifetime and Anxiety disorder version [25, 26]. SA his-
tory was assessed in a separate interview module, asking 
whether participants had ever (first evaluation) or since 
the last interview (follow-up assessments) attempted to 
end their life. All four risk factors were assessed at the 
first psychiatric evaluation. The prospective outcome SA 
was assessed across the three follow-ups. The interview-
ers were master-level psychologists who were trained 
over a 1- to 2-month period. Each interview and diag-
nostic assessment was examined by an experienced psy-
chologist. Participants who confirmed a SA, were asked 
additional questions related to the SA. Of the total of 48 
participants with a SA during follow-up, 32 confirmed 
the question whether they really wanted to die, while 12 
answered no, four participants were not sure. Medical 
treatment due to the SA was required in 27 of the 48 SAs, 
20 negated the question, one participant was not sure. 
Of 18 recorded suicides in the overall research sample 
of 6,734 participants, there were three suicide victims 
among the 4,050 participants analyzed in this study.

Selection of predictors
The predictors that were a priori selected are lifetime SA, 
any lifetime mental disorder (major depressive disorder, 
any anxiety disorder [generalized anxiety disorder, panic 
disorder, agoraphobia, social phobia], alcohol abuse or 
dependence, or illicit drug abuse or dependence), sex, and 
age. The following reasons guided the predictor selection: 

First, all four predictors are long-known risk factors for 
SA [17]. Second, these risk factors are already assessed or 
can easily be assessed in routine clinical practice. Third, 
we assumed that measurement error in these four predic-
tors is very low [27]. Fourth, the prevalence rates of the 
binary predictors (lifetime SA, any lifetime mental disor-
der, sex) are not all low, which is why the heuristic of 10 
outcome events per variable (EPV) may yield sufficiently 
robust prediction model coefficients [28].

Logistic regression
The logistic regression algorithm was our primary choice 
for three reasons: firstly, various review articles have con-
cluded that logistic regression is not outperformed by 
modern machine learning algorithms [e.g., 29–32]; sec-
ondly, it is transparent regarding its inner mechanisms 
(linear algebra); thirdly, its output can be regarded as pre-
dicted probability that the outcome was observed, owing 
to logistic regression being rooted in probability theory.

Competing algorithm: CART
We selected the classification and regression tree (CART) 
model [33, 34] to compete against logistic regression. 
Good statistical practice suggests providing empirical 
evidence that the analyst’s preferred data model is better, 
or at least not inferior to, alternative models. CART is a 
strong competitor, because unlike logistic regression, it 
automatically makes use of possible interactions between 
predictors. Furthermore, like logistic regression, CART’s 
inner mechanisms can be made fully transparent, even 
to lay users [35]. Because of our limited effective sample 
size of 48 outcome cases, instead of properly optimizing 
CART, we conducted a sensitivity analysis, by a posteriori 
pruning of the decision tree (Sect.  2 in Additional File 
2). We used CART’s option of case weights, which cor-
responded to the harm-to-benefit ratio (explained below, 
see Clinical utility measure: Net benefit).

Repeated internal cross-validation
The estimation of real-world clinical utility is based on 
resampling procedures [36], generally referred to as 
cross-validation. We used 100 repetitions of holdout 
resampling, each containing 3,240 individuals (outcome 
no = 3,202, yes = 38) for training (80%), and 810 individu-
als (outcome no = 800, yes = 10) for testing (20%). These 
testing subsets formed the basis for evaluating the mod-
el’s clinical utility.

Software and prediction modeling guidelines
For all analyses and their reporting, including visualiza-
tion of results, we used the R statistical software envi-
ronment [37], specifically, the R software packages rpart 
[38], rms [39], precrec [40], and ggplot2 [41]. Further-
more, we used R code that was provided as an appendix 
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in Austin and Steyerberg [42]. We followed the guidelines 
for transparent reporting of a multivariable prediction 
model for individual prognosis or diagnosis (TRIPOD) 
[43, 44], which we have documented in Sect. 3 of Addi-
tional File 2.

Clinical utility measure: net benefit
Net benefit (NB) is a decision analytic measure, which 
expresses clinical utility [45, 46]. NB of a decision strat-
egy is defined as providing more than zero true positive 
individuals, without an increase of false positive indi-
viduals. A true positive is defined as a correct prediction, 
whereas a false positive is defined as a mistaken predic-
tion (i.e., a false alarm). NB is the key result derived from 
a so-called decision curve analysis (DCA), which asks 
whether the clinical benefits exceed the expected costs. 
NB is our main measure of interest in this study. That is, 
clinical prediction models are developed to help improve 
clinical treatment decisions. The first important deci-
sion, however, is whether a prediction model is of clinical 
value, which NB can answer directly, as opposed to other 
commonly reported measures [47, 48].

The clinical utility of using the prediction model to 
guide treatment decision making competes against two 
other decision strategies in a DCA, termed “treat none” 
and “treat all”. Treating all can theoretically prevent the 
outcome in the entire treated population, at the cost of 
a possibly very large part of the population being need-
lessly treated. Conversely, deciding to treat nobody 
makes any treatment-related benefits or harms impos-
sible. The decision strategy that is of highest clinical 
value is the one that displays the highest NB, compared 
to all competitors, e.g., two or more competing predic-
tion models or one prediction model with two or more 
different predictor sets. Importantly, there are no further 
criteria, regarding what qualifies as the highest NB, i.e., 
should two NB results differ by, say, 0.0001, the higher of 
the two NB results counts as higher.

Before NB can be computed, one must consider how 
much more important it would be in a clinical setting for 
a prediction model to correctly predict the outcome (true 
positive), such as future SA, compared to falsely predict-
ing it (false positive). For instance, clinicians might come 
to a consensus that for every true positive prediction, 
there may be 99 false positive predictions. This consensus 
should be based on the expected benefits of preventing a 
SA, in contrast to the expected prevention costs (e.g., the 
resources to treat 99 false positive individuals for each 
treated true positive individual). Benefits include the 
noninterrupted participation in life and avoiding costly 
treatments arising from an attempted suicide. Costs 
include the intervention’s implications, such as each indi-
vidual’s involved efforts, the clinic’s or health system’s 

available resources, and the expected side effects of the 
intervention.

NB ranges between 0 and 1 and is obtained at a given 
threshold probability pt  (e.g., 0.01, 1%), which always 
corresponds to a specific harm-to-benefit ratio [e.g., 1:99, 
or 0.01/(1–0.01)]. For example, an NB of 0.2 means there 
will be 20 more true positives among 100 tested individu-
als, without an increase in false positives, compared to 
treating nobody.

Overall, when assessing the clinical utility of a predic-
tion model against other decision strategies (e.g., treat all) 
across the a priori selected range of reasonable thresh-
olds, the decision strategy with the highest NB qualifies 
as the primary source to guide treatment decision mak-
ing (for a more detailed description of DCA and NB, see 
Sect. 4 in Additional File 2).

Delta NB
Delta NB was defined as the additional net increase of 
true positives at a given pt , when using logistic regres-
sion and CART, respectively. That is, for pt  less than the 
outcome incidence of 1.23%, each prediction model was 
compared to the treat all decision strategy, whereas for pt  
equal to or greater than the outcome incidence, each pre-
diction model was compared to the treat none decision 
strategy. A negative delta NB indicates that the model 
may cause more harmful clinical decisions, compared 
to an alternative decision strategy, e.g., treat all [49], and 
therefore cannot be recommended for clinical use.

Reasonable range of threshold probabilities
DCA requires researchers to set a range of reasonable 
threshold probabilities, accommodating varying thresh-
old preferences across individuals for deciding whether 
to take outcome-preventing actions [45, 50, 51]. We 
selected the following threshold probabilities: 0.5%, 
0.75%, 1%, 1.25%, 1.5%, 1.75%, and 2%.

Clinically, these low thresholds emphasize the benefit 
of capturing true positive individuals over the cost of cap-
turing false positive individuals. This trade-off eventually 
raises legal, ethical, and economic concerns [52], which 
are beyond the scope of this report. Methodologically, 
thresholds that are close to, as opposed to being distant 
from, the outcome rate in the study sample, render the 
prediction model less sensitive to model miscalibration 
[49]. This seems reasonable for an initial proof-of-con-
cept report.

Prediction performance measures
We report the area under the precision-recall curve (PR 
AUC), the area under the receiver operating characteris-
tic curve (ROC AUC), [40], and the Integrated Calibra-
tion Index (ICI; Austin and Steyerberg [42]). All three 
measures summarize performance across all threshold 
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probabilities. The chance level for the PR AUC is the out-
come rate in the validation data (in our study, 0.0123) 
and 0.5 in the ROC AUC. Perfect discrimination is repre-
sented by the value 1 in both the PR AUC and ROC AUC. 
The ICI shows better calibration the closer it is to 0.

Additional performance results and visualizations are 
presented in Sect. 5 of Additional File 2. The prediction 
performance measures are reported only for logistic 
regression (as CART was selected as a competitor only 
regarding clinical utility). Performance results for CART 
are available upon request.

Results
Table  1 provides the distribution of the predictors used 
in this report. Major depressive disorder, any anxiety dis-
order, abuse or dependence of alcohol and illicit drugs, 
respectively, were merged into lifetime mental disorder, 
which was then used as one of four predictors. The par-
ticipants’ ages ranged from 35.8 to 85.6 years (M = 53.9 
years, SD = 11.1). For further information, see Sect.  1 of 
Additional File 2.

Logistic regression model coefficients
The estimated model coefficients of the logistic regres-
sion model for the full sample (N = 4,050) are presented 
in Table 2. For more detailed results, see Sect. 6 of Addi-
tional File 2.

NB and delta NB
The 100 repetitions of the cross-validated NB for each 
of the selected threshold probabilities are summarized, 
using the median NB, in Fig.  1; Table  3 (for detailed 
results and visualization, see supplementary R package 
). Logistic regression showed a somewhat higher median 
NB across the entire range of thresholds, compared to 
treat all and treat none. CART showed a lower median 
NB at the 0.5% threshold, compared to treat all. Across 
700 cross-validations, logistic regression indicated 18 
times that it was a potentially harmful decision strategy 
(including 14 times at pt  0.5% and two times at pt  0.75%), 
compared to 119 times for CART (including 75 times at 
pt  0.5% and 38 times at pt  0.75%). For more detailed NB 
results and visualization of all 100 cross-validated deci-
sion curves, see Sect.  7 of Additional File 2, especially 
the instruction and example therein, under the headline 
Detailed results.

Logistic regression prediction performance
The PR AUC ranged between 0.028 and 0.436, with 75% 
of results being below 0.163. Subjects who attempted sui-
cide received a higher predicted probability in 80% of all 
pairwise comparisons between subjects with vs. subjects 
without a reported SA (see ROC AUC median in Table 4). 
Further results, in full detail, such as true positives, false 
positives, sensitivity, and positive predictive value, can be 
found in the supplementary R package (see also Sect. 7 of 
Additional File 2, headline Detailed results).

Discussion
We presented the evaluation of the clinical utility of using 
logistic regression to prospectively predict long-term SA 
risk in adult individuals of a general community sam-
ple. Clinical utility was observed across the entire range 
of selected threshold probabilities, qualifying logistic 
regression as the best source to guide clinical decision 
making, compared to the alternatives of CART, treating 
everybody, and treating nobody. However, the CART 
sensitivity analysis indicated that using optimization, 
CART may qualify as the best decision guide for two of 
the seven threshold probabilities (1.5% and 1.75%); see 
Sect. 2 of Additional File 2.

In our investigation we used an extremely parsimoni-
ous approach, which is in line with clinically realistic 
demands. Indeed, Jaccobucci et al. [53] indicated that 
it may be premature to believe that only lots of predic-
tors can produce clinically useful predictions of a suicidal 
outcome. It may be that logistic regression with four pre-
dictors suffices to predict long-term SA risk, as we have 
demonstrated for, we believe, the first time. Notably, our 
approach was parsimonious; for instance, the four pre-
dictors are commonly obtained in routine clinical prac-
tice, which may greatly facilitate the implementation of 

Table 1  Distribution of the variables used in this report 
(N = 4,050)
Variable 0 1

n % n %
Sex (0 = male, 1 = female) 1,841 45.46 2,209 54.54
Lifetime mental disordera 1,853 45.75 2,197 54.25
Major depressive disorder 2,373 58.59 1,677 41.41
Any anxiety disorder 3,405 84.07 645 15.93
Alcohol abuse or dependence 3,642 89.93 408 10.07
Illicit drug abuse or dependence 3,830 94.57 220 5.43
Lifetime SA 3,845 94.94 205 5.06
Follow-up SA 4,002 98.81 48 1.19
Note. Except for sex, 0 = no and 1 = yes; n = number of participants; SA = suicide 
attempt. aMajor depressive disorder, any anxiety disorder (generalized 
anxiety disorder, panic disorder, agoraphobia, social phobia), alcohol abuse or 
dependence, illicit drug abuse or dependence

Table 2  Logistic regression model coefficients
Coefficient

Intercept -4.0296
Lifetime SA 2.5446
Lifetime mental disorder 1.1711
Sex -0.0631
Age -0.0423
Note. SA = suicide attempt
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Table 3  Net benefit and delta net benefit results, as shown in Fig. 1
pt  % Net benefit Median net benefit across 100 cross-validations

Logistic regression CART

Treat all Treat none Total Delta Total Delta
0.00 0.0123 0 0.0123 0 0.0123 0
0.50 0.0074 0 0.0087 0.0013 0.0054 -0.0020
0.75 0.0049 0 0.0078 0.0029 0.0056 0.0007
1.00 0.0024 0 0.0060 0.0037 0.0049 0.0026
1.25 < 0 0 0.0046 – 0.0041 –
1.50 < 0 0 0.0037 – 0.0034 –
1.75 < 0 0 0.0036 – 0.0032 –
2.00 < 0 0 0.0040 – 0.0028 –
Note. CART = Classification and regression tree; the column pt  % contains the seven selected threshold probabilities; 0% was added to satisfy reporting guidelines 
for decision curve analysis. The pt  of 1.25% is larger than the outcome rate in the test data (0.0123 = 1.23%); yielding a negative net benefit (< 0) for treat all, as do 
all pt  > 1.25%. Empty cells are empty because delta net benefit is equal to net benefit, according to our delta net benefit definition. Lower net benefit results were 
observed 18 times (logistic regression) and 119 times (CART) across 700 cross-validations, compared to either treat all or treat none

Table 4  Logistic regression prediction performance results across 100 cross-validations
Predictor Min 1st Qu. Mean Median 3rd Qu. Max
PR AUC 0.028 0.074 0.132 0.106 0.163 0.436
ROC AUC 0.644 0.771 0.805 0.800 0.846 0.916
ICI 0.003 0.006 0.008 0.008 0.010 0.018
Note. Min = minimum; 1st Qu. = 25% quantile; 3rd Qu. = 75% quantile; Max = maximum; PR AUC = area under the precision-recall curve; ROC AUC = area under the 
receiver operating characteristic curve; for both, a value of 1 represents perfect discrimination; ICI = Integrated Calibration Index; a value of 0 for the ICI represents 
perfect calibration

Fig. 1  Median net benefit among 100 test subsamples, based on the resampling procedure, which was the same for each of the seven selected thresh-
old probabilities. The solid line shows the logistic regression model, and the dot-dashed line shows the classification and regression tree (CART) model. 
The harm-to-benefit ratios are rounded to one decimal place (Inf = infinity, expressing an infinite harm to missing any true positive subject in the entire 
population)
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such an algorithm in that setting, provided that predic-
tion success can be replicated and that it is continuously 
supervised once implemented [54].

The parsimonious approach we took may have another 
advantage. It may maximize the ease of conducting exter-
nal, as opposed to internal, model validation [55], which 
is among the most important tasks one should complete 
prior to model deployment in the real world [56]. Exter-
nal validation could thus be conducted in a large num-
ber of independent datasets and then be meta-analyzed, 
providing empirical arguments for or against large-scale 
implementation of a SA prediction model in routine clin-
ical care of adults.

The primary reason to consider using a prediction 
model in clinical practice, despite knowing that false 
positive predictions will be inevitable, is that it may still 
improve clinical decision making. This report is the first, 
in the realm of SAs, to have focused on NB. One of the 
most important prerequisites of NB is to present an idea 
of what the clinical decision may entail, because only 
then can a reasonable range of threshold probabilities 
be agreed upon across researchers, clinicians, and other 
stakeholders.

As research of clinical prediction models of SAs in 
adults progresses [8], it will be important that other 
researchers also present clinically feasible models, e.g., 
open box, as opposed to black box, prediction models, 
containing few candidate predictors which are easy to 
assess in clinical practice. Should the NB, if presented 
in a sufficient number of studies, indicate clinical utility 
across a reasonable range of risk thresholds, discussing 
clinical implementation is warranted. This recommenda-
tion statement [57] and the criticism of it [58] are cur-
rent examples of discussing implementation of screening 
instruments, in a population wide effort of preventing 
depression and suicide in US adults. The range of rea-
sonable risk thresholds depend on the evaluation of 
attempted suicide, which we evaluate as a very serious 
outcome, and the clinical action to be provided to indi-
viduals whose estimated risk exceeds the risk threshold. 
For instance, more extensive diagnostic procedures may 
justify a wide dissemination, due to relatively low costs, 
as opposed to a therapeutic intervention, due to relatively 
high costs. Wide dissemination means a high number 
of false positive individuals, e.g., 99, for each true posi-
tive individual may clinically be acceptable, i.e., 1:99 (risk 
threshold of 1%). However, such matters must be dis-
cussed and agreed upon by all involved stakeholders, who 
belong to diverse groups, such as therapists, patients, 
public health politicians, and lawyers.

Eventually, should official public health institutions 
approve the use of a SA prediction model in clinical prac-
tice, its use must be very simple. That is, both the thera-
pist and the patient must be able to use the risk algorithm 

and interpret the result effortlessly. For example, a man, 
51 years old, having reported a lifetime suicide attempt, 
but having no lifetime mental disorder diagnosis, receives 
an estimated risk of a future SA of 2.5%, using our logis-
tic regression model, which is presented in Table 2 (the 
model is published as part of the supplementary R pack-
age ). Since 2.5% exceeds the maximum value of our sug-
gested reasonable range of risk thresholds (0.5–2%), the 
therapist would offer this man the preventive action, e.g., 
more extensive SA diagnostics.

Overall, visual presentation, a clear interpretation, and 
a transparent explanation of the individual’s estimated 
SA risk is warranted, which includes communicating to 
the individual the uncertainty of his or her estimated risk 
[59]. Some authors suggest the use of so-called nomo-
grams [60, 61], which may facilitate the use of risk algo-
rithms in clinical practice. A nomogram is a graphical 
representation of a mathematical formula, which is what 
a prediction model is. Such future possibilities require 
substantial amounts of clinically relevant research.

Strengths
First, we followed recommendations against using any 
of the up or downsampling methods for logistic regres-
sion [62]. Second, we used only four candidate predic-
tors, which are already assessed in routine clinical care. 
Third, we present our complete analysis code, as well as 
the logistic regression prediction model (supplementary 
R package), which can be downloaded from this GitHub 
repository https://github.com/mmiche/predictSuiatt-
PsyCoLaus. Although we cannot publish the original 
CoLaus|PsyCoLaus study data, we provide code to sim-
ulate data, which is superficially similar to the original 
study data.

Limitations
First, we had a very small effective sample size (N = 48 
outcome cases). However, by using four predictors, we 
met the EPV heuristic of approximately 10 outcome cases 
per predictor in the training subsample. Second, we used 
a single question to measure the outcome SA, instead 
of employing additional qualifiers, such as the intention 
to die of the person attempting suicide. In our view, it 
appears justified to regard all participants who affirm this 
question as constituting a clinically homogeneous and 
relevant group. Third, we used internal validation, which 
is the minimum requirement for prediction modeling 
research [63]. However, this is the first proof-of-concept 
paper describing such a parsimonious approach to pre-
dict SA in a general community adult sample, which is 
why we think internal validation is a justifiable limitation. 
Note that Sect. 8 of Additional File 2 permits readers to 
judge for themselves whether overfitting was strong.

https://github.com/mmiche/predictSuiattPsyCoLaus
https://github.com/mmiche/predictSuiattPsyCoLaus
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Conclusion
Despite the strong class imbalance of the outcome (98.8% 
no, 1.2% yes) and only four predictors, clinical util-
ity (number of true positives greater than the weighted 
number of false positives) was observed across the full 
range of reasonable risk thresholds. If comparable future 
research also indicated clinical benefit of an algorithm’s 
estimates of adult SA risk, clinician’s routine use of a risk 
algorithm would improve their decision making over-
all, by using the tool that was empirically better than all 
other tested clinical decision strategies. This may eventu-
ally help save lives or prevent individuals from attempt-
ing suicide.
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