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Abstract

The coverage and volume of geo-referenced datasets are extensive and incessantly
growing. The systematic capture of geo-referenced information generates large vol-
umes of spatio-temporal data to be analyzed. Clustering and visualization play a key
role in the exploratory data analysis and the extraction of knowledge embedded in
these data. However, new challenges in visualization and clustering are posed when
dealing with the special characteristics of this data. For instance, its complex structures,
large quantity of samples, variables involved in a temporal context, high dimensional-
ity and large variability in cluster shapes.

The central aim of my thesis is to propose new algorithms and methodologies for
clustering and visualization, in order to assist the knowledge extraction from spatio-
temporal geo-referenced data, thus improving making decision processes.

I present two original algorithms, one for clustering: the Fuzzy Growing Hierarchical
Self-Organizing Networks (FGHSON), and the second for exploratory visual data anal-
ysis: the Tree-structured Self-organizing Maps Component Planes. In addition, I present
methodologies that combined with FGHSON and the Tree-structured SOM Compo-
nent Planes allow the integration of space and time seamlessly and simultaneously in
order to extract knowledge embedded in a temporal context.

The originality of the FGHSON lies in its capability to reflect the underlying struc-
ture of a dataset in a hierarchical fuzzy way. A hierarchical fuzzy representation of
clusters is crucial when data include complex structures with large variability of clus-
ter shapes, variances, densities and number of clusters. The most important character-
istics of the FGHSON include: (1) It does not require an a-priori setup of the number
of clusters. (2) The algorithm executes several self-organizing processes in parallel.
Hence, when dealing with large datasets the processes can be distributed reducing the
computational cost. (3) Only three parameters are necessary to set up the algorithm.
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In the case of the Tree-structured SOM Component Planes, the novelty of this algo-
rithm lies in its ability to create a structure that allows the visual exploratory data anal-
ysis of large high-dimensional datasets. This algorithm creates a hierarchical structure
of Self-Organizing Map Component Planes, arranging similar variables’ projections in
the same branches of the tree. Hence, similarities on variables’ behavior can be easily
detected (e.g. local correlations, maximal and minimal values and outliers).

Both FGHSON and the Tree-structured SOM Component Planes were applied in
several agroecological problems proving to be very efficient in the exploratory analy-
sis and clustering of spatio-temporal datasets.

In this thesis I also tested three soft competitive learning algorithms. Two of them
well-known non supervised soft competitive algorithms, namely the Self-Organizing
Maps (SOMs) and the Growing Hierarchical Self-Organizing Maps (GHSOMs); and the
third was our original contribution, the FGHSON. Although the algorithms presented
here have been used in several areas, to my knowledge there is not any work apply-
ing and comparing the performance of those techniques when dealing with spatio-
temporal geospatial data, as it is presented in this thesis.

I propose original methodologies to explore spatio-temporal geo-referenced datasets
through time. Our approach uses time windows to capture temporal similarities and
variations by using the FGHSON clustering algorithm. The developed methodologies
are used in two case studies. In the first, the objective was to find similar agroeco-
zones through time and in the second one it was to find similar environmental patterns
shifted in time.

Several results presented in this thesis have led to new contributions to agroecolog-
ical knowledge, for instance, in sugar cane, and blackberry production.

Finally, in the framework of this thesis we developed several software tools: (1)
a Matlab toolbox that implements the FGHSON algorithm, and (2) a program called
BIS (Bio-inspired Identification of Similar agroecozones) an interactive graphical user
interface tool which integrates the FGHSON algorithm with Google Earth in order to
show zones with similar agroecological characteristics.
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Chapter 1
Introduction

“It is by logic that we prove, but
by intuition that we discover.”

Henri Poincaré

DUring the last decade, our ability to collect and store geospatial data has far
outpaced our ability to process, analyze and exploit it. Scientists and en-
gineers in many fields increasingly capture data associated to geographical

areas, such as data daily received from space-borne instruments, remote sensing sys-
tems, and environmental monitoring devices. Therefore, the coverage and volume
of geospatial datasets are extensive and incessantly growing. For instance, some re-
searchers estimate that about 80% of the data stored in corporate databases integrate
spatial information [23].

This systematic capture generates large volumes of spatio-temporal geospatial data
to be analyzed. Clustering and visualization play a key role in the exploratory data
analysis and the extraction of knowledge embedded in these datasets. However, new
challenges are posed when dealing with its special characteristics. For instance, its
complex structures, large quantity of observations, high dimensionality, large variabil-
ity in cluster shapes, and unknown data distribution.

The central aim of my thesis is to propose new algorithms and methodologies for
clustering and visualization which can assist the knowledge extraction from spatio-
temporal geospatial datasets, thus improving making decision processes.

1



1.1. GENERAL CONTEXT

1.1 General context

1.1.1 Problem description

Satellites, automatic weather stations, and GPS devices allow to capture huge amounts
of geospatial information. Thus, we had moved from a data poor and computation-
poor to a data-rich and computation-rich environment. When the quantity and diver-
sity of spatio-temporal geospatial data increases, several challenges appear extracting
useful information from these, namely:

• In many cases when dealing with spatio-temporal geospatial datasets there is not
a-priori information about the classes or groups to use as a reference to classify
new observations. Hence, supervised methods for classification cannot be used.

• Classical techniques used for high-dimensional data visualization such as scat-
terplot matrices and parallel coordinates present several drawbacks when the
number of variables and observations is large. For instance, in the case of the
scatterplot matrices the number of displays grows quadratically as the number
of variables increase [16, 61]. Therefore, this type of visualization is not practical
in applications where it is necessary to explore for relationships between a large
number of variables (e.g. to find partial correlations), since the large quantity of
scaterplots to analyze make this a tedious process.

• Traditional statistical techniques such as frequentist inference and Bayesian in-
ference are based on the statistical hypothesis testing method (confirmatory data
analysis). This method require an a-priori hypothesis to be tested that is usu-
ally based on assumptions about the data distribution. However, when we deal
with large geospatial data sets being updated constantly several drawbacks are
presented: (1) the continuous updating of observations and variables renders
difficult to make assumptions about the data distribution (2) statistical inferences
techniques often come with a high computational cost, especially in models with
a large number of parameters (3) statistical inference require skills to translate
subjective prior beliefs into a mathematically formulated prior (4) the fact to as-
sume priors render difficult to discover new and unexpected patterns, trends,
and relationships hidden in data sets [87, 76].

• When working with spatio-temporal data we deal with the “spatiality” (the places
where the variables are measured) but also the “temporality” (the behavior of
the variables through time). An actual issue of research in spatio-temporal data
mining concerns the development of efficient techniques for clustering and visu-
alization of spatial-temporal geospatial datasets [12, 87, 101, 102, 100, 132]. These
techniques have as objective to help discovering relationships and patterns em-
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1.1. GENERAL CONTEXT

bedded in a temporal context (e.g. similar patterns through time, relationships
among variables and cluster dynamics).

Therefore, it is necessary to develop new algorithms and methodologies that can
deal with the challenges posed by the spatio-temporal georeferenced data, in order to
help explore, synthesize and extract knowledge from these datasets. The next Section
presents our proposed solutions to the exploratory data analysis, clustering and data
visualization of spatio-temporal geospatial data.

1.1.2 Proposed solution

I propose two algorithms in this thesis for clustering and visualization of spatio-temporal
geospatial datasets, namely the Fuzzy Growing Hierarchical Self-Organizing Networks
(FGHSON) and the Tree-Structured SOM Component Planes. The first focus on clus-
tering, and the second on visualization. Both approaches are bio-inspired algorithms
based on the soft competitive learning (SCL) [52] paradigm. This paradigm exhibits char-
acteristics that render it adequate to tackle some of the problems addressed in this
thesis, namely:

• Discovery of natural clusters in unlabeled datasets. The SCL algorithms group
similar observations without having a-priori knowledge about groups or classes.
They explore the underlying structure of the data allowing to classify patterns
into categories taking into account this similarities;

• The reduction of information redundancy contained in the data. The SCL al-
gorithms create prototypes of the observations. Hence, large datasets can be re-
duced with minimal loss of information;

• Discovery of nonlinear, local or partial correlations between variables. Usually,
the high-dimensionality of the datasets makes difficult to visualize correlations
among variables. SCL algorithms allow the projection of a high-dimensional
space into a low dimensional space (usually two dimensions). Thus, helping the
visual exploratory data analysis, facilitating the discovery of, for instance, non
linear, local, or partial correlations between variables;

• Exploration of data with unknown distribution. The SCL algorithms do not
use information about data distribution to group similar observations. Usually, a
competitive learning process allows grouping the input data based on its similar
patterns. Hence, clusters emerge based on data similarities.

Although the use of the SCL paradigm allows tackling many of these issues, when
dealing with spatio-temporal datasets, several challenges still remain:
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• The representation of spatio-temporal data at various levels;

The spatial and temporal resolution used to present the information can have di-
rect impact on the knowledge discovery process. Identical analysis at different
resolution scales can lead to different results. Hence, visualization and cluster-
ing techniques used to explore spatio-temporal georeferenced data must allow
hierarchical representations making possible to navigate clusters and structures
at different levels.

• To handle fuzzy boundaries in spatio-temporal clusters;

Clustering algorithms are used to group together elements with similar charac-
teristics. Traditionally crisp clustering is used, which means that each element
of the data set is assigned to only one cluster. Nevertheless, in many real word
application elements can belong to several clusters with certain degree of mem-
bership. For instance, to assigning a geo-referenced place to a climatic group it
is not a trivial task, since climatic groups are not only deserts or subarctic cli-
mates but all a palette of possibilities. Thus, a geo-referenced place can be part
of several climatic groups with a certain degree of membership. In this context,
an approach that allow to an element be part of several clusters is the fuzzy clus-
tering. It creates intermediate classifications, rather than binary or “crisp” one,
thus an object can belong to several clusters with a certain degree of membership.
This is particularly useful when the boundaries between clusters are ambiguous
and not well separated.

• The temporal context in which some variables are involved;

Most research efforts extracting knowledge from spatio-temporal geospatial datasets
only consider a global vision or average of the data. They are thus susceptible to
ignore interesting patterns embedded in temporal context, for instance different
phases of a phenomena, its transitions and dynamics.

In order to deal with the aforementioned issues, I develop the Fuzzy Growing Hier-
archical Self-Organizing Networks (FGHSON) algorithm. FGHSON presents the advan-
tages of the soft competitive learning paradigm and also allows creating fuzzy hier-
archical classifications. This is particularly useful when the boundaries between the
clusters are ambiguous. Most important characteristics of the FGHSON include: (1) It
does not require a-priori setup of the number of clusters. (2) The algorithm executes
several self-organizing processes in parallel. Hence, when dealing with large datasets
the processes can be distributed reducing the computational cost. (3) Only tree param-
eters are necessary to set up the algorithm.

I also propose a new visualization technique applied to the exploratory analy-
sis of spatio-temporal high-dimensional datasets called Tree-structured SOM component
planes. This algorithm creates a tree structure that allows the visual exploratory data
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analysis of large high-dimensional datasets. The structure arranges similar variable
projections in the same branches of the tree. Hence, similarities of variables’ behavior
can be easily detected (e.g. Local correlations, maximal and minimal values or out-
liers).

In addition, I present several methodologies to cluster spatio-temporal geospatial
datasets through time. These approaches use time windows for capturing temporal
similarities and variations by using the FGHSON clustering algorithm. Thus, allowing
to integrate space and time seamlessly and simultaneously in order to extract knowl-
edge embedded in a temporal context.

Both FGHSON and the Tree-Structured SOM component planes were applied to
several agroecological problems proving to be very efficient in the exploratory data
analysis and clustering of spatio-temporal geospatial datasets.

1.2 Outline of the thesis

This thesis is organized in 6 chapters, the chapter 1 being this introduction. Chapter 2.1
presents the theoretical rationales of the unsupervised competitive clustering that will
serve as introduction to explain the FGHSON algorithm at the end of the chapter. The
chapter starts by (Section 2.2) presenting the basic principle of competitive learning.
After presenting the two main principal approaches of competitive learning (hard and
soft competitive learning) in Section 2.3 the chapter continues with a discussion of the
hierarchical self-organizing structures. Section 2.4 discuss on the fuzzy representation
in Hierarchical Self-Organizing structures that serves as an introduction to Section 2.4
that presents the Fuzzy Growing Hierarchical Self-Organizing Networks (FGHSON) a
novel approach for clustering of spatio-temporal data.

Chapter 3 presents several techniques for the visualization of spatio-temporal geospa-
tial data. In Section 3.1 we explain the methodologies for interpreting clusters by using
Self-Organizing Maps (SOMs). This serves as a theoretical introduction to Section 3.2
where we present the tree-structured component planes representation. Finally, in Sec-
tion 3.3 we present several applications of these algorithms in agriculture.

In the introduction of chapter 4, I explain the challenges when clustering spatio-
temporal geospatial data. Later, in Section 4.1 several clustering approaches based on
unsupervised soft competitive learning are used in real word problems. In addition,
we discuss the advantages and disadvantages of these algorithms when dealing with
geospatial datasets. Finally, in Section 4.2 the FGHSON method is applied to the prob-
lem of clustering spatio-temporal geospatial data.

In chapter 5, we discuss how bio-inspired clustering approaches can be used for ex-
tract information embedded in a temporal context. Section 5.1 presents the problem of
finding similar agroecozones through time, the several methodological approaches to
tackle this and the related work. In Section 5.2 we illustrate the use of self-organizing
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maps to delineate sugar cane agroecozones. Finally, Section 5.4 presents a more devel-
oped methodology using the FGHSON method for clustering and finding analogous
ecoregions through time.

Finally in chapter 6, we present the conclusions, summarizing the goals achieved in
the present work, and the original contributions made. The chapter ends with several
considerations on possible future work derived from this thesis.

In addition, annex chapters (corresponding to the published papers) are included
containing a more detailed discussion of some aspects. They are mentioned in the
relevant sections in order to give a deeper description of the methodologies developed
applications.
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Chapter 2
Unsupervised competitive ANN-Based
clustering

THere are two main learning paradigms in Artificial Neural Networks (ANN):
supervised and unsupervised [9]. In supervised learning a correct answer (out-
put) for every input pattern is provided to the network. Then, weights are

calculated to allow the network to produce answers as close as possible to the known
correct answers. Reinforcement learning is a variant of supervising learning in which
the network is provided with only a critique on the correctness of network outputs,
not the correct answers themselves. In contrast, unsupervised learning, does not require
a correct answer associated with each input pattern in the training dataset. It explores
the underlying structure of the data, and organizes patterns into categories from their
similarities.

Unsupervised learning algorithms are particularly good in achieving the following
goals [14]:

1. To help discover natural clusters in unlabeled datasets;

2. The reduction of information redundancy contained in the data;

3. To deal with data with unknown distribution;

One of the most popular learning rules that implement the unsupervised learning
paradigm is the competitive learning. Several algorithms based on competitive learning
have been developed to resolve problems in diverse fields. Usually, new features are
added to previous algorithms making the new ones more robust and/or more suit-
able to tackle specific problems. An interesting family of algorithms is the so-called
hierarchical self-organized structures [80, 96, 97]. They have the ability of representing
hierarchical clusters from data using soft competitive learning methods. The networks
created by these algorithms allow capturing dataset topologies in terms of hierarchical
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relationships and clustering structures. Although these hierarchical structures provide
satisfactory results, they generate crisp partitions of the datasets, thus assigning each
element of the datasets to only one cluster. This property of creating crisp hierarchical
clustering makes these algorithms less suitable for many real applications where data
include complex structures with large variability of cluster shapes, densities, number
of clusters and overlapping clusters [53].

In order to face the challenges presented when exploring real world data, we assem-
ble the features of the hierarchical self-organized structures with the characteristics of
the fuzzy clustering on a new algorithm: the Fuzzy Growing Self-Organizing Networks
algorithm (FGHSON). The originality of the FGHSON algorithm lies in its capability to
reflect the similarities of the elements of a dataset in a hierarchical fuzzy way. This al-
gorithm creates a fuzzy hierarchical cluster structure, thus each element of the dataset
is grouped in several clusters with a certain degree of membership, and in addition,
in several levels of a hierarchy. It is an effective method for exploring the structure
of complex real data with unknown relationships. Its hierarchical structure allow to
navigate the clusters at different resolutions, thus allowing to explore the similarities
of the elements at several granuralities.

In this chapter in section 2.2 I present the theoretical rationales of the unsuper-
vised competitive learning. After presenting the soft competitive learning approach in
section 2.2 the chapter continues with a discussion of the hierarchical self-organizing
structures in section 2.3. Section 2.4 discusses the fuzzy representation in hierarchical
self-organizing structures that serves as an introduction to the Section 2.4 that presents
my original contribution i.e., the Fuzzy Growing Hierarchical Self-Organizing Net-
works (FGHSON) algorithm.

2.1 Competitive learning

Competitive learning allows to categorize an input dataset grouping similar patterns
into the same output units of a network, as shown in Figure 2.1. The basic principle
of competitive learning consists in gather together similar input vectors by means of
a competitive process where the output units of the network compete for activation
based on their similarities with the input data.

Specifically, a two-layer feedforward neural network that implements the idea of
competitive learning is depicted in Figure 2.1. The nodes in the input layer admit in-
put patterns and are fully connected to the output nodes in the competitive layer. Each
output node corresponds to a cluster and is associated with a prototype or weight vec-
tor wj, j=1,..., K, where K is the number of clusters, stored in terms of synaptic weights
wij, j = 1,. . . ,d, representing the connection between input node i and output node j.
Given an input pattern x = {x1, . . . , xd} presented at iteration t, the similarity between
the weight vector wj of the randomly initialized cluster j , and x can be obtained by
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Figure 2.1: A competitive learning network with excitatory connections from the input nodes
to the output neurons. Each node in the competitive layer is associated with a weight vector
wj. The neuron that is nearest to the input pattern, based on the pre-specified similarity or
distance function, is fired, and its prototype is adapted to the input pattern thereafter. However,
updating will not occur for other losing neurons.

computing the net activation vi,

s
(
x, wj

)
= vj = wT

j x =
d

∑
i=1

wjixi, (2.1)

The neurons in the competitive layer then compete with each other, and only the
one with the largest net activation value becomes activated or fired, written as,

J = arg max
j

s
(
x, wj

)
(2.2)

The weight vector of this winning neuron J is further moved towards the input
pattern following the updating equation,

wJ (t + 1) = wJ(t) + η (x (t)−wJ (t)) , (2.3)

where η is the learning rate.
The competitive learning paradigm described above only allows learning for the

particular winning neuron that best matches the given input pattern. Thus, it is also
known as winner-take-all (WTA) or hard competitive learning. On the other hand, learning
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can also occur in a cooperative way, which means that not just the winning neuron ad-
justs its prototype, but all other cluster prototypes have the opportunity to be adapted
based on how similar they are to the input pattern. This learning method, that will be
presented in next Section, is called soft competitive learning or winner-take-most (WTM).

2.2 Soft competitive learning

Two mayor major problems exist in hard competitive learning. First: the dead neuron
problem. It is presented when neurons that are positioned far away from the input
patterns so they have no opportunity to ever win the competition, and therefore, no
opportunity to be trained. Second: the random initialization of the neurons. In hard
competitive learning different random initializations may lead to very different results.
The purely local adaptations may not be able to get the system out of the poor local
minimum where it was started.

One solution to address both problems is to change the winner-take-all approach to
the winner-take-most also called soft competitive learning. In this case, both winning and
losing neurons are allowed to move towards the presented input pattern, but with dif-
ferent learning rates. The winning neuron learns much faster than the other neurons.
A simple soft competitive learning rule can be stated as:

wj(t) =
{

wj(t− 1) + ηw
(
xj (t)−wj (t− 1)

)
, if wj wins,

wj(t− 1) + ηl
(
xj (t)−wj (t− 1)

)
, if wj loses

(2.4)

where wj represents a weight vector, xj an input given pattern, ηw is the learning
rate for the winner neuron, and ηl is the learning rate for the loser neurons.

According to Fritzke [52] there are two main classes of soft competitive learning:
the soft competitive learning without fixed network dimensionality and with fixed network
dimensionality.

On the one hand, in the soft competitive learning without fixed network dimensionality
no topology of a fixed dimensionality is imposed on the network. The dimensionality
of the network depends on the local dimensionality of the data and may vary within
the input space.

On the other hand, the algorithms based on fixed network dimensionality allow to
map a high-dimensional input space into a low-dimensional network structure (usu-
ally in two or three dimensions). This makes it possible to get a low dimensional rep-
resentation of the input patterns. This representation in a low-dimensional space is
frequently used for data visualization purposes. This kind of algorithms includes the
Fritzke’s Growing Cell Structures [51] and the Self-Organizing Maps (SOMs) [75]. In
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order to further explain the soft competitive learning with fixed network dimensional-
ity I present the SOM algorithm in the next section.

2.2.1 Self-Organizing Maps (SOMs)

A SOM is made of artificial neurons situated on a regular low-dimensional grid in an
ordered fashion (see figure 2.2) that can be effectively utilized to visualize and explore
properties of the data. This grid can be one, two or three dimensional. Generally two
dimensions are used. The neurons in the grid have a rectangular or a hexagonal form.
Each neuron i represents an n-dimensional prototype vector mi = [mi1 , . . . , min ], where
n is equal to the dimension of the input space.

The training process starts with the initialization of the prototype vectors with ran-
dom values. On each step of the training, a data vector (observation) x from the input
data is randomly selected and presented to the SOM. The unit mc closest to x is lo-
cated from the map, this winner unit is called: the best-matching unit or BMU. The BMU
and its neighboring prototype vectors on the grid are moved in the direction of the
observation vector, as follows:

mi = mi + α(t)hci(t)(x−mi) (2.5)

where α(t) is learning rate and hci(t) is a neighborhood kernel centered on the win-
ner unit c, as shown in Figure 2.2. The learning rate and neighborhood kernel radius
decrease monotonically with time.

Through the iterative training, the SOM auto-organizes the neurons. So those neu-
rons that represent similar observations in the input space are located on the map in
contiguous zones, trying to preserve the relations of the input space.
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Figure 2.2: The Self-Organizing Map with a hexagonal neuron lattice. The neighborhood
function hci(t) is centered over the best matched neuron mi, which is shown as a black cell. The
neighboring neurons that have their weights recalculated by this best match are shown in gray.
Other neurons are not affected.

2.3 Hierarchical Self-Organizing Structures

Often, real-world data present some degree of hierarchical structure. Hierarchical rep-
resentations can help organize and explore the data patterns at different levels [127]. A
hierarchical representation allow us to drill down the data in order to discover patterns
that might be hidden to other simpler models (See example in Figure 2.3).
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Figure 2.3: An example of a hierarchical model, where more details on the structure of the data
are revealed in each level, from Bishop et al [25]

Several approaches have been introduced combining the advantages of a hierar-
chical representation and the capabilities of the soft competitive learning, for instance
when dealing with unlabeled datasets, reduction of information redundancy, projec-
tion of high-dimensional data and data unknown distribution [98, 27, 84, 43, 114, 63,
86, 80]. These algorithms have been successfully applied in many areas, for instance in
document retrieval [33], image retrieval [130], computer vision [77], and environmen-
tal sciences [79].

It is possible to classify the hierarchical self-organizing algorithms in two classes
taking into account the algorithm used as inspiration. Usually they are based on the
SOMs or on Growing Cell Structures (GCS) [19, 127].

The algorithms based on SOMs include the Growing Hierarchical Self-Organizing
Maps (GHSOM) [98], the Hierarchical Feature Maps (HFM) [86], the Adaptive Hierarchi-
cal Incremental Grid Growing (AHIGG) [84], and the Self-Organizing Hierarchical Feature
Maps [77].

The algorithms inspired on GCS are the TreeGCS [63], the Hierarchical Growing Cell
Structures (HiGCS) [27] and the Hierarchical Growing Neural Gas (TreeGNG) [44].

In Figure 2.4 are shown some of the structures created for the algorithms aforemen-
tioned.

Although these hierarchical structures provide satisfactory results, they generate
crisp partitions of the datasets where an observation can only be a member of a single

13



2.3. HIERARCHICAL SELF-ORGANIZING STRUCTURES

(a) Self-Organizing Hierarchical
Feature Maps

(b) Growing Hierarchical SOM

(c) Adaptive Hierarchical Incremen-
tal Grid Growing

(d) Hierarchical Growing Cell Struc-
tures

Figure 2.4: Structures created for Hierarchical Self-Organizing algorithms

cluster. Nevertheless, in many applications crisp partitions are not the optimal repre-
sentation since some observations could belong to different clusters with a certain de-
gree of membership. An approach to tackle this problem is to group similar elements
of a dataset in fuzzy hierarchical structures [18]. Hence, by using a fuzzy representa-
tion of memberships, it is possible to produce intermediate classifications, rather than
binary or “crisp” ones. The improvements in the hierarchical self-organizing structures
in order to add this feature is the topic of the next section.
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2.4 Fuzzy representation in Hierarchical Self-Organizing
Structures

In many research fields knowledge discovery is performed by using large datasets.
Usually, knowledge extraction is conducted by optimally grouping analogous patterns
in order to find similar behaviors for further analysis. The clustering algorithms used
for this aim may fail when data include complex structures with large variability of
cluster shapes, variances, densities and number of observations in each cluster. Ex-
amples can be found in complex biomedical signals [53], agro-ecology [17] and text
mining [83].

One of the main problems, in these cases, is the estimation of the number of clus-
ters, the so-called cluster validity problem [94]. Cluster validity is a difficult problem
that is crucial to the practical application of clustering . Most of the common criteria
for cluster validity have failed to estimate the correct number of clusters in complex
data with a large number of clusters and a large variety of distributions within and
between clusters. Hierarchical clustering seems to be a natural approach to solve this
problem. In this context, hard hierarchical clustering methods are very well-known for
recursively partitioning clusters into sub-clusters [131]. The partition can be bottom-
up or top-down but, in both cases, a data pattern that is classified in one of the clusters
cannot be reclassified to other clusters. This property of the classical hard hierarchi-
cal clustering methods make them unpractical for many real applications where data
include complex structures with large variability of cluster shapes, number of clus-
ters and overlapping clusters. In order to tackle this problem, hierarchical clustering
algorithms should be developed to represent fuzzy dataset structures.

An approach to tackle this problem consists in including fuzzy representations in
the hierarchical structures [18] by using fuzzy clustering. Hence, using a fuzzy repre-
sentation it is possible to create intermediate classifications, rather than “crisp” ones.
In fuzzy clustering, an object can belong to several clusters with a certain degree of
membership. This is particularly useful when the boundaries between clusters are
ambiguous and not well separated. Moreover, the memberships may help the users
discover more sophisticated relationships between a given object and the clusters.

In order to amalgamate the advantages of a fuzzy hierarchical representation and
the capabilities of soft competitive learning, I develop the Fuzzy Growing Hierarchical
Self Organizing Networks (FGHSON) algorithm. This original algorithm creates a top-
down hierarchical partition of a dataset by means of an unsupervised fuzzy clustering
inspired by the Fuzzy Kohonen Clustering Networks (FKCN) [117]. In the next section we
present Fuzzy Kohonen Clustering Networks (FKCN)as a theoretical base to subsequently
introduce, in Section 2.5, the FGHSON.
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2.4.1 Fuzzy Kohonen Clustering Networks (FKCN)

The FKCN [117], also known as Fuzzy Learning Vector Quantization (FLVQ), integrates
the idea of fuzzy membership from Fuzzy C-Means (FCM) [21] with the updating rules
from Self-Organizing Maps. This, creates a self-organizing algorithm that automatically
adjusts the size of the updated neighborhood during a learning process. The learning
process terminates when the FCM objective function is minimized. The updating rule
for the FKCN algorithm can be given as:

Wi,t = Wi,t−1 + αik,t(Zk −Wi,t−1); f or k = 1, 2, ..., n; f or i = 1, 2, ..., c (2.6)

where Wi,t represents the centroid of the ith cluster at iteration t , Zk is the kth vector
example from the dataset and αik is the only parameter of the algorithm. The key idea
of the FKCN algorithm is to obtain the value of the learning rate αik at iteration t via
Uik. According to [65]:

αik,t = (Uik,t)
m(t) (2.7)

where m(t) is an exponent like the fuzzification index in FCM and Uik,t is the mem-
bership value of the compound Zk to be part of cluster i. Both of these constants vary
at each iteration t according to:

Uik,t =

 c

∑
j=1

(
‖Zk −Wi‖∥∥Zk −Wj

∥∥
)2/(m−1)

−1

; 1 ≤ k ≤ n ; 1 ≤ i ≤ c (2.8)

m(t) = m0−m∆ · t ; m∆ = (m0−m f )/iterate limit (2.9)

Where m0 is a constant value greater than the final value (m f ) of the fuzzification
parameter m. The final value m f should not be less than 1.1, in order to avoid the
divide by zero error in equation (2.8).

The iterative process will stop if
∥∥∥Wi,(t) −W(i,t−1)

∥∥∥2
< ε , where ε is a termination

criterion or after a given number of iterations. At the end of the process, a matrix U
is obtained, where Uik is the degree of membership of the Zk element of the dataset to
the cluster i. In addition, the centroid of each cluster will form the matrix W where Wi
is the centroid of the ith cluster. The FKCN algorithm is given below:
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1. Fix c, and ε > 0 to some small positive constant.

2. Initialize W0 = (W1,0, W2,0, · · · , Wc,0) ∈ <c.
Choose m0 > 1 and tmax = max. number o f iterations.

3. For t = 1, 2, · · · , tmax
a. Compute all cn learning rates αik,t with equations (2.7) and (2.8).
b. Update all c weight vectors Wi,t with
Wi,t = Wi,t−1 + [∑n

k=1 αik,t(Zk −Wi,t−1)] / ∑n
j=1 αij,t

c. Compute Et =
∥∥∥W(t) −W(t−1)

∥∥∥2
= ∑c

i=1

∥∥∥Wi,(t) −W(i,t−1)

∥∥∥2

d. If Et < ε stop.

2.5 Fuzzy Growing Hierarchical Self-Organizing Networks
(FGHSON)

Hierarchical Self-Organizing Networks are used to visualize similarities in the ele-
ments of a dataset, since they arrange similar observations in branches (clusters) of
a hierarchical structure. The hierarchical structures are useful in exploratory data anal-
ysis, because they permit to explore the clusters at various levels, allowing to find
groups or relationships at several granularities. One disadvantage of the hierarchical
self-organizing networks is that they classify one observation in only one cluster (also
called crisp partitions). However, in a variety of important applications, overlapping
clustering, wherein some items are allowed to be members of two or more discovered
clusters, is more appropriate. To deal with this challenge we propose the Fuzzy Grow-
ing Hierarchical Self-Organizing Networks algorithm (FGHSON). The FGHSON [18]
is an unsupervised clustering algorithm able to reflect the underlying structure of a
dataset in a hierarchical fuzzy way. FGHSON arranges the observations of a dataset
in a hierarchical structure, where each level of the hierarchy consists of one or several
Fuzzy Kohonen Clustering Networks (FKCN) [117]. Hence, observations can be members
of several clusters with a certain membership degree. A schema of this structure is
shown in Figure 2.8. Based on an unsupervised learning process, the FGHSON cre-
ates a structure capable to grow and adapt to the manifold of the data fulfilling the
following objectives:

1. To find the most suitable number of prototypes for each FKCN with the aim of
representing in the most accurate way the input dataset.

2. If it is necessary, create new FKCNs (in a hierarchical way) in order to better
represent particularities of the data.

The growing processes mentioned above are modulated by three parameters τ1, τ2,
and ϕ that respectively regulate: 1) the so-called breadth growth (in this process new
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prototypes are added to the FKCNs), 2) depth growth process (process in which new
FKCNs are created forming a hierarchical structure), and 3) the minimal membership
degree of observations to the prototypes.
The algorithm is presented below in more detail.

2.5.1 The algorithm

The FGHSON algorithm is performed in three stages, namely:

• The initial setup and global network control. Here the setup of the algorithm is
conducted by using the information about the input dataset (e.g. number of ob-
servations and variables). Based on this information we obtain a global measure
of the data distribution that will serve as a reference to find a better hierarchical
representation of the data in the next steps.

• The breadth growth process. This process is responsible for calculating if new
prototypes must be added to the FKCNs, in order to obtain a better representation
of the data similarities. It is called breadth growth process because each time a
prototype is added the FKCN is expanded.

• The depth growth process. In this process the algorithm decides if a new level
must be created. It is called depth growth process because it controls the vertical
growth in depth of the hierarchical structure by adding new levels.

A more detailed description of these processes is presented below.

2.5.1.1 Initial setup and global network control

Let us consider a dataset Z of size m X n, where m is the number of observations and
n the number of variables.

The first step of the algorithm is focused on obtaining a global measure of the data
distribution. For this aim we create a first prototype W0.

This prototype is defined as: W0 = [x1, x2, . . . , xn], where xi for i = 1, 2, . . . , n; is
computed as an average of the variable i for the whole input dataset. The W0 vector
corresponds to the mean of each one of the input variables. As an example in Figure
2.5 is presented the W0 of a one-dimensional dataset.

Thus, to obtain a quality measure of the W0 representation quantization error it is
calculated. It will be called the global quantization error or qe0, and it is calculated as
shown in (2.10).

qe0 = ∑
Zm∈Z

‖W0 − Zm‖ (2.10)
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where, Zm represents the input vectors from the whole dataset Z.
The qe0 represent the lowest quality of data representation, since in most cases, only

one prototype it is no enough to represent in an accurate manner the several clusters
that usually can be find in a dataset. It means that prototypes in the subsequent layers
must be able to reduce the global representation error qe0.

(a) one-dimensional input data

(b) The prototype W0 created for this data

Figure 2.5: A one-dimensional dataset illustrating the first prototype created by the FGHSON

2.5.1.2 Breadth growth process

After computing qe0, the creation of the first layer starts. This layer is made of a unique
FKCN as shown in Figure 2.6 (it will be denoted FKCN1). To begin with, the FKCN1
is composed of two prototypes, which will be called W1 and W2. Both prototypes are
vectors with the same dimensionality as the input patterns, and they are initialized
with random values.

The FKCN1 is trained as shown in Section 2.4.1, taking as input, in the exceptional
case of the first layer, the whole dataset. After training, the quantization error for both
prototypes is calculated. Thus, qei represents the quantization error of the prototype
Wi.

In order to measure if the number of prototypes is enough for an acceptable rep-
resentation of the data, or if it is necessary to add new ones, the Mean Quantization
Error or (MQE) is calculated. It is computed according to expression (2.11).

MQE =
1
d
·∑

i
qei (2.11)

where d refers to the number of prototypes in the FKCN, and qei represents the
quantization error of the prototype Wi.

If MQE is higher than:

τ1 · qe0, (2.12)
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a new prototype is added. Where τ1 represents a fixed percentage which control
the growing process of the network of each layer. For this aim, the prototype with
the highest qe is selected, and a new prototype representing the same data is created.
After the insertion, all the FKCN parameters are reset to the initial values (except for
the values of the prototypes) and the training begins according to the standard train-
ing process of the FKCN method. This process is repeated until the aforementioned
condition is fulfilled. For instance, in Figure 2.6 it is shown that four prototypes in the
FKCN1 were necessary to represent the dataset in level one.

Note that :

1. The same value of the parameter τ1 is used in all layers of the FGHSON;

2. A membership matrix U containing the membership degree of the dataset ele-
ments to the prototypes is created, as explained in Section 2.4.1.

3. In a general form, equation (2.12) can be rewritten as :

τ1 · qeu (2.13)

where qeu represents the qe of the corresponding prototype u in the previous
layer. In the specific case of the first-layer, qeu is qe0.
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(a) Hierarchical structure after creation of FKCN1

(b) One-dimensional dataset, prototypes and mem-
berships of the observations

Figure 2.6: Structure created after creation of FKCN1, and its prototypes in feature space.
In this example, a one dimensional dataset is used. Observations are represented by dots. The
degree of membership is shown for each prototype. After training, four prototypes in the FKCN1
were necessary to represent the dataset in level one.

2.5.1.3 Depth growth process

When the breadth process is finished, the qe’s of the prototypes that composing the
FKCNs are evaluated. In the previous step, the Mean Quantization Error was used
as an error measure; in this case the prototypes will be evaluated individually. In
particular those prototypes which do not fulfill equation (2.14), will be selected for a
further data representation.

qei < τ2 · qe0 (2.14)
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Where qe0 is the global error calculated at the previous step, and the parameter τ2
is a percentage that regulates the granularity of the data representation.

The method used for the FGHSON algorithm to improve the representation of the
data of those prototypes consists of using the members of each prototype as inputs
to a new FKCN, and subsequently, applying the breath growing process described
in the previous section. The new FKCNs will be arranged in a deeper level, hence,
creating a hierarchical structure. For instance, Figure 2.7 (a) shown that W1 and W3 are
prototypes that do not fulfill equation (2.14), are expanded to form FKCN2 and FKCN3
respectively.

As it was mentioned previously, the methodology for adding new prototypes to
the FKCNs, as well as the termination criterion of the breadth process is essentially
the same as the one used in the first layer. However, the data used for the training
processes of the FKCNs in the second and also in the subsequent layers, in comparison
with the first, is only a fraction of the whole input data. This portion of data will be
selected according to a minimal membership degree (ϕ), as shown in Figure 2.7 (b).

The parameter ϕ (the well-known α − cut) represents the minimal degree mem-
bership of an observation to be part of the dataset represented by a prototype vector.
Hence, α− cut is used as a selection parameter. Thus, all the observations represented
by Wi have to fulfill expression (2.15)

ϕ < Uik (2.15)

where Uik is the degree of membership of the Zm element of the dataset to the
cluster i.

At the end of the creation of layer two, the same procedure described in step 2 is
applied in order to build the layer 3 and so forth.

The training process of the FGHSON is terminated when no more prototypes re-
quire further expansion.
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(a) Structure after creation of FKCN2 and
FKCN3

(b) Membership of the observations to the prototypes in
FKCN1

Figure 2.7: Final structure after the creation of FKCN2 and FKCN3, and its prototypes in
feature space. Note that W1 and W3 are expanded forming FKCN2 and FKCN3 respectively.

2.5.2 Some remarks

Note that:

1. The training process does not necessarily lead to a balanced hierarchy, i.e. a hi-
erarchy with equal depth in each branch. Rather, the specific distribution of the
input data is modeled by a hierarchical structure, where some clusters require
deeper branching than others.
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(a) Structure created for the FGHSON

Figure 2.8: Final FGHSON structure for the data example. Here, a one-dimensional dataset
is used. For each level the prototypes created and the membership of the observation to that
prototypes are shown. At level one, four prototypes are used to represent the dataset. At the
level two, prototype W1 is split in the prototypes W5 and the W6. In a same way W3 is split in
the prototypes W7, W8 and W9. Finally, prototype W7 is split in prototype W10 and W11.

2. It does not require a priori a setup of the number of clusters.

3. The algorithm executes a self-organizing processes in parallel, so when dealing
with large datasets tasks can be divided distributing computational cost.

4. Only three parameters are necessary to the setup of the algorithm, namely: τ1,
τ2, and ϕ that respectively regulate: 1) the process in which are added prototypes
2) the process in which is created the hierarchical structure, and 3) the minimal
membership degree of the observations to the prototypes.
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2.5.3 Tuning parameters in the FGHSON

The training and growth process of the FGHSON is entirely data driven, requiring no
prior knowledge or estimates for parameter specification. However, the hierarchical
structure of data can be represented in different forms, allowing either: (1) shallow hi-
erarchies with rather detailed quality presented at each subsequent layer or (2) deeper
hierarchies, which provide a precise separation of the various subclusters by assigning
separate nodes.

In this context, the parameter τ1 is used to control the trade-off between shallow
or deep hierarchies. In the first case, we will prefer larger Fuzzy Kohonen Clustering
Networks (FKCNs) in each layer, which explain larger portions of the data, yet provid-
ing less hierarchical structuring. As an extreme example, we could consider only one
FKCN, which grows in size explaining the complete structure of the data in one single
level structure. It ignores all hierarchical information and tries, at best, to preserve it in
the mapping of various prototypes on one FKCN. On the other hand, we might con-
sider setting it rather large, which requires only limited growth of individual FKCNs,
resulting in a deeper hierarchical structure of small FKCNs (made in few prototypes)
focusing on the hierarchical structure.

Basically, the total number of prototypes at the lowest level of FKCNs is expected
to be similar in both cases, because this is the number of prototypes at the required
level of granularity. Thus, the smaller the parameter τ1 is chosen the larger the result-
ing FKCNs will be, explaining its data at a higher granularity. For a larger value of
τ1, more detailed data representation will be delegated to additional FKCNs further
down the hierarchy. Thus, the parameter τ1 serves as the control parameter for the
depth/shallowness of the resulting hierarchical FGHSON architecture.

The global stop criterion τ2, directly influences the overall size of the resulting FGH-
SON, i.e., the number of units available for data space representation.

The parameter α− cut determines the minimal degree of membership of an obser-
vation to be member of a cluster. Hence, α − cut is used as selection parameter and
,obviously, affects the growth process of the hierarchical structure. When α − cut is
high, the number of levels is minimal, conversely when α− cut is low the number of
levels is maximal. It is because when α − cut is high, the clusters are made of very
similar observations, thus the quantization error is easily minimized and the growth
process stops. On the contrary, when α− cut is low, more observations are members of
a cluster, and usually a new level is necessary in order to reach an optimal representa-
tion and minimize the quantization error.

Since the FGHSON is based on the Fuzzy Kohonen Clustering Networks (FKCNs),
we also have to take into account the parameters m0 (the constant that regulates the
fuzzyfication), ε (the termination criterion) and tmax (number of iterations). I used the
following values: m0 = 4, ε = 0.0001, and tmax = 10,000, that are the values recom-
mended in the original paper describing the FKCN [21]. As complementary informa-
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tion, the form of the membership functions is a generalized bell that is defined for the
formula of the fuzzy c-means (FCM) used for the FKCN. However, another method to
define membership functions using FCMs results, consist of discarding all the mem-
bership values and simply using the centers of the clusters to define specific shaped
membership functions, such as Gaussian and triangular functions [30].

In conclusion, the selection of the three values of the parameters (τ1, τ2, and ϕ)
used to train the FGHSON algorithm can lead to diverse hierarchical structures. For
a complementary explanation, the appendix B explores how several combinations of
these values affect the topology of the network and the quality of its prototypes.
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Chapter 3
Visualization and projection of geospatial
data by means of Self-Organizing Maps
Component Planes

“What this means is that we
shouldn’t abbreviate the truth
but rather get a new method of
presentation.”

Edward Tufte

THe Self-Organizing Map (SOM) [75] has been widely used in exploratory data
analysis of geospatial data, specifically for clustering and visualization [6, 5,
119, 58, 76, 110, 7]. It has provided excellent results when dealing with high-

dimensional data, datasets with not clear or an unknown distribution, and when a
dataset contains several types of data representation (e.g. categorical, continuous,
nominal and/or ordinal).

In order to provide more accurate ways for visualizing similarities, patterns, and
relationships on the SOM, several techniques have been developed. Two of the most
popular techniques are the U-matrix and the SOM component planes [118, 124, 123,
125]. These techniques highlight several characteristics of the SOM, improving the ex-
ploratory data analysis and knowledge discovery processes. These techniques allow
for instance: to enhance pattern discovery, to help visualize correlations and relation-
ships that can support the hypothesis generation and the detection of irregularities in
the data.

In this chapter, techniques for the interpretation of clusters in the SOM are pre-
sented in section 3.1. New techniques to improve the analysis of the SOM’s component
planes are introduced in section 3.2. Finally, in section 3.3 applications in agriculture
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where the techniques described in previous sections are applied are shown.

3.1 Interpreting clusters in the SOM

As was described in section 2.2.1, at the end of the SOM training, prototype vectors
are arranged in a grid creating a structure where prototypes with similar patterns are
located nearby. This self-organized structure is very interesting in terms of understand-
ing the observations similarities of a high-dimensional dataset. However, the defini-
tion of the groups boundaries in this structure is usually not clear. Thus, clustering
techniques are necessary to highlight the groups embedded in the SOM.

An efficient approach to highlight clusters on the SOM is to use distance matrix
techniques [123]. These techniques allow to visualize the distance between the proto-
types, allowing to identify groups of prototypes with similar patterns (i.e., prototypes
with short distance between them). The most widely used technique for this aim is the
Unified Distance Matrix representation (U-matrix) [118].

Another manner to analyze similarities between prototypes is observing the dis-
tribution of the variables that compose them. Here, the component planes play a key
role. Each component plane display a the values of a variable, usually the cells (e.g.,
hexagons or squares) are colored according to the values of the variables. Hence, a
visual inspection of the component planes provides an idea of the distribution of the
variables (e.g., which prototypes present the maximal and minimal values). They can
also be used for “correlation hunting” [125] in order to find relations (e.g, correlations,
partial correlations or outliers) between the variables of the prototypes. Thus, correla-
tions between component pairs are revealed as similar patterns in identical positions
of the component planes. An example of all the process is presented in 3.1.
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Figure 3.1: Illustration of an application of Self-Organizing Maps to a simple three-
dimensional dataset. Here is shown the data and SOM prototypes in input space. Black symbols
correspond to data. Red symbols correspond to prototypes. Several SOM visualizations are also
shown , the U-Matrix and the component plane for each feature.

A more detailed description of the distance matrix technique and the component
planes is presented below.

3.1.1 The Unified Distance Matrix representation (U-matrix)

All clustering algorithms share the problem of deciding the boundaries of the clusters.
The same occurs with the SOM algorithm. In this context, Ultsch et al. [118] showed
that clusters cannot be detected in a reliable manner using only the two dimensional
projection created by the SOM method. In order to allow an easy and straightforward
detection of the clusters in the SOM the Unified-distance Matrix, also referred to as
U-Matrix was developed[118].

The U-Matrix is a representation of the SOM that visualizes the distances between
cells. The idea of the U-matrix is to compute the difference between two adjacent ref-
erence vectors and illustrate the difference as an extra cell between the original cells
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in a U-matrix map. An example of the construction of the U-matrix is given in Fig-
ure 3.2. Here, if the distance between the neurons is small, an extra neuron depicting
the distance is colored with shades of blue, and if the distance is big with shades of
red.

(a) Normal
SOM visualiza-
tion

(b) U-Matrix visualization

Figure 3.2: Neurons in the two-dimensional graph are colored according to their similarities
to adjacent neurons. The result of the U-matrix procedure is an extra element between the
neurons. X and Y are similar to each other while Z has a distinct reference vector. Distance
d(X, Y) can be chosen arbitrarily, but usually the arithmetic mean is used.

Another example is shown in Figure 3.3, here clusters can be seen as “valleys” (neu-
rons colored with shades of blue) constrained by “hills” (neurons colored with shades
of red). The relative locations of the clusters in the U-Matrix reflects their similarities
in the high-dimensional space. The higher the hill (shades of red), the more dissimilar
the clusters are.
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(a) SOM (b) U-matrix map

(c) U-matrix map 3D

Figure 3.3: (a) The prototypes 13, 15 and 16 located at the top right corner of the map represent
vectors with similar patterns. These prototypes are close in the SOM map but when the U-
matrix is calculated, shown in (b), a high distance between the couple formed by 16 and 13
compared with the prototype represented by 15 is noted. This new information allows us to
conclude that even if the three vector share similar characteristics, 16 and 13 are closer in the
high-dimensional space. (c) The U-matrix map represented in a 3D plot highlight the distances
between prototype vectors. Here it is possible to observe the “valleys” and “hills” created by the
U-matrix representation. Hence, clusters can be seen as “valleys” (neurons colored with shades
of blue, for instance vectors labeled with 16 and 13) constrained by “hills” (neurons colored
with shades of red) that separate for instance the cluster formed by prototypes 16 and 13 from
prototype 15.
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3.1.2 The SOM components planes

The projection created by the SOM allows a straightforward visual inspection of sim-
ilarities of data because prototype vectors are organized in a low-dimensional grid
according to their similarity in the high-dimensional space. A way to improve this in-
spection is by means of the component planes representation. The relative variables’
distributions of the data on the SOM can be visualized by using component planes.
The component planes representation is a sliced version of the SOM. Here, each com-
ponent plane reproduces the relative distribution of one of the variables that composes
the prototype vector, as shown in Figure 3.4. In this example, blue neurons repre-
sent relatively small values while red neurons represent relatively large values of the
variable represented by the component plane. It can be distinguished, as shown in Fig-
ure 3.4 for variables V1 and V4, if two components correlate by comparing component
planes. The process of looking for correlations in component planes is called correlation
hunting [123, 125].

Figure 3.4: In this example the training data is a four-dimensional dataset, the variables are
namely V1, V2, V3 and V4. After training, the SOM can be sliced, creating the component
planes, in order to show the relative distribution of the variables. In the component planes,
blue neurons represent small values while red neurons represent high values of the variable.
Information about the relationships between variables, for instance if two components correlate,
can be extracted by comparing component planes (e.g.observe the similarity of V1 and V4). As
an example, some prototype vectors were labeled in the SOM for further analysis, in this case
prototypes labeled with 14 and 27 in the top left corner. Note that the values for these prototype
vectors are respectively: high in V1 and V4, and low in V2 and V3. This kind of analysis
allows to discover not only groups of vectors but also the similarities on the variables that
compose them.
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3.1.3 Correlation Hunting

The component planes analysis is used to discover relations between variables. Com-
paring the planes, it is possible to identify analogous patterns in similar positions in-
dicating correlation between the respective components (even local correlations can be
found if two parameters resemble each other in some regions), as shown in Figure 3.5.
The process of finding these relationships is called correlation hunting. Notice that this
process does not include just linear correlations, but also nonlinear and local or partial
correlations between variables [123, 125].

The correlation hunting can be done manually or automatically. However, in many
cases the manual analysis is difficult because usually the component planes are not or-
dered. In addition, the comparison becomes more difficult when the number of com-
ponents increases. In order to overcome this drawback, we might think of an way of
organizing the component planes so that similar component planes could be located
close to each other [124]. One of the most frequently used methodologies consist in
projecting the component planes into a plane. The projection could be done using, for
instance: Sammon’s mapping [104], CCA [40] or another SOM [75].

Figure 3.5: Component planes representation. Note that component planes V2 and V4 present
similar component values indicating correlation between them. On the other hand, a partial
negative correlation can be noted between V3 and V6.
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3.1.4 Correlation Hunting by using SOM as a projection algorithm

The advantages of SOM over other methodologies used for component planes projec-
tion are that SOM arranges the component planes on a regular grid and it allows for
an ordered presentation of similar components (see Figure 3.6 for an example). On the
other hand, an important disadvantage is that the selection of clusters of component
planes is left to the user, which is complicated when the number of component planes
is large or similarities are not clear.

Figure 3.6: An example of a SOM used to project the component planes. In this case component
planes represent agroecological variables described in Section 3.3.1.

Hence, when SOM is used to project component planes, a clustering technique has
to be used. Nevertheless, most of the algorithms used for this aim (e.g. K-means and
agglomerative hierarchical clustering) do not take into account the structure created
by the SOM. Instead they use the prototype vectors as data input [124, 15].

An approach that seems to be a more natural way to group prototypes is to use
a clustering algorithm that takes into account the structure created by the SOM (for
instance the distance between prototypes). Thus, as mentioned in section 3.1.1 the
U-matrix [118] is used as a more effective clustering approach [126]. The U-matrix
is usually applied to select clusters by hand. Nonetheless, this selection is usually
subjective because it is based on visual inspection that could change depending on the
observer. In this context, Vellido et al. [121] proposed a clustering algorithm by using
distance matrix to extract clusters automatically. In this algorithm, the U-matrix is used

34



3.1. INTERPRETING CLUSTERS IN THE SOM

to identify cluster centers from the SOM. The rest of the map units are then assigned
to the cluster whose center is closest. The algorithm is described as following:

1. Local minima of the distance matrix are calculated by finding the set of
map units i for which:

f (mi, Ni) ≤ f (mj, Nj), ∀j ∈ Ni (3.1)

Where Ni denoted the set of neighboring map units of the map unit i
(as shown in Figure 3.7a), and f (mi, Ni) is some function of the set of
neighborhood distances

∥∥mi −mj
∥∥ , j ∈ Ni, associated with map unit i.

In the experiments, median distance was used. The set of local minima
may have units which are neighbors of each other. Only one minimum
from each such group is retained.

2. For the initialization, let each local minimum be one seed cluster: Ci =
mi. All other map units j are left unassigned (as shown is Figure 3.7d).

3. Calculate distance d(Ci, mj) from each cluster Ci to each unassigned map
unit j.

4. Find the unassigned map unit with the smallest distance and assign it to
the corresponding cluster.

5. Repeat from 3 until no more connections can be made.

6. If there are any unassigned map units, for example unconnected map
units due to the cluster border constraint, they are assigned to the same
cluster as the closest neighborhood map unit.
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(a) Neighborhood Ni for
mi

(b) Neighborhoods with
radius = 1 and radius = 2

(c) Neighborhood Nj for
mj

(d) Cluster center (local
minima)

(e) Map units assigned to
the corresponding C1

(f) Region of the Cluster 1

Figure 3.7: Clustering algorithm by using distance matrix.

This algorithm provides an automatic discrimination of clusters, thus allowing an
easier exploration of similar component planes. However, when the amount of compo-
nent planes is large this approach fails because many planes must be ordered in a grid
with limited size. Next section presents an original technique that allows to arrange
component planes in a tree-structure, thus improving its exploration when dealing
with a large quantity of them.

3.2 The tree-structured component planes representation

This new algorithm uses the idea of component planes projection in a SOM, and the
distance matrix based clustering to arrange the component planes in a tree-structured
representation improving the correlation hunting [17, 16].

3.2.1 The algorithm

The tree-structured component planes clusters representation uses the Vellido’s algo-
rithm to obtain several granuralities of the component planes clusters. In a subsequent
stage, these clusters are arranged in a tree-structure. By using the Vellido’s algorithm
the number of clusters obtained is equal to the number of local minima on the U-
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matrix. As can be noted in equation 3.1 the local minima depends of the number of
neighboring map units (Ni) selected. When Ni is small the probability to find sev-
eral local minima is high thus the number of clusters increases. Thus, varying Ni it is
possible to obtain several cluster granuralities, as shown in Figure 3.8. These clusters
and sub-clusters are used in an agglomerative way (arranging subgroups of clusters
together) to build a tree-structure as shown in Figure 3.9.

An outline of the algorithm is given below.
1. Tree-generation.

(a) Calculate the U-matrix of the SOM used for the component planes
projection.

(b) Apply Vellido’s algorithm to the U-Matrix. Set the neighborhood
radius to 1, and save the results (nodes and component planes clus-
ters).

(c) Use Vellido’s algorithm to partition the map again increasing the
neighborhood radius in 1.

• If the number of clusters is equal to the obtained in the previous
step then repeat c.
• If the number of clusters is different save the results and repeat

c.
• Stop when the neighborhood radius become the same as the

maximal neighborhood radius used to train the SOM that was
used for the projection. An examples of this visualization pro-
cess is shown in Figure 3.9.

2. Visualization.

(a) Each group of clusters found using a specific neighborhood radius
compound a level of the tree, as shown in Figure 3.9.

(b) The group with the lowest number of clusters is taken the basis to
construct the first level of the tree.

(c) Based on the results obtained in the tree-generation step, clusters
that were divided into new ones are selected to form the second
level. This step is repeated until no more divisions can be made.
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(a) U-matrix (b) Level 3 (c) Level 2 (d) Level 1

Figure 3.8: By using the U-matrix shown in (a) the Vellido’s algorithm is applied to obtain
different cluster granuralities. (b) By using a neighborhood radius set to 3 we obtain a map
with 11 clusters. The third level of the tree structure is formed by the 11 clusters of this map
(c) When setting the neighborhood radius to 4, is obtained a map of 4 clusters. Based on this
map is built the second level of the tree (d) With a radius set to 5 we obtain a map formed by 3
clusters. The first level of the tree is based on the clusters this map.
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(a) Unordered component planes

(b) The tree-structured component planes representation

Figure 3.9: Component planes and the tree-structured component planes representation by
using agroecological variables. (a) As can be seen, it is not a trivial task to organize by hand
similar component planes when there are a large number of them. (b) Here the tree structure
allows to arrange similar component planes in the same branch.
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3.3 Applications in agriculture

In this section, the techniques previously described are applied in two agroecologi-
cal cases where the main goal is to find relationship between agroecological variables
and productivity. The first application shows the use of the tree-structured compo-
nent planes representation to support the hypothesis generation about the relation-
ship between agroecological variables and productivity on sugarcane (Saccharum of-
ficinarum). A complete version of this article can be found in the appendix A. In the
second case, the SOM component planes and other artificial neural networks methods
are used to build production models for Andean blackberry (Rubus glaucus) by us-
ing information collected by small-scale growers in Colombia and publicly available
meteorological data. The whole article is presented in appendix C.

3.3.1 Improving the correlation hunting in a large quantity of SOM
component planes. Classification of agroecological variables
related to productivity in the sugar cane culture

In this work a technique that sinergically combines SOM and the tree-structured com-
ponent planes representation is used to classify agroecological events with similar pro-
ductivity. Subsequently, the groups obtained are used to find relationships between
agroecological variables and high productivity. A more detailed description of the
problem is presented below.

Problem description

The agricultural productivity depends on many agroecological variables including
soil, terrain characteristics, climatic constraints, human behavior and management.
Each agroecological event is unique in time and space (an event is defined here as the
period from sowing to harvest, or from harvest to the next harvest, as is illustrated in
Figure 3.10). Hence, if several events are grouped and are analyzed, it will be possible
to find similar agroecological characteristics between events. Thus, it can be possible to
allow discovering why and how agroecological variables affect the crop development,
and therefore the productivity.

In a modeling context, each time the same zone is cultivated, one can consider it as
a new experiment (see Figure 3.10). This agroecological modeling approach permits
to increase the number of observations used to model a certain phenomenon, since
the same cultivated zone can provide several events or observations. Nonetheless,
it also increases the size of the datasets to deal with. The challenges dealing with
this kind of large agroecological datasets include dealing with high-dimensional data,
datasets with unclear or unknown data distribution, and datasets containing several
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types of data representations (e.g. categorical, continuous, nominal and/or ordinal).
In this context, techniques based on SOM are appropriate to deal with the presented
challenges.

As a case study, we describe the use of SOM and the tree-structured component planes
representation to group agroecological events with similar productivity, and in a poste-
rior stage, we analyze the variables related with high productivity.

(a) An agroecological event for a sugar cane
plantation

(b) Agroecologic events for a sugar cane plan-
tation in four years

Figure 3.10: (a) An agroecological event is defined as the period from sowing to harvest, or
from harvest to the next harvest. Agroecological variables such as soil, climate or water balance
have particular effects on the plant at different moments of its development (e.g., germination,
flowering). Moreover, the combination and/or change of these variables in specific moments
determine the developmental states of the plant. (b) From a modeling point of view, each event
can be seen as an experiment or a observation. Every harvest is effectively an unreplicated
experiment. If it were possible to characterize the production system in terms of management
and the environmental conditions, and if we were able to collect information on the harvested
product of a large number of harvesting events under varied conditions, it should be possible to
develop best fit models for the production system.

The dataset

The database used was provided by a sugar cane research center (CENICAÑA) located
in the region under study. It contains information of agroecological variables from
sites were sugar cane is cultivated. The database contains information collected during
seven years (1999 to 2005). Considering that the time from the sugar cane development
to harvest takes approximatively one year, it means that a maximum six events from a
same region were collected. The number of events used as observations was 1328 and
the number of associated variables to those events was 54, there are listed in Table 3.1.
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Table 3.1: Variables associated to the zones where sugar cane is cultivated. In the climate group
the acronym AS indicates months After Sowing, and BH months Before Harvest.

Variable Group Acronym Data Type Classes

Temperature Climate T Continuous AS, BH
Average
Relative Humidity Climate RH Continuous AS, BH
Average
Radiation Climate Ra Continuous AS, BH
Precipitation Climate P Continuous AS, BH
Order Soil Ord Nominal Ord1, Ord2,

Ord3
Texture Soil Tex Ordinal -
Depth Soil Dee Ordinal -
Landscape Topographic Ord Nominal Ls1, Ls2, Ls3
Slope Topographic Sl Ordinal -
Water Balance Water Balance WB Ordinal -
Variety Variety V Nominal V1, V2, V3
Productivity Productivity P Continuous -

As far as the variables related to climate are concerned, only the data from a group
of x months after sowing (denoted by xAS) and y months before harvest (denoted by
yBH) were used (as it is illustrated in Figure 3.11). This decision is based on the fact
that, in the sugar cane production, expert knowledge indicates that the most relevant
periods are the beginning and the end of plant development: in the first months (af-
ter sowing or harvest) the vegetative structure is formed (e.g., leaves grow allowing
the photosynthesis process); during the last months (approximately thirteen months
after sowing) the plant accumulates the largest amount of saccharose. In this case
study, five months after sowing and five months before harvest were taken into ac-
count. Thus, creating a set of ten variables for each climate variable. For instance in the
case of the radiation the set is composed of: Ra1BH (radiation-the-first-month-before-
harvest) , ..., Ra5BH (radiation-the-fifth-month-before-harvest) and Ra1AS (radiation-
the-first-month-after sowing), ..., Ra5AS (radiation-the-fifth-month-after-sowing). The
variables related to the soil and to the sugar cane variety were ordered using a pres-
ence/absence coding, where 1 represents presence and 0 absence. As a result, the
vector which defines an agroecological event is composed of 54 variables.
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(a) (b)

Figure 3.11: (a) The database used contains information of agroecological variables from sites
were sugar cane is cultivated. The database contains information collected during seven years
(1999 to 2005), it means that from a same region several events are collected. (b) Regarding
the variables related to climate, only the data from a specific group of months after sowing and
specific months before harvest were used. The schema illustrates the case when three months
are taken.

Training and results

All the variables were scaled between [-1,1] in order to allow a comparison in magni-
tude. Then, an input matrix with 1328 vectors, corresponding to each event, and its
54 agroecological variables associated was created. Note that the output of this sugar
cane model is the productivity. In this experiment the productivity was used as input
in order to obtain its component plane to be compared with the component planes of
the agroecological variables.

The matrix composed of events and agroecological variables was used to train a
SOM of 400 neurons (20x20). The component planes were projected into a new SOM
composed of 400 neurons (20x20). Finally, the tree-structured component planes rep-
resentation was applied to the last SOM, obtaining the structure shown in Figure 3.12.

Analysis

Several interesting observations can be made by analyzing the branches of the tree-
structure, where the production plane is located (see Figure 3.12). In the first level it is
possible to find in a same cluster the planes associated with temperature, radiation and
production. In level 4 radiation-of-first-month-after-sowing, radiation-of-first-month-
before-harvest and productivity present similar patterns.

The tree-structured representation facilitates the visual inspection of local corre-
lations in component planes since components with similar patterns are grouped to-
gether. As an example, regarding the cluster in level 4 where the production is located
(see the dotted clusters in Figure 3.12) it can be noted that when productivity is high
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most of the values of radiation Ra1BH and radiation Ra1AS are also high. This indi-
cates that high radiation at the beginning and at the end of the sugar cane development
plays a key role in the productivity.
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Figure 3.12: Productivity (highlighted with a red circle) in each branch of the tree-structure
is presented here. In the forth level, radiation-of-first-month-after-sowing (Ra1AS), radiation-
of-first-month-before harvest (Ra1BH), sugar cane variety 2 (V2) and productivity (Prod) are
grouped in the same cluster.
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By plotting the best matching units (BMU) of the component planes productivity,
Ra1BH and Ra1AS in a scatter plot, it is possible to detect high values of productivity
when there are high values of Ra1BH and Ra1AS. As a conclusion, the radiation of the
first month after sowing and the radiation of the first month before harvest are more
correlated with the productivity in comparison with the other variables. In addition, a
local correlation is observed between a majority of high values of radiation and high
productivity.

Figure 3.13: BMUs of the component planes: productivity, radiation 1 month before harvest
(Ra1BH) and radiation 1 month-after-sowing (Ra1AS).

3.3.2 Analysis of Andean blackberry (Rubus glaucus) production mod-
els obtained by means of artificial neural networks exploiting
information collected by small-scale growers in Colombia and
publicly available meteorological data

The Andean blackberry (Rubus glaucus) is an important source of income in hillside
regions of Colombia. However, growers have little reliable information on the factors
that affect the development and yield of the crop therefore, there is a dearth of infor-
mation on how to effectively manage the crop. Site specific information recorded by
small-scale producers of the Andean blackberry on their production systems and soils
coupled with publicly available meteorological data was used to develop models of
such production systems.

Multilayer perceptrons, Self-organizing maps and SOM component planes were
used in the identification and visualization of the most important variables for model-
ing the production of Andean blackberry. In the present study, a SOM and its compo-
nent planes were used in order to facilitate the visualization of the relations among the
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productivity and the environmental and geographical variables, and to establish the
ranges of values of these variables, associated with high, medium and low yield.

Modeling and analysis of the variables’ relevance

As a first step, artificial neural networks were trained with information from 20 sites
in Colombia where the Andean blackberry is cultivated. Multilayer perceptrons pre-
dicted with a reasonable degree of accuracy the production response of the crop. In
the second part of this study the relevance of the variables obtained by the neural
network model were analyzed. We assessed the yield response to changes in the 28
variables used in the model by obtaining the sensitivity of the model output with re-
spect to each one of the inputs. We used the relevance metric based on sensitivity
described in Satizábal and Pérez-Uribe [107], which expresses the amount of change
of the output with the variations of the inputs. The nine most important variables
identified by the sensitivity metric were: soil depth, the average-temperature-of-the-
first-month before-harvest, the specific geographical areas Nariño-la-union-chical-alto
and Nariño-la-union-cusillo bajo, the average-temperature-of-the-harvest-month, the
average-temperature-of-the-second-month-before -harvest, the average-temperature-
of-the-third-month-before-harvest, external-drainage and the accumulated- precipitation-
of-the-first-month-before-harvest.

Visualization of the relations between the variables found as relevant by the sensi-
tivity metric and clusters with similar productivity of Andean blackberry

To further analyze the effects of the nine variables, a Kohonen map was trained with
the same observations we employed to train the multilayer perceptron. The result-
ing bi-dimensional map is composed of vector prototypes which associate topological
information of the original 28 variables with Andean blackberry yield (Figure 3.14a).
These prototypes were clustered by using the K-means algorithm [81]. According to
the Davies-Bouldin index [37], the map was divided into 6 clusters exhibiting similar
features that influence Andean blackberry productivity (Figure 3.14b).
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(a) a (b) b

Figure 3.14: Kohonen map showing the resulting clusters. (a) U-matrix displaying the distance
among prototypes. The scale bar (right) indicates the values of distance. The upper side exhibits
high distances, whilst the lower displays low distances. (b) Kohonen map displaying the 6
clusters obtained after using the K-means algorithm and the Davies-Bouldin index.

Component planes and variable dependencies

In order to improve the visualization of the dependencies between the clusters shown
in the Kohonen map in Figure 3.14b, the component planes of Andean blackberry pro-
ductivity (Figure 3.15a) and the variables previously identified as the most relevant
for modeling Andean blackberry yield: effective-soil-depth (Figure 3.16), the average-
temperature-of- the-harvest-month, the average-temperature-of-the-first, second and
third months before harvest (Figure 3.17), two specific geographic areas (Figure 3.18
and Figure 3.19) and external drainage (Figure 3.20) were separated from the Kohonen
map and displayed as lattices.

• Productivity component plane: Yields greater than 1.16 kg/plant/week were
associated with regions in cluster 2 on the Kohonen map (Figure 3.15). Yield
values between 0.0018 and 1.16 kg/plant/week correspond to clusters 1, 3, 4, 5
and 6 in the Kohonen map. Being 3, 4, 6 the clusters with lowest yields.
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(a) a (b) b

Figure 3.15: (a) Component plane of Andean blackberry yield, the scale bar (right) indicates
the range value of productivity in kg/plant/week. The upper side exhibits high values of yield,
whereas the lower displays low values. (b) Kohonen map displaying the resultant 6 clusters and
their labels according to yield values.

• Effective-soil-depth component plane : Values of soil-depth greater than 70 cen-
timeters (cm) are associated with clusters 3, 4 and 6 (Figure 3.16) which are all
associated with low yields. In contrast, a soil depth between 40 and 70 cm ap-
pears to be related to medium to high yield clusters (1, 2, 5). The cluster with the
highest yields had soil depths in the range of 60-70 cm suggesting that this level
of soil depth is optimal, and that an effective soil depth greater than 70 cm is not
necessary to obtain high yields.
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Figure 3.16: Component plane of effective soil depth. The scale bar (right) indicates the range
value in centimeters of soil depth, the upper side of the scale exhibits high values, whereas the
lower displays low values

• Average temperature of the harvest month and average temperatures of the
first, second and third months before harvest component planes: The compo-
nent planes for temperature of the first, second and third months before harvest
were similar (Figure 3.17). The multilayer perceptron showed that the average
temperature of the first month before harvest was more important than the other
temperatures (that occurs due to small differences captured to better fit the out-
put). However, the similarity of the components of temperature is probably due
to the low monthly variation in temperature under the equatorial conditions of
this study. The similarity of the temperature patterns induced us to analyze them
as a group rather than separately. It is immediately evident that cluster 6 with
temperatures of about 24 ◦C is not suitable for high yields of blackberries (Fig-
ure 3.17). Clusters 1, 2 and 5 with medium to high yields are related to tem-
peratures between 16 and 18 ◦C (Figure 3.17) and low yields appear to be asso-
ciated with temperatures in the range of 14-15 ◦C. Andean blackberry experts
suggest the optimal temperature for a healthy growth of this crop is between 11
and 18 ◦C. We suggest a narrower temperature range with 16-18 ◦C associated
with high yields and lower yields as the temperature moves above or below this
range.
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Figure 3.17: Component planes of the average temperature: (a) temperature of the harvest
month, (b) average temperature of the first month before harvest, (c) average temperature of the
second month before harvest, and (d) average temperature of the third month before harvest. In
all figures, the scale bar (right) indicates the range value in ◦C of temperature. The upper side
exhibits high values, whereas the lower displays low values

• Geographic areas as proxy for crop management: Proxies can be used to es-
timate the effect of either immeasurable or unobservable variables on a given
phenomenon. In our study, geographical areas were integrated into the model
with the aim of capturing the effect of variables that were not measured. The
geographical proxies were added to the analysis specifically to take into account
management and social factors which were not captured by the data collection
process and which are likely to be related to the geographic location of a site.
For example, farmers from a given locality are likely to use similar management
practices that will differ from those used by other communities living in distant
localities. The localities Nariño-la union-chical alto (Figure 3.18), and Nariño-la
union-cusillo bajo (Figure 3.19) were associated with cluster 2 which is charac-
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terized by the highest yields. Whilst the association with high yields could be a
consequence of specific local environmental conditions not accounted for by the
environmental variables used in the model, we suggest that is more likely that
they are due to particular crop management practices related to local knowledge
and socio-economic circumstances.

Figure 3.18: Component plane of the specific geographic area Nariño-la union-chical alto. The
highest values indicate presence and the lowest absence, as they are categorical variables.

Figure 3.19: Component plane of the specific geographic area Nariño-la union-cusillo bajo. The
highest values indicate presence and the lowest absence, as they are categorical variables

• External drainage and accumulated precipitation of the first month before har-
vest: Scrutiny of the external drainage lattice (Figure 3.20) gave no obvious clues
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as to how drainage affects the yield of blackberries. In fact medium yield in clus-
ter 5 is associated with poor external drainage and in cluster 2 with high yields
the external drainage is highly variable. However, in all clusters with medium or
high yields poor external drainage is associated with low precipitation of the first
month before harvest (Figure 3.21): not only does this appear to be true from the
component planes, but it also makes agronomic sense. Good external drainage
is evidently more important when rainfall is greater. This example clearly indi-
cates how the visual inspection of the the SOM and the component planes can
assist in understanding how various factors affect the growth and development
of the crop and the interactions between them. Further inspection of Figures 3.20
and 3.21 indicate that excellent external drainage is not sufficient to overcome
the effects of high or moderate precipitation with moderate external drainage in
cluster 3. Overall, there was a tendency for low rainfall to be advantageous but
there were exceptions. However, when the two variables, precipitation of the first
month before harvest and external drainage are taken together it is clear that low
rainfall accompanied with varied external drainage conditions can provide good
yields, but that heavier precipitation of the first month before harvest with poor
drainage is not conducive to high levels of productivity.

Figure 3.20: Component plane of external drainage. In the scale bar (right), the highest value
3 indicates excellent or fast drainage, 2 moderate drainage, and 1 poor or slow drainage.
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Figure 3.21: Component plane of the accumulated precipitation of the first month before har-
vest. The scale bar (right) indicates the range value in millimeters of rainfall, the upper side of
the scale exhibits high values, whereas the lower displays low values.

Conclusions

Data collected by small farmers in the Andes coupled with information from existing
data bases was successfully used to characterize specific production events and to re-
late production to site and time specific events. The analysis approach focused first on
identifying those variables that explain most of the yield variability by means of artifi-
cial neural networks (multilayer perceptron), and then using the Self-Organizing Maps
and SOM component planes as a tool for dimensionality reduction and visualization
of input-input and input-output dependencies.

Sensitivity analysis was used to identify the most important variables in deter-
mining variation in yield. Self-Organizing Maps were then used to group Andean
blackberry yield from different sites according to similarity of growth conditions and
management. Data was not available to directly evaluate management practices, so
localities were used as a proxy for management. The SOM provided a straightforward
manner to visualize the distribution of the variables that affected yield. Component
planes generated by SOM illustrated the association of these variables with yield and
identified two geographic areas as highly productive. The optimal conditions for high
yields are an average temperature between 16 and 18 ◦C, an effective soil depth be-
tween 60 and 70 cm, and low rainfall during the first month before harvest in poor
external drainage locations or moderate to low rainfall in better drained areas.

The identification of geographic areas with higher yields than those that would be
expected solely from the environmental conditions suggests that the farmers in those
geographical areas were managing their crops particularly effectively. However, there
was not sufficient information to precisely determine which management factors led
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to the high yields. At the same time the mere identification of areas with farmers that
properly manage their crops, offers the chance for these farmers to disseminate their
knowledge to other farmers with similar environmental conditions so that they too can
improve yields.
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Chapter 4
Clustering of geospatial data by using
soft competitive learning approaches

IN many research fields large volumes of geospatial data are regularly captured,
stored and continually updated. The value of this information depends on the
ability to extract useful knowledge from these data [36, 100]. A key issue in the

exploratory data analysis of geospatial data concerns the development of efficient tech-
niques for clustering and visualization. These techniques allow for instance: to help
discover relationships among variables (i.e., between climatic variables and produc-
tivity of a crop), to find zones with similar patterns (e.g, zones with analogous envi-
ronmental patterns), and data abstraction [132, 100, 101] (i.e, to extract a simple and
compact representation of a dataset). However, several challenges must be faced when
working with geospatial data, namely:

• The visualization of clusters in both geographic and feature space. The geo-
graphic space refers to the bi-dimensional cartographic representation of a geo-
graphical area. The feature space is the n-dimensional space of variables associ-
ated to the georeferenced points (e.g. temperature, precipitation and solar radia-
tion). Although the geographic space and the feature space are strongly related,
they present several differences. Regarding the visualization of zones with simi-
lar patterns, it is simpler to visualize them in a geographic space since they can be
projected in two dimensional map. However, visualization of similar patterns in
the feature space is not trivial when the number of variables are more than three,
in this case we have to deal with a high-dimensional visualization problem.

• The fact that of geospatial data can be represented at several resolutions. Re-
gions with similar characteristics can be visualized at several scales in both the
geographical space and the feature space. In the geographical space, different
granularities can be adopted, so the region of interest can vary in resolution de-
pending on the application or the context (e.g., countries, states, cities, parcels)
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as shown in Figure 4.1a. Concerning the feature space, several variables’ ranges
can be used. For instance, in Figure 4.1b the couple temperature-precipitation is
represented at several levels.

(a) (b)

Figure 4.1: Several granularities in both geographic and feature space can be used in order
to look for appropriate representations of clusters. (a) In the geographical space. (b) As an
example of several data representation in the feature space, we can imagine that we are looking
for clusters with a temperature range of 10 ◦C , and precipitation range of 100 mm, then to
find this resolution we have to move at the first level of the hierarchy. At the same time, we can
observe a smaller ranges if we move in the hierarchy until the third level, where ranges are of
1 ◦C for temperature and 3 mm for precipitation.

• The handling of fuzzy boundaries in geospatial clusters. Geographical areas
with similar characteristics (e.g. climate, soil, landscape) are often represented
with rigid boundaries. However, geografical boundaries do not necessarily cor-
respond to such rigid frontiers, [78].

• The large quantity of data. Usually when dealing with geospatial datasets we
have to work with extensive geographical regions that are represented by a large
quantity of points (e.g., a common dataset contains millions or even more obser-
vations)

• The unlabeled data. In many cases, classification must be done without a priori
knowledge of the classes in which are divided the dataset (unlabeled pattern).
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Recently, soft competitive learning algorithms have been used with a great level of
success in geosciences [5, 6, 7, 58, 76]. This success is due to their capability to tackle
the aforementioned challenges when clustering and visualizing geospatial data. For
example, these algorithms are very useful in the following tasks:

• Discovering natural clusters in unlabeled datasets. Many clustering algorithms
have been developed with this aim, however the continuous updating and the
large volumes of data available today make it difficult to label observations with-
out previous knowledge of the datasets. In this context, soft competitive learning
algorithms allow the grouping of similar observations without having an a-priori
knowledge of the group or class to which they belong;

• Reduction of information redundancy contained in the data. They create pro-
totypes of the observations of a dataset. Hence, large datasets can be reduced
without, or with a minimal, loss of information. Data abstraction is useful when
working with large datasets, as is the case in agroecology. Using data abstraction
large datasets can be represented by a few prototypes. Therefore, data abstrac-
tion help to improve representation, interpretation and processing of geospatial
datasets.

• Visualization of high-dimensional data The high-dimensionality of the geospa-
tial data renders difficult the task of discovering patterns among variables. Sev-
eral soft competitive learning algorithms allow the projection of high-dimensional
space in a two dimensional grid. Thus, allowing the visual exploratory analysis
of data, facilitating the discovering of non linear, local, or partial correlations;

• To work with data with unknown distribution. Many clustering algorithms
have been developed to deal with certain data distribution (e.g. Gaussian distri-
butions). Usually when working with geospatial data it is not possible to have an
a-priori knowledge of the data distribution, since in many cases the data sets are
updated constantly. Thus, the continuous updating of observations and variables
renders difficult to make assumptions about the data distribution. Soft competi-
tive learning algorithms are very useful when working with geospatial data be-
cause they do not need to assume any data distribution.

• Hierarchical representation of spatial and temporal relationships

Hierarchical representation techniques are used to reveal the inner organization
of spatio-temporal datasets, providing very informative description and visual-
ization of data structures. These representations enable the analysis of similari-
ties in the observations as well as the exploration of relationships and patterns at
several resolutions [101].
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• Fuzzy representation

Geographical areas with analogous agroecologic conditions (e.g. climate, soil,
landscape) are often represented with static and rigid boundaries because the
techniques used for this aim are usually hard clustering algorithms. These algo-
rithms allocate each observation to a particular cluster, creating rough boundaries
as shown in Figure 4.2 (a). However, agroecological boundaries do not necessar-
ily correspond to such rigid frontiers. A fuzzy representation, where one region
can belong to several clusters with a membership level, as shown in Figure 4.2 (b)
might be more appropriate. Therefore, delimitation of zones with similar agroe-
cologic conditions using fuzzy logic techniques are being recently adopted as a
common practice [78]. In summary, it is essential to integrate a fuzzy representa-
tion as an additional feature to the techniques used for clustering spatio-temporal
geospatial data.

In this chapter we explore three algorithms: the Self-Organizing Maps (SOMs) [75],
the Growing Hierarchical Self-organizing Map (GHSOM) [98], and the Fuzzy Growing
Hierarchical Self-organizing Networks (FGHSON) [18], in order to find analogous en-
vironmental zones in Colombia. This application serves as a basis to show the advan-
tages and some disadvantages of soft competitive learning algorithms when dealing
with geospatial data.

Section 4.1 presents the SOM, and GHSOM algorithms applied to the problem of
finding analogous environmental zones in Colombia. Finally, in section 4.2, the FGH-
SON algorithm is presented as an alternative to tackle some of the limitations of SOM
and GHSOM when clustering geospatial data.

4.1 Unsupervised soft competitive learning algorithms for
clustering and projection of geospatial data

Three soft competitive learning algorithms are used in this section to find analogous
environmental areas in Colombia. Two of them, namely the SOM and the GHSOM
have been widely used in many fields proving to work effectively when large and
high-dimensional datasets have to be clustered [58, 76, 58, 5, 6, 7], and relationship
between observations visualized. The third algorithm is the FGHSON which is pre-
sented as an option to tackle several limitations of the SOM, and GHSOM when work-
ing with geospatial data. The results obtained after training the algorithms with the
same dataset are presented at the end of the sections. In addition, its advantages and
disadvantages when dealing with geospatial data.
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Figure 4.2: Crisp and fuzzy representations. This example shows two representations, crisp
and fuzzy, of a same cluster. This cluster gather together zones with similar air temperature
and precipitation. In (a) Shown a crisp representation. Here, all the points belong to the cluster
and have the same membership value (1 or 0), hence they are creating rigid boundaries when
the cluster is projected in the geographical space (as can be observed in the map). In the fuzzy
representation illustrated in (b), each point has a membership value depending on how close it is
to the cluster prototype. The colors in the fuzzy representation correspond to different degrees of
membership of the observation to the given cluster, i.e. red shades represent a high membership
and blue shades a low membership. This representation allows to create more natural boundaries
when the cluster is projected in the geographical space
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The dataset

I used the same dataset for all the algorithms. This dataset contains 1, 336, 025 geo-
referenced points covering all the Colombian geography, and 19 bioclimatic variables
(shown in Table 4.1) associated to each point. The resolution of each point is one kilo-
meter by one kilometer.

Table 4.1: Variables used as input to the SOM, GHSOM, and FGHSON algorithms. These
bioclimatic variables are derived from the monthly temperature and rainfall values in order
to generate more biologically meaningful variables. They represent annual trends (e.g., mean
annual temperature, annual precipitation), seasonality (e.g., annual range in temperature and
precipitation) and extreme or limiting environmental factors (e.g., temperature of the coldest
and warmest month, and precipitation of the wet and dry quarters). [60]

Acronym Variable

V1 Annual Mean Temperature
V2 Mean Diurnal Range Temperature (Mean (period max-min) )
V3 Isothermality (V2/V7)
V4 Temperature Seasonality (Coefficient of Variation)
V5 Max Temperature of Warmest Period
V6 Min Temperature of Coldest Period
V7 Temperature Annual Range (V5-V6)
V8 Mean Temperature of Wettest Quarter
V9 Mean Temperature of Driest Quarter
V10 Mean Temperature of Warmest Quarter
V11 Mean Temperature of Coldest Quarter
V12 Annual Precipitation
V13 Precipitation of Wettest Period
V14 Precipitation of Driest Period
V15 Precipitation Seasonality (Coefficient of Variation)
V16 Precipitation of Wettest Quarter
V17 Precipitation of Driest Quarter
V18 Precipitation of Warmest Quarter
V19 Precipitation of Coldest Quarter

4.1.1 Self-Organizing Maps (SOMs)

Since the dimensionality of the datasets is high, it is often a challenge to search for
representative patterns. To tackle this problem, a SOM can be used to project high-
dimensional input data into an alternative low dimensional space (usually a grid of
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two dimensions). This projection is performed based on regularities, similarities and
frequencies of the input data, which projected in a low dimensional space, can aid the
search for interesting patterns [112].

Training parameters and results

A SOM was trained setting its parameters with the values shown in Table 4.2, and
using as input the dataset described at the beginning of this Chapter.

Table 4.2: SOM parameters. The SOM training is divided in two phases. The first phase is
the rough training. Here map units are adapted to obtain an approximate representation of the
data. It utilizes a large neighborhood radius. The second phase is the fine-tunning phase that
uses a small neighborhood radius for more precise adjustment of the map to the data. In both of
these phases the neighborhood radius decreases as the training progresses.

Parameter Value

Map size 13 x 8
Lattice Hexagonal
Shape Rectangular
Training Type Batch
Neighborhood Gaussian
Rough training radius initial 3 map units
Rough training radius final 1 map unit
Rough training length 1 epoch
Finetune training radius initial 2 map units
Finetune training radius final 1 map unit
Finetune training length 20 epochs

After training, the prototypes arranged in the SOM grid must be grouped in clus-
ters. However, SOM, as in many clustering algorithms, share the problem of decid-
ing boundaries of the clusters. In order to address this problem, standard clustering
methods are used to cluster the prototypes [123] of the SOM grid. For this aim, the K-
means algorithm was used to group the prototypes into a given number of K clusters.
Nonetheless, one of the limitations of K-means is that the number of clusters has to be
defined a-priori. To tackle this drawback, different K values were tested. An optimal
value of K = 31 was then derived using the Davies-Bouldin index [37]. The 31 clusters
obtained are shown in Figure 4.3.
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(a) SOM prototypes clustered using K-
means and the Davies-Bouldin index [37]

(b) The clusters obtained map of clus-
ters displayed in the geographic space.
The same color code used to represent the
clusters in the SOM grid was used in the
geographic space.

Figure 4.3: Clusters of analogous environmental zones in Colombia using 19 bioclimatic vari-
ables.

Analyzing the results

In order to show the visualization properties of a SOM in exploratory analysis tasks,
the clusters 1 and 2 (upper left corner in Figure 4.3a), and 30 and 31 (bottom right cor-
ner in Figure 4.3a) were selected for further analysis. These clusters in the geographical
space are shown in Figure 4.4. The clusters 1 and 2 are located mainly in the moun-
tains, as can be seen by comparing the elevation map of Colombia shown in Figure 4.4a
with clusters 1 and 2 in Figure 4.4b. On the other hand, clusters 30 and 31 are mainly
located in regions close to the Colombian Pacific coast. Even if elevation is not used
as an input variable in our clustering test, the elevation map shown in Figure 4.4a can
give an idea of where clusters are located in geographic space.
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(a) Colombia elevation map (b) Clusters 1 and 2 (c) Clusters 30 and 31

Figure 4.4: Four clusters representing analogous environmental zones in Colombia. Elevation
map is shown as a guide to locate the clusters in the geographical space.

The Unified Distance Matrix representation (U-matrix) [118] and the SOM compo-
nent planes [75, 123] are used to do the exploratory analysis in the feature space. Both
are shown in Figure 4.5. In this context, the U-matrix allows the examination of the
overall cluster patterns of the input dataset. On the other hand, the component planes
allow for a visual exploratory analysis of the clusters in the feature space.

By observing the U-matrix, it is possible to note that clusters 1 and 2 (upper left
corner in the U-matrix), represent particular patterns which are indicated by the large
distance between them and its neighborhoods (note the red hexagons indicating a large
distance between the clusters 1 and 2 and the prototypes surrounding them). Similarly,
in clusters 30 and 31 (bottom right corner in the U-matrix), the distances between those
clusters and its neighbors are also high, which indicates that the patterns of these clus-
ters are very different to those of their neighbors. In a visual exploratory analysis, the
U-matrix allows to highlight clusters that present particular patterns.

The component planes allow to explore variables in order to look for relationships
or patterns among clusters since neurons are colored according to the relative values of
the variables that they represent. Thus, maximal and minimal values, particularities,
similarities, or partial correlations can be easily visualized. As an example, clusters 1,
2, 30 and 31 are highlighted in the component planes shown in Figure 4.5. For instance,
consider the component plane of the variable V12 (Annual Precipitation). In this case,
clusters 1, 2, present the lowest values of V12. On the contrary, clusters 30 and 31
present the highest values. A similar behavior can be found for V13 (Precipitation of
Wettest Period).
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Figure 4.5: The U-matrix (upper left corner of the Figure) and the component planes of vari-
ables V1, V2, V3, V4, V12, V13 and V15 described in Table 4.1. The placement of clusters 1
and 2 (upper left corner of the component planes), and clusters 30 and 31 (bottom right corner
of the component planes) in the Self-organizing map are highlighted in order to show the value
of the variables associated with them.

4.1.2 Growing Hierarchical Self-Organizing Map (GHSOM)

The GHSOM [98] allows overcoming some limitations of the SOMs, for instance: its
fixed architecture and the exploration of the SOM at multiple levels of detail. The
GHSOM creates hierarchical topologies that are able to adapt to the data distribution.
This hierarchical representation provides a convenient interface for exploration and
visualization of the structures of the clusters.

When working with geospatial data, GHSOM allows to evaluate regions with sim-
ilar patterns at different levels of abstraction [106].
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Training parameters and results

With the objective of finding similar environmental regions in Colombia, a GHSOM
was trained using the parameters τm = 0.3 (which is a fixed percentage that control the
growing process of the SOMs on each layer), and τu = 0.03 (Which is a parameter used
to describe the desired level of granularity in input data discrimination in the final
maps). The input dataset used to training the GHSOM was presented at the beginning
of this chapter. After training, a hierarchical structure of five levels was obtained, as in
shown in Figure 4.6a. In this structure, each cluster is represented by a box. The bigger
boxes are split into smaller boxes, hence creating levels. For instance, in Figure 4.6a, the
first level is composed of six clusters but then each box is further composed of multiple
boxes of lower levels. They are also displayed in geographic space in Figure 4.6b,
maintaining the same color code shown in the hierarchical structure.

Analyzing the results

In this first level it is possible to distinguish clear analogue environmental zones. For
example: areas of the eastern plains (colored in green), the Amazon region (colored
in yellow) and the Pacific Coast (colored in light blue). However, these areas are very
large for a detailed study of similar environmental zones. Hence, taking advantage of
the hierarchical representation of clusters one can move from one level to the following
level in order to obtain a more detailed granularity.
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(a) The structure of five levels created for the GH-
SOM. The clusters of the first level are colored

(b) The clusters of the first level
of the structure displayed in a geo-
graphical space

(c) Clusters of the second level for a selected first
level cluster.

(d) Clusters of the second level rep-
resented in the a geographical space.

Figure 4.6: The hierarchical structure created for the GHSOM. One of the clusters of the first
level was selected as an example in order to show the navigability of the structure

As an example, the cluster located at the bottom left of the map (colored in light
blue), is selected for further analysis. This cluster is composed by four sub-clusters,
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as shown in Figure 4.6c. The cluster selected represents similar environmental zones
in the Colombian Pacific Coast area as shown in Figure 4.6 d. In order to analyze
the characteristic patterns of the environmental variables of this area, the component
planes of the GHSOM are displayed in Figure 4.7. Here, it is possible to observe the 19
climate variables, described in Table 4.1, and their values for each cluster. For instance,
note that the cluster under study presents the higher values for V1, V17, V18 and V19
(these are variables related with precipitation).

In conclusion, the GHSOM presents several characteristics that make it very useful
for clustering and exploratory analysis when dealing with geospatial data.

Figure 4.7: GHSOM component planes. Each component represent one of the 19 climatic
variables described in Table 4.1.

4.2 Fuzzy Growing Hierarchical Self-Organizing Networks
(FGHSON) as a tool to explore geospatial data

In this section FGHSON is used to find analogous environmental zones in South Amer-
ica and Colombia. In the first example, we used a bi-dimensional dataset contain-
ing information of precipitation and air temperature in South America. The low-
dimensionality of this dataset will allow us to graphically illustrate the characteristics
of the FGHSON when dealing with geospatial data. The second dataset is more com-
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plex and contains bioclimatic variables based on environmental variables from Colom-
bia.

4.2.1 Finding zones with analogous precipitation and air tempera-
ture in South America

This example is a simple but real world application that will help to conceptualize
the features of the FGHSON when dealing with geospatial data. With this aim, we
have selected a case study whose objective is to find analogous environmental zones
in South America in the month of January. Here, we used only two environmental
variables to facilitate the visualization of some concepts that are difficult to visualize
when high dimensionality is involved.

The dataset

The original data used is made of 24 datasets in an ASCII grid format [128]. They con-
tain: total monthly precipitation (12 datasets, one per month), and mean air tempera-
ture (12 datasets, also one per month). The observations are referenced to a geographic
coordinate system in a resolution of 0.5 degrees per pixel. The precipitation is given in
millimeters per year, and the temperature in degrees Celsius. Both variables were com-
bined forming datasets by month containing the couple temperature-precipitation. As
it was previously mentioned, only for the month of the January dataset was used.

FGHSON training and results

The parameters of the algorithm were set to τ1 = 0.3 (the parameter τ1 represent a fixed
percentage which control the growing process of the network in each layer, indicating
if more prototypes must be added), τ2 = 0.03 (the parameter τ2 is a percentage that
regulates the granularity of the data representation in the depth growth process, in-
dicating if more levels must be created) and ϕ = 0.3 (the parameter ϕ represents the
minimal membership degree of a observation to a cluster to be selected for further ex-
pansion of the network). After training, a structure of three levels and 28 prototypes
was obtained.

FGHSON results in feature space and geographical space

As it was aforementioned in this chapter, when we cluster geospatial datasets we
have to take into account the geographical and the feature spaces. The geographic
space refers to the cartographic representation of a geographical area, and the feature
space includes the n-dimensional space created for the variables associated to the geo-
referenced points (e.g. temperature and precipitation). In this example the feature
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space is bi-dimensional and it is made of air temperature and precipitation (as shown
in Figure 4.8).

Figure 4.8: Dataset used to train the FGHSON algorithm

The reason to use the FGHSON algorithm is to obtain a cluster structure that allows
to find zones with similar air temperature and precipitation. A reduced representation
of the hierarchical structure created by the FGHSON in the feature space is shown in
Figure 4.9.

In the feature space hierarchy, each scatter plot shows the membership of the obser-
vations to a single prototype. The observations with a higher membership to the given
prototype are colored in light red, observations with a low membership in dark red,
and observations with zero membership in black.

70



4.2. FUZZY GROWING HIERARCHICAL SELF-ORGANIZING NETWORKS
(FGHSON) AS A TOOL TO EXPLORE GEOSPATIAL DATA

Figure 4.9: Hierarchical structure created by the FGHSON, representing the feature space of
the dataset under study. Each scatter plot shows the membership of the observations to a single
prototype created at each level. The scatter plot in the top level illustrates the dataset used.
The x-axis represents temperature, and the y-axis precipitation. Some branches of the hierarchy
were eliminated in order to facilitate the visualization.

In Figure 4.10 the structure created by the FGHSON is shown in a geographical
space. For each prototype a map is displayed where the membership of the observa-
tions to this prototype are colored. Thus, geographical zones with a higher member-
ship to the given prototype are colored in red, and observations with zero membership
in dark blue.
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Figure 4.10: Geographic space hierarchy. For each prototype Pi the membership of the obser-
vations to this prototype is given using a color code (dark red correspond to a membership of 1
while dark blue to a membership of 0).

Analyzing the hierarchical structure

As can be observed in Figures 4.9 and 4.10 the first level of the structure is composed of
three prototypes, namely P1, P2, P3. At this level, the feature space is covered by three
prototypes with the following characteristics:

• The first prototype, P1, represent observations with precipitation levels between
0 mm and 500 mm and air temperature values between 0 ◦C and 21 ◦C;
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• The second prototype, P2, includes observations with precipitation levels be-
tween 200 mm and 800 mm, and air temperature between 15 ◦C and 30 ◦C;

• Finally, the third prototype represents observations with precipitation levels be-
tween 0 mm and 200 mm, and air temperature values between 20 ◦C and 30 ◦C.

As an example, one can observe in the geographical space (Figure 4.10) that the
Amazonian region is represented by P2 where precipitation is represented between
200 mm and 800 mm, and air temperature between 15 ◦C and 30 ◦C, presenting the
higher values of temperature and precipitation. The roughly division of the Amazo-
nian region can be improved by selecting a next level in the hierarchy. It is out of the
scope of this example to analyze all the prototypes. Usually the interesting prototypes
in the structure are selected based on the user needs.

As an illustration, consider that we are looking for localities with mean monthly
precipitation between 130 mm and 200 mm, and air temperature between 26 ◦C and
29 ◦C. The prototype that correspond to the characteristics indicated using the struc-
ture that was previously created for the FGHSON.

In this context, when selecting prototypes it is important to consider the coverage
range, and to move in trough the hierarchy to the appropriate level which can represent
the right range. Thus, the prototype that fulfills those parameters is P10. Figure 4.11
shows P10 in the feature and the geographical space. Figure 4.11 shows the geographi-
cal zones with those characteristics together with their memberships.
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(a) P10 in the geographical space (b) P10 in the feature space

Figure 4.11: Prototype selected which corresponds to the following characteristics: mean
monthly precipitation between 130 mm and 200 mm, and air temperature between 26 ◦C and
29 ◦C

4.2.2 Case study: finding analogous environmental regions in Colom-
bia

In this case study we used the dataset described at the beginning of this chapter. A
FGHSON algorithm was trained using as setup parameters τ1 = 0.03, τ2 = 0.003 and ϕ

= 0.5. At the end of the training, was obtained a hierarchical structure of four levels
and 22 prototypes. A reduced structure in the feature space is shown in Figure 4.12. In
those maps, one can observe the fuzzy representation of the membership of the zones
to the prototypes.
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Figure 4.12: Hierarchical structure in the geographical space

4.2.3 Conclusions

In many fields including agroecology, environmental sciences and geosciences, large
volumes of geospatial data must be analyzed in order to extract useful information
embedded in those datasets. A first step in the analysis of geospatial data is the ex-
ploratory data analysis. This allows for instance: to maximize the insight into a data
set, uncover underlying structure, extract important variables, to find relationships
among variables and detect outliers.

In this section, three algorithms, namely the SOM, GHSOM, and FGHSON, were
used for the exploratory data analysis of geospatial datasets. The results obtained
allowed to compare their performances facing the challenges imposed when mining
geospatial datasets.

As conclusions we can mention the following:
The three algorithms can deal with a large quantity of data. They were tested with

1,336,025 georeferenced points with 19 bioclimatic variables. The algorithms allowed
to create prototypes of the observations helping to improve representation, interpreta-
tion of the geospatial dataset used as input.
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The SOM and the GHSOM showed to be useful in the visualization of clusters in
the feature space, since they allowed to project the 19 dimensions of the dataset used
as input into two dimensions. Thus, allowing the visual exploratory analysis of rela-
tionships on the data.

Due to the ability of GHSOM and the FGHSON algorithms to create hierarchical
structures they showed to be useful in the representation of geospatial data at several
resolutions. It allowed to visualize regions with similar characteristics at several scales
in both the geographical space and the feature space.

The FGHSON algorithm proved to be useful to handle the fuzzy boundaries of
the geospatial clusters. It is true for environmental variables (e.g., temperature and
precipitation) because boundaries are changing and they are rarely sharp or crisp in
nature.

Finally, I present bellow a summary of the advantages and disadvantages of the
SOM, GSOM, and FGHSON algorithms as tools for the exploratory data analysis of
geospatial datasets.

Advantages of the SOM

1. SOM is becoming a well-known technique dealing with geospatial data [58, 76,
119, 110]. Hence, results in similar research fields can be compared. In addi-
tion, literature about methodologies dealing with SOM drawbacks is published
continuously;

2. SOM allow for the projection of a high-dimensional space into a low dimensional
space. Hence, improving the visual exploratory analysis of patterns in data;

3. There are several popular software used in geosciencies where SOM is imple-
mented as a clustering and visualization technique. [58, 5, 6, 7].

Disadvantages of the SOM

1. A SOM does not create a hierarchical cluster structure;

2. The membership of the observations with respect to the clusters is crisp;

3. A SOM has a fixed network architecture, in terms of the number and the way of
interconnecting the neural processing elements, which has to be defined before
training. Obviously, in case of largely unknown input data characteristics, as is
usually the case with geospatial data, it remains far from trivial to determine the
network architecture that allows to obtain satisfactory results;

4. Supplementary techniques have to be used to cluster the SOM prototypes.
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Advantages of the GHSOM

1. No additional techniques are needed to group the prototypes in the map;

2. The GHSOM allows for the projection of high-dimensional space into a two di-
mensional space;

3. Compared with the SOM, the overall training time is largely reduced since only
the necessary number of units is developed

4. The GHSOM uncovers the hierarchical structure of the data by its very architec-
ture, thus allowing the user to understand and analyze large amounts of data in
an exploratory way to organize the data with a certain degree of detail.

5. The emerging maps at each layer of the hierarchy are rather small, it is much
easier for the user to keep an overview of the various clusters.

6. Last but not least, by ensuring a consistent global orientation of the individual
maps in the respective layers, the topological similarities of neighboring maps
are preserved. Thus, navigation across map boundaries is facilitated, allowing
the exploration of similar clusters that are represented by neighboring branches
in the GHSOM structure.

Disadvantages of the GHSOM

1. The memberships of the observations of the clusters are crisp;

2. There is not available software to enable using GHSOM in geosciences [58].

3. The maps on individual layers cannot grow irregularly in shape and they cannot
remove connections between neighboring units.

Advantages of the FGHSON

1. FGHSON does not require a-priori setup of the number of clusters. This feature
is critical when dealing with geospatial data, because usually it is not possible to
estimate a-priori the optimal number of clusters that can best represent a dataset;

2. The membership of the observations of the clusters is fuzzy;

3. The final structure does not necessarily lead to a balanced hierarchy (i.e. a hier-
archy with equal depth in each branch). Therefore, areas in the input space that
require more units for appropriate data representation create deeper branches
than others. It is important when dealing with geographical-based data, because
in many cases, there are regions that must be better represented;
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4. The algorithm executes a self-organizing process that can be parallelized. Hence,
when dealing whith large datasets, the tasks can be divided, distributing com-
putational cost. This is an actual research issue in spatio-temporal data mining
[99];

5. A software using the FGHSON algorithm in geosciences is in development;

Disadvantages of the FGHSON algorithm

1. The FGHSON model does not allow to project a high-dimensional space into a
two dimensional one;

2. The FGHSON algorithm is a new algorithm. So, there is a need for further anal-
ysis;
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Chapter 5
Finding similar patterns through time in
spatio-temporal geospatial data

“Time and Space... It is not
nature which imposes them
upon us, it is we who impose
them upon nature because we
find them convenient.”

Henri Poincaré

TO find similar patterns is one of the most common tasks when mining spatio-
temporal geospatial data. It is usually applied to find zones with similar en-
vironmental characteristics. Those results are used in several applications, for

instance:

• Agriculture: knowing which zones share similar characteristics allows to en-
hance agricultural decision-making and management. For instance, to migrate
successful crops to other zones with similar characteristics [3, 129].

• Ecological triage: finding similar regions to those were protected species live
allows, for example, to relocate them to new regions or to expand protected areas.

• Species migration: several animal species migrate looking for places with sim-
ilar environmental conditions to those where they live. Hence, finding zones
with similar environmental characteristics allows the discovering of migration
patterns. This is an actual research topic since global warming and devastation
of the migratory routes is forcing many animals to seek for alternative habitats.

• Plant hardiness zones: they are defined as zones with specific climatic conditions
in which a specific plant is capable of growing.
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Techniques to cluster multivariate time series are used to group zones with similar
variables’ patterns. Frequently, the same techniques used to cluster discrete objects
are used to cluster mutivariate time series. However, they share the same weaknesses
discussed in chapter 4, when dealing for instance with: fuzzy boundaries in geospatial
clusters, fuzzy hierarchical representation, and data with unknown distribution.

In order to better deal with spatio-temporal geospatial data, we introduced method-
ologies based on Self-Organizing Maps (SOMs) and the Fuzzy Growing Hierarchical
Self-Organizing Networks (FGHSON) in order to find similar patterns through time in
multivariate time series. We also present several examples of application in agroecol-
ogy.

This chapter is organized as follows: section 5.2 introduces notation and definitions
used throughout the chapter. Section 5.3 presents the problem of finding agroecozones
through time. Here, Self-Organizing Maps are applied by using static and dynamic ap-
proaches to group similar agroecological patterns. Section 5.4 concerns the use of FGH-
SON for clustering spatio-temporal data in order to discover similar patterns shifted
in time.

5.1 Related work

In diverse fields including agriculture, ecology and environmental sciences, clustering
techniques are employed to find geographic areas with similar environmental condi-
tions. These areas (ecoregions) are used to analyze patterns across similar environmen-
tal factors. This information is used for management, legislation, or ecological triage.
When ecoregions are used for agricultural purposes they are called agro-ecozones. The
challenges finding agroecoregions and agro-ecozones are similar, so techniques devel-
oped to find ecoregions are also used to find agro-ecozones. The difference between
delineating agro-ecozones and ecoregions lies in that for delineating agro-ecozones,
we must include variables related to crop production, like soil, landscape, crop man-
agement, and productivity.

To our knowledge, clustering techniques considering a “dynamic approach” to de-
lineate ecoregions or/and agro-ecozones had been only reported by Hoffman and Har-
grove [64, 129]. They developed a spatio-temporal clustering technique based on K-
means ,including time as an additional spatial dimension, in order to delineate ecore-
gions. However, K-means presents several disadvantages. For instance, the number of
clusters has to be defined prior to training, and usually, in geographic-based applica-
tions it is impossible to know that in advance. In addition, another limitation of this
technique is the limited capabilities to represent hierarchical relations on the dataset.

Therefore, there is a clear need for techniques capable of dealing with large spatio-
temporal datasets, that can automatically define the number of clusters while creating
hierarchical structures to represent the data, and providing a fuzzy membership of the
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regions to ecoregions or agro-ecozones.

5.2 Notation and definitions

In order to frame the methodologies we used in the proper context, we begin with a
review of the necessary background material.

• Time series: A time series T = t1, ..., tm is an ordered set of m real-valued vari-
ables.

• Subsequence: Given a time series T of length m, a subsequence Cp of T is a
sample of length w < m of contiguous data from T, that is C = tp, ..., tp+w−1 for
1 ≤ p ≤ m−w + 1. When the objective is to extract subsequences to be clustered
we use a sliding window.

• Sliding Windows: Given a time series T of length m, and a user-defined subse-
quence of length w, a matrix S of all the possible subsequences can be built by
“Sliding a window” across T and making the pth row of S equal to subsequence
“Cp”. The size of the matrix S is (m− w + 1) by w

Figure 5.1 illustrates all the above definitions and notations.

0 5 10 15 20 25 30 35 40 45 50 55 60

C

C p
p = 1 ... 4 

T

20

Figure 5.1: An illustration of the notation introduced in this section: a time series T of length
55, the 20th subsequence of length w = 10, and the first 4 subsequences.

Approaches for clustering time series can be broadly classified into two categories
[73]:
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• Whole Clustering: The notion of clustering here is similar to that of conventional
clustering of discrete objects. Given a set of individual time series data, the ob-
jective is to group similar time series into the same cluster.

• Subsequence Clustering: Given a single time series, subsequences time series
are extracted with a sliding window. Clustering is then performed on the ex-
tracted subsequence time series.

5.3 Finding agroecozones through time

Agroecozones are defined as geographic areas sharing similar characteristics for crop
production. They allow to enhance agricultural decision-making and management.
They allow, for instance:

• To migrating successful crops to zones with similar agroecological properties.

• Using crop management from regions with high productivity as examples for
low productivity regions sharing similar conditions [3, 129].

Currently, agroecozones are found by using whole clustering techniques, which cre-
ate static and rigid delineations [29, 78]. Nevertheless, environmental characteristics
change over time, thus the agroecozones delineation ask for a dynamic process.

In this context, two approaches for delineating agroecozones can be distinguished :

• Static delineation: It uses a whole clustering approach to find similar zones. It
considers a global vision of the time series. Hence, it compares whole time se-
ries ignoring information embedded in a temporal context, for instance variables’
transitions and dynamics.

• Dynamic delineation: It takes into account the temporal context by using a sub-
sequence clustering approach. In this case time series are split by using time win-
dows in order to capture more detailed temporal similarities and variations.

In this section we present a case study highlighting the advantages in exploratory
data analysis when using a dynamic delineation approach compared to the static one
(e.g. to help discovering relationships and patterns embedded in a temporal context
as similar patterns through time, relationships among variables and cluster dynamics).
In addition, we present the advantages of using SOMs as a tool for exploratory data
analysis when clustering multivariate time series.
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5.3.1 Delineation of sugar cane agroecozones

In this case study, we used climate time series from the database of CENICAÑA (Colom-
bian Sugar Cane Research Center [1]) to find similar agroecozones by using SOMs.
Here, we present the results when static and dynamic approaches are used to define
agroecozones.

5.3.1.1 Previous work

CENICAÑA has realized a detailed work characterizing agroecozones of the areas
cultivated with sugarcane in the Cauca River Valley [28] based on physico-chemical
properties of soil and climate. This agro-regionalization is crucial to establish the pro-
duction potential of crop-specific sites and also to determine its agronomic crop man-
agement. The CENICAÑA study is very detailed and includes digital mapping and
distribution of soil groups. The CENICAÑA agroecozones are based on semi-detailed
studies of soil and climatic information collected between 1970 and 2001 from several
sources (e.g. automatic weather stations, satellite imagery) and processed by a pool of
experts from diverse fields (e.g. statisticians, agronomists, geographers).

It is not in the scope of this case study to mimic the CENICAÑA agroecoregional-
izacion process. Our approach focused on finding similar climate agroecozones using
static and dynamic approaches. For this aim we take advantage of the SOM’s features
as a tool for exploratory data analysis. For instance, its capability to deal with incom-
plete datasets [103], high-dimensional data, noisy data, and is less sensible to outliers
than other clustering methodologies [124]. This approach is practical in cases where
we want to perform exploratory data analysis of large volumes of high-dimensional
and incomplete datasets. For example, Jiménez et al. show how using publicly avail-
able meteorological data coupled with information recorded by small-scale producers
can be used to develop models for production systems [69].

5.3.1.2 The dataset

The zones under study are located in Colombia in the departments of Valle del Cauca,
Cauca and Risaralda (see Figure 5.2). The variables were measured and collected daily
from 1999 to 2006 by using 20 Automatic Weather Stations (AWS), distributed along
the region under study. Each AWS has a geographical coverage area identified with a
unique index, as shown in Figure 5.2. The variables stored by the AWS are described
in Table 5.1.

The dataset used to train the algorithms is composed of time series of the eight
climate variables described in Table 5.1. For this case study weekly averages were
used, so, we had data from 366 weeks per variable. Thus, the final dataset is composed
of 20 vectors (one for each AWS) and 2928 columns (8 climate variables x 366 weeks).
The variables were normalized using the so-called Z-normalization (normalization to
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zero mean and standard deviation one) [55]. It ensures that all elements of the input
vector are transformed into the output vector whose mean is zero while the standard
deviation (and variance) are in a range of one.

In the next sections this dataset will be used to find ageoecozones by using static
and dynamic clustering approaches.

Table 5.1: Variables used in a first approximation to define agroecozones.

Variable Acronym Units Missing
values (%)

Maximum Temperature Tmax
◦C 8.29

Minimum Temperature Tmin
◦C 8.30

Average Temperature Tavg
◦C 8.32

Maximum Relative Humidity RHmax % 8.29
Minimum Relative Humidity RHmin % 8.29
Average Relative Humidity RHavg % 8.29
Solar Radiation Rad. Cal/cm2 8.50
Precipitation Prec. mm 0
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Figure 5.2: Automatic weather stations (AWS) distributed along the Valley of the Cauca River.
Each AWS is identified with a unique index.

5.3.2 Static delineation approach

The objective of this experiment is to find agroecozones with similar climatic patterns
using a whole clustering approach. For this aim we used the whole time series from
1999 to 2006 from each AWS. Thus, we will compare times series of seven years. An
example of the multivariate time series for a specific AWS is presented in Figure 5.3.
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Figure 5.3: Time series of the variables measured by the Automatic Weather Station labeled
with the index 0. The time series contains weekly observations (non- normalized) of the eighth
variables presented in Table 5.1 from 1999 to 2006. In the X-axis is shown the last week for
each year. For instance the year 1999 (highlighted at the begin of the time series) ends in 53th
week, the year 2000 in 105th week, and 2001 in 158th week. When using a static approach the
entire time series are used; in the case of a dynamic approach the time series are split by years,
obtaining in this case six subsequences per variable.
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5.3.2.1 Training and results

A Self-Organizing Map was set with the parameters shown in Table 5.2 and trained
with the dataset described in the previous section.

Table 5.2: SOM parameters. The SOM training is divided into two phases. The first phase is
the rough training. In this phase map units are adapted to obtain an approximate representation
of the data. It utilizes a large neighborhood radius. The second phase is the fine-tunning phase
that uses a small neighborhood radius for a more precise adjustment of the map to the data. In
both of those phases the neighborhood radius decreases as the training progresses.

Parameter Value

Map size 32 x 32
Lattice Hexagonal
Shape Rectangular
Training Type Batch
Neighborhood Gaussian
Rough training radius initial 15 map units
Rough training radius final 5 map units
Rough training length 10 epochs
Fine-tuning training radius initial 5 map units
Fine-tuning training radius final 1 map units
Fine-tuning training length 30 epochs

After training, in order to visualize the groups obtained, the U-matrix was calcu-
lated and the labels corresponding to the code of each AWS were ploted, as it is shown
in Figure 5.4.
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Figure 5.4: The U-matrix represented in a 3D plot highlights the distances between prototype
vectors. We can note the “valleys” and “hills” created by the U-matrix. Clusters can be seen
as “valleys” (neurons colored with shades of blue, for instance vectors labeled with 16 and 13)
constrained by “hills” (neurons colored with shades of red) that separate for instance the cluster
formed by prototypes 16 and 13 from prototype 15.

5.3.2.2 Analysis

Based on the results shown by the U-matrix, clusters of AWS where colored with the
same hue (see Figure 5.5). As a result, zones with similar climate patters can be distin-
guished. Some areas despite being close in a geographical space are distant in the SOM
(feature space), indicating that although they are close geographically they present dif-
ferent climate patterns. For instance zones 4 and 17 in Figure 5.5. Conversely, there are
zones geographically distant, but close in the feature space because of their similarity
in climate patterns, for example zones 17 and 19.

88



5.3. FINDING AGROECOZONES THROUGH TIME

Figure 5.5: Agroecozones using a static delineation approach. Zones located in the same cluster
in the SOM are colored with the same hue. Note that some areas close in geographical space are
distant in the feature space, hence they present different climate patterns. On the other hand,
there exist geographically distant zones that are close on feature space, for example zones 17 and
19 located at the bottom right corner of the SOM and colored in light blue in the geographical
space.

This approach groups regions with similar patterns during the whole period of
seven years. Nevertheless, if subsequences of time series are used they will allow us
to analyze similar patterns at several time resolutions. The following section presents
a dynamic approach clustering in which time series are split by using time windows
in order to capture more detailed temporal similarities, variations and dynamics in
agroecozones.

5.3.3 Dynamic delineation approach

This approach is used to analyze the characteristics of the zones under study consider-
ing subsequences of time series using time windows of one year. The dynamic delin-
eation approach allows to extract knowledge about the dynamics of the agroecozones.
An example of a dynamic behavior is an agroecozone that changes from one group to
another each year.
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5.3.3.1 Training and results

In this experiment, the dataset described in section 5.3.1.2 from 1999 to 2006 was split
into seven datasets, one for each year. Thus, seven SOMs where trained with each
of the seven datasets. Each SOM was set with the parameters described in Table 5.2.
The U-matrix obtained after training for the years 1999, 2000 and 2001 are shown in
Figure 5.6.
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(a) U-matrix year 1999 (b) U-matrix year 2000

(c) U-matrix year 2001

Figure 5.6: U-matrix from years 1999, 2000 and 2001. In this sequence of U-matrix we can
follow the dynamics of the clusters year by year. As an example we will follow the AWS number
11, 17, and 19. If we compare the U-matrix we can observe that in 1999 and 2000 AWS 11, 17,
and 19 still near in the map and with a low distance between them (this can be seen as a blue
valleys). But in 2001 AWS 11 appears with a high distance from AWS 17 and 19 (it can seen
as a orange hill).

5.3.3.2 Analysis

Comparing the clusters obtained, we can observe that some groups do not change
through time, while others change. As an example, one can observe the clusters ob-
tained using the data from 1999, 2000 and 2001 in Figure 5.7. Group 1 (indicated with

91



5.3. FINDING AGROECOZONES THROUGH TIME

the blue arrow) gathers together different ecoregions every year, while group 2 (indi-
cated with the red arrow) gathers the same members over the years.

This indicates that agro-ecoregionalization should not be static. Therefore, we pro-
pose a new approach that involves agroecological zoning in space-time. Thus, man-
agement crop decisions are less subject to uncertainty related to the agricultural suit-
ability of a particular area, despite the occurrence of seasonal weather phenomena, as
for instance “El Niño” or “la Niña”.
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(a) 1999 (b) 2000

(c) 2001

Figure 5.7: The dynamics of the variables affect the agroecozones delineations; for instance
two regions can be part of the same agro-ecozone one year but the following year belong to
different agroecozones (zones indicated with blue arrows). On the contrary, there are zones
which maintain a similar behavior year after year as for instance the zones indicated with the
red arrows.
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5.4 Using Spatio-temporal clustering to find similar pat-
terns shifted in time

As it was shown in the previous section, the delineation of similar environmental re-
gions can be done in a dynamical way. In this context we had shown that a dynamic
approach using subsequence clustering allows to discover interesting dynamic patterns.
The methodology presented in the previous section consisted on dividing the time se-
ries of seven years in subsequences of one year by using a shift of a year.

Taking into account that similar behaviors may occur at any time (not only each
year), in this section we use smaller values for the shift in order to detect patterns
translated in time.

A well known example of zones with similar agroecologic characteristics shifted in
time is presented in the maize culture. Maize (Zea maize L.) is grown in the Southeast of
the USA and in the Pampas region of Argentina at different time of the year but under
similar agroecological conditions [72], as shown in Figure 5.8.

To our knowledge, multivariate time series clustering techniques considering a dy-
namic approach to delineate zones with similar environmental patterns had only been
reported by Hoffman and Hargrove [64, 129]. They developed a multivariate spatio-
temporal clustering technique based on K-means, including time as an additional spa-
tial dimension, in order to delineate ecoregions. Nonetheless, K-means presents sev-
eral disadvantages:

• The number of clusters has to be defined a-priori, and usually, in geographic-
based applications it is impossible to know this parameter in advance.

• K-means cannot represent the hierarchical fuzzy relationships of the data.

In this section, Fuzzy Growing Hierarchical Self-Organizing Networks are applied
to find geographical areas with analogous environmental conditions shifted in time.

94



5.4. USING SPATIO-TEMPORAL CLUSTERING TO FIND SIMILAR PATTERNS
SHIFTED IN TIME

(a) (b)

(c) (d)

Figure 5.8: (a) Regions in the Argentina where maize is grown [2]. (b) Monthly mean precip-
itation for Pergamino, Argentina based on historical data from 1931 through 1996. The crop
calendars at the bottom of the graph illustrate the growing seasons as well as planting and har-
vesting periods [72]. (c) Regions in the United States where maize is grown [2]. (d) Monthly
mean precipitation in Tifton, Georgia based on historical data from 1922 through 1998. The
crop calendars at the bottom of the plot show the growing, planting, and harvesting periods.
[72].
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5.4.1 Using FGHSON to find similar ecoregions shifted in time

In this case study our objective is to find similar environmental zones trough time in
South America. In this experience we are looking for regions with similar patterns in
time windows of three months.

5.4.2 The dataset

The original data is made of 24 datasets in ASCII grid format [128]. They contain: total
precipitation per month (12 datasets, one per month), and mean air temperature (12
datasets, also one per month) from 6477 georeferenced points in South America and
part of Central America. The precipitation is given in millimeters per year, and the
temperature in degrees Celsius. Observations are referenced to a geographic coordi-
nate system in a resolution of 0.5 degrees per pixel.

In order to obtain multivariate time series of three months for the couple temperature-
precipitation shifted by one month, we created a dataset as follows:

1. We split temperature and precipitation datasets into three months time series, as
shown in Figure 5.9.

Figure 5.9: Time series of temperature and precipitation with a length of twelve months, w = 3
months, and the first 9 subsequences of the three months data.
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2. Using a shift of one month we obtain twelve vectors of three months of tempera-
ture and precipitation for a georeferenced point, as illustrated in Figure 5.10.

Figure 5.10: Vectors corresponding to one point. For each georeferenced point we have twelve
vectors. Taking into account that only data from twelve months is available, the vectors number
twelve and eleven were created using the months of January and February from the the same
dataset.

3. The final dataset is made of six columns (temperature and precipitation per trimester)
and 77724 rows (12 vectors multiplied by 6477 georeferenced points), as illus-
trated in Figure 5.11.

Figure 5.11: Final dataset. This schema illustrates how the final dataset was created. It is made
of 6 columns and 77724 rows.
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Thus, using a clustering technique we can obtain groups of zones with similar quar-
terly patterns trough time. For instance zones that in the period January-February-
March present similar patterns to other zones in the period May-June-July.

The next section presents the results obtained after training a FGHSON with the
dataset presented above.

5.4.3 Training and results

The dataset previously presented is used to train a FGHSON set with the following
parameters: τ1 = 0.3 (the parameter τ1 represent a fixed percentage of the quantization
error which control the growing process of the network in each layer, indicating if
more prototypes must be added), τ2 = 0.08 (the parameter τ2 is a percentage of the
quantization error that regulates the granularity of the data representation in the depth
growth process, indicating if more levels must be created) and ϕ = 0.1 (the parameter
ϕ represents the minimal membership degree of a sample to a cluster to be selected for
further expansion of the network). After training, a tree structure of three levels was
obtained (see Figure 5.12).

Figure 5.12: Structure created by the FGHSON. A hierarchical structure of three levels was
created. The first level is composed of five prototypes, namely: L0N0S1, L0N0S2, L0N0S3,
L0N0S4 and L0N0S5. The nomenclature used to label the prototypes indicates that they are
“sons” (S1, S2, S3, S4 and S5) of the so-called node “father” zero (N0) from the level zero (L0).
In the same way at the second level we can observe the “sons” of L0N0S1 namely L1N1S1,
L1N1S2, L1N1S3, L1N1S4, L1N1S5 and L1N1S6.

98



5.4. USING SPATIO-TEMPORAL CLUSTERING TO FIND SIMILAR PATTERNS
SHIFTED IN TIME

The patterns represented by the five prototypes in the first level : L0N0S1, L0N0S2,
L0N0S3, L0N0S4 and L0N0S5; are shown in Figure 5.13. Note that each combination
of temperature-precipitation for each prototype presents a particular pattern.

99



5.4. USING SPATIO-TEMPORAL CLUSTERING TO FIND SIMILAR PATTERNS
SHIFTED IN TIME

Figure 5.13: Temperature and precipitation patterns of the prototypes from the first level. Only
the vectors with a membership higher that 0.9 were plotted. Note that for each cluster a partic-
ular pattern temperature-precipitation was obtained.

More specific patterns are found when we move into lower levels of the tree-structure,
as illustrated in Figure 5.14.
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Figure 5.14: Two “sons” of the prototype L0N0S1 (prototypes L1N1S1 and L1N1S1). Only
the vectors with a membership higher that 0.9 for each cluster are plotted.

5.4.4 Analysis

The FGHSON algorithm creates a hierarchical structure that allows to arrange zones
with similar quarterly patterns. As an example, we selected the cluster L1N1S1. This
cluster gathers together the vectors with similar trimestrial temperature and precipi-
tation patterns, as shown in Figure 5.15. In this group of vectors we can find a wide
range of values. Nevertheles, if we apply a filter taking only the vectors with a mem-
bership higher than 0.9 (represented in red and dark red in Figure 5.15) we obtain the
ranges described in Table 5.3 and shown in Figure 5.14.
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Figure 5.15: Cluster L1N1S1 with the membership of its vectors.

Table 5.3: Ranges of temperature and precipitation for the cluster L1N1S1. The memberships
higher that 0.9 for each cluster were selected

First month Second month Third month
range range range

Precipitation(mm) 90-180 110-230 150-290
Temperature (◦C) 24-29 24-28 23-27

We have plotted in Figure 5.16 the geographical zones with similar patterns from
cluster L1N1S1. The color code used to represent the memberships (i.e. red for high
membership and blue for low memberships) is the same as the one used in Figure 5.15.
Each map represents similar zones for the each one of the twelve triplets. Hence, we
can distinguish zones with analogous environmental conditions shifted on time. For
instance, we can distinguish zones that in the period February-March-April present
similar characteristics to other zones in the period October-November-December.
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Figure 5.16: Geographical zones belonging to the cluster L1N1S1 and its memberships for each
quarter of the year. These maps show the zones that present similar patterns shifted one month.
The similar zones are colored in red.

Thus, we can use this information to migrate successful crops to other zones with
similar behavior. In this example, three months were used as time window, so in this
specific case we can use this results in fast growing crops such as beans, or berries.
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For crops with a longer growing process larger time windows should be used. In this
context, the analysis of spatio-temporal datasets in agroecology is inherent, because
biological process occurs in time and space. Then, to extract knowledge from agroe-
cological datasets implicates not only to understand the biological processes related
with the physical environment (the spatial point of view) but also the environmental
changes (the temporal point of view) that affects the life cycles of organisms. The sites
with similar environmental conditions are generally taken as static in time, thus they
suffer from the problem of not capturing the effects of environmental change through
time. The methodology used in the aforementioned example, using FGHSON as clus-
tering algorithm, is a new approach that allows to find sites with similar environmental
conditions in the spatio-temporal context. This similarities can be defined as a set of
frequently environmental states or regimes that present the combination of factors seen
within that geographical area during the given time interval. This vision offers an ac-
counting procedure that can track changes as a geographical location shifts from one
group of environmental conditions to another through time. This dynamic tracking
aspect is new to the similar environmental conditions concept and it should be of great
potential utility.

5.5 Conclusions

As discussed in previous chapters the georeferenced data present specific challenges
that must be overcome when they are being analyzed in a process of knowledge ex-
traction. It was also mentioned the advantages of using soft competitive learning al-
gorithms in the exploratory data analysis of these datasets, specifically for clustering
and visualization. One of the most common applications in which clustering of geo-
referenced data is used is to find places with similar environmental characteristics.
These similar places are used for several applications in agriculture, ecological triage
and species migration. The finding of places with similar characteristics is a process
that can be performed based on two main approaches. The first approach is called
whole clustering and consists of grouping a set of individual time series without split-
ting them. For instance, if we have time series of ten years we use the full data without
split it in years or months. Usually, the objective of this approach is to find similar time
series in a long period of time. The second approach is the subsequence clustering. In
this approach given a single time series, subsequences time series are extracted with a
sliding window. Clustering is then performed on the extracted subsequence time se-
ries. This approach is used to find similar periods in the time series (e.g, similar years,
months or seasons).

In this chapter we used self-organizing maps for clustering similar environmental
zones by using both the whole clustering approach and the subsequence clustering
approach. The results of both approaches were analyzed in order to find interesting
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patterns. The similar zones in a high-dimensional space were projected into a two
dimensional space using the SOM algorithm. This projection allowed the visualiza-
tion of the dynamics of the clusters, year by year. It helped to discover that some
agroecological zones tend to stay in the same clusters, thus indicating the existence of
stable clusters though time, while others change of clusters in time. Hence, this result
suggests that the delineation of agroecozones should be adaptive given the changing
dynamics of agroecozones in time, and that we should not follow the classical view of
assuming an unique agroregionalizacion to define similar zones.

The second part of the chapter was devoted to present the FGHSON as an efficient
algorithm to find similar patterns shifted in time. Several challenges are presented
when clustering times series shifted in time, for instance: the overlap of clusters, the
unknown number of clusters and to find the best resolution to visualize the clusters.

The FGHSON algorithm presents several features that render it more adequate than
other algorithms to find similar patterns shifted in time. Usually, multivariate time se-
ries clustering techniques are based on K-means, nonetheless, K-means presents sev-
eral disadvantages, namely: (1) the number of clusters has to be defined a-priori; (2) the
K-means algorithm cannot represent the hierarchical relationships of the data, and (3)
since K-means is a hard clustering algorithm it cannot represent overlapped clusters.

In this context, the FGHSON algorithm proved to be an useful tool to describe clus-
ters of time series shifted in time, their hierarchical structure, and to visualize overlap-
ping clusters using a fuzzy representation.
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Chapter 6
Conclusions and future work

“The most exciting phrase to
hear in science, the one that
heralds new discoveries, is not
“Eureka!”, but “That’s funny...”
”

Isaac Asimov

6.1 Summary

Clustering and visualization play a key role in the exploratory data analysis and the
extraction of knowledge embedded in spatio-temporal geospatial datasets. However,
new challenges are posed when dealing with the special characteristics of these datasets
(as it is described in chapter 1 and chapter 1). For instance, their complex structures,
large quantity of observations, high dimensionality, large variability in cluster shapes,
and in many cases their unknown distribution.

The central aim of my thesis was to propose new algorithms and methodologies to
clustering and visualization, in order to assist the knowledge extraction from spatio-
temporal geo-referenced data with the objective of improving the decision making pro-
cesses.

In this context, I proposed two original algorithms and methodologies in order to
tackle the challenges aforementioned. One for clustering: the Fuzzy Growing Hier-
archical Self-Organizing Networks (FGHSON) (described in section 2.5) and another
used for exploratory visual data analysis: the tree-structured SOM component planes
(discussed in section 3.2).

In addition, in section 4 we tested several well-known unsupervised soft compet-
itive algorithms to cluster geo-referenced data. Although the techniques presented
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here have been used in several areas, to my knowledge there is not a single published
study applying and comparing the performance of those techniques when dealing with
spatio-temporal geospatial data as presented in this thesis.

In this thesis I also presented the implementation of a methodology to cluster spatio-
temporal geo-referenced data through time (described in section 5.4). This methodol-
ogy was applied to a real world problem whose aim was to find similar environmental
patterns shifted in time.

Several results presented in this thesis have led to new contributions to agroeco-
logical knowledge, for instance in sugar cane (sections 3.3.1, and 5.3.1) and blackberry
production (section 3.3.2).

Finally, in the framework of this thesis I developed several software tools: (1) a
Matlab toolbox that implements the FGHSON algorithm, and (2) a program called
BIS (Bio-inspired Identification of Similar agroecozones) an interactive graphical user
interface which integrates the FGHSON algorithm with Google Earth in order to show
zones with similar agroecologic characteristics.

6.2 Original contributions

In this thesis I present several original contributions related to the knowledge extrac-
tion from spatio-temporal geospatial data. They include the develop of new cluster-
ing and visualization algorithms, the comparison of the performance of existing al-
gorithms, the development of methodologies to clustering spatio-temporal datasets
through time, and contributions in the agroecological domain.

6.2.1 Algorithms contribution for clustering and visualization

In this thesis, I presented two original algorithms, the FGHSON and the tree-structured
SOM component planes.

• FGHSON.

The originality of the FGHSON lies in its capability to reflect the underlying
structure of a dataset in a hierarchical fuzzy way. A hierarchical fuzzy representa-
tion of clusters is crucial in many areas where datasets include complex structures
with large variability of cluster shapes, variances, densities and number of data
points in each cluster.

The most important characteristics of the FGHSON are described below:

1. The training process does not necessarily lead to a balanced hierarchy, i.e. a
hierarchy with equal depth in each branch. Rather, the specific distribution
of the input data is modeled by a hierarchical structure, where some clusters
require deeper branching than others.

107



6.2. ORIGINAL CONTRIBUTIONS

2. It does not require an a-priori definition of the number of clusters.

3. The algorithm executes self-organizing processes in parallel. Hence, when
dealing with large datasets the processes can be distributed reducing the
computational time.

4. Only three parameters are necessary to the setup of the algorithm.

The capabilities of the FGHSON were tested with several benchmarks [18] and
real world datasets obtaining satisfactory results in both cases. Namely, FGH-
SON was used in a trivial case (presented in section 4.2.1) in order to conceptual-
ize the features of FGHSON when dealing with geospatial data. In a second case,
it was used to find analogous environmental regions in Colombia (section 4.2.2).
Finally, in section 5.4 FGHSON was applied to find similar environmental pat-
terns shifted in time.

• Tree-structured SOM component planes

The novelty of this algorithm lies in its ability to create a structure that allows the
visual exploratory data analysis of large high-dimensional datasets. This algo-
rithm creates a hierarchical structure of SOM component planes, arranging sim-
ilar variables’ projections in the same branches of the tree. Hence, similarities of
variables’ behavior can be easily detected (e.g. local correlations, maximum and
minimum values and outliers). The tree-structured SOM Component planes was
applied in a real world agroecologic problem (described in section 3.3) allowing
to extract new knowledge about the sugar cane production.

6.2.2 Test of methodologies for clustering and visualization of geo-
referenced data

In this thesis, I tested three soft competitive learning algorithms. Two of them, well-
known unsupervised soft competitive algorithms, namely the SOM and GHSOM; and
the third was my original contribution, the FGHSON. These algorithms were used in
order to find analogous environmental zones in Colombia. This application served us
to evaluate the performance of those techniques when dealing with spatio-temporal
geospatial data, thus allowing to highlight advantages and disadvantages of those al-
gorithms when dealing with geospatial data.

6.2.3 Methodology contributions

• Clustering spatio-temporal datasets through time

Currently, regions with similar agroecological characteristics (e.g. weather and
soil) are represented with static and rigid boundaries derived by using data ob-
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tained by averaging observations over a period of time. Nevertheless, the bound-
aries of these similar regions normally change over time.

In this thesis we propose an original “dynamic approach” for clustering spatio-
temporal datasets through time. This approach uses time-windows to capture
temporal similarities and variations (e.g. regions with similar temperatures dur-
ing a quarter of a year, but with different annual temperature average) and the
FGHSON as a clustering algorithm.

There are a few clustering techniques that are a “dynamic approach” and in addi-
tion they present several drawbacks; for instance the number of clusters has to be
defined prior to training, and their hierarchical clustering capabilities are quite
limited.

In this thesis, the methodology developed is used in a case study where the ob-
jective was to find similar agroecozones. With this case study we highlight the
advantages of using a “dynamic approach” compared to a “static approach”, and
how bio-inspired clustering algorithms can tackle the drawbacks when delineat-
ing agroecozones.

6.2.4 Agroecological knowledge contribution

• In sugar cane productivity

In section 3.3.1, it was shown how the radiation of the first month after seed and
the radiation of the first month before harvest are more correlated with the sugar
cane productivity in comparison with the other variables. In addition, a local
correlation is observed between a majority of high values of radiation and high
productivity.

• In sugar cane agroecoregionalizacion

In section 5.3.1, it was concluded that agroecoregionalization should not be static
and that a new approach involving the concept of dynamical delineation of agroe-
cozones must be consider. Taking into account this new paradigm, management
crop decisions should be less subject to uncertainty related to the agricultural
suitability of a particular area, despite the occurrence of seasonal weather phe-
nomena as “El Niño” or “la Niña”.

• In Andean blackberry production

Self-Organizing Maps were used to group Andean blackberry yield from differ-
ent sites according to similarity of growth conditions and management (as is ex-
plained in section 3.3.2). The SOM provided a straightforward manner to vi-
sualize the distribution of the variables that affected yield. Component planes
generated by SOM illustrated the association of these variables with yield and
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identified two highly productive geographic areas enabling us to conclude that
the optimal conditions for high yields are an average temperature between 16
and 18 ◦C, an effective soil depth between 60 and 70 cm, and low rainfall during
the first month before harvest in poor external drainage locations or moderate to
low rainfall in better drained areas.

6.3 Contributions for researchers and practitioners

In order to contextualize the contribution of my thesis for researchers and practition-
ers, it is necessary to understand the new paradigms in agriculture research and the
challenges that are imposed. A brief description is presented below.

Every time a farmer plants and harvests a crop represents a unique event or ex-
periment. A premise is that if it were possible to characterize the production system
in terms of management and the environmental conditions, and if information on the
harvested product were collected from a large number of harvesting events under var-
ied conditions, it should be possible to develop data-driven models that describe the
production system. These models can then be used to identify appropriate growing
conditions and improved management practices for crops that have received little at-
tention from researchers. The analysis and interpretation of commercial production
data in the context of naturally occurring variation in environmental and management,
as opposed to controlled experimental data, requires novel approaches. Information is
available on both variation in commercial and the associated environmental conditions
production for many tropical fruits in Colombia.

The methodologies used once data sets have been established on a large number of
well characterized events they must be consolidated. Analysis of a large consolidated
data base with a large number of events from a wide range of conditions potentially
provides more and better information on the crop response to variation in both the
environment and management than the analysis of isolated evens. Furthermore, the
analysis of large data sets obtained from field observations is complex and different
methodologies are required for different circumstances. It is here where the method-
ologies described in this thesis play a key role, they allow the knowledge extraction of
valuable information nested in those data.

In addition, as part of my thesis and in collaboration with the HEIG-VD (Haute
Ecole d’ingénierie et de Gestion du Canton de Vaud) in Switzerland and the CIAT
(international center for tropical agriculture) in Colombia it was develop the program
BIS (Bio-inspired Identification of Similar agroecozones). BIS integrates the FGHSON
algorithm with Google Earth in order to find zones with similar characteristics (see
Figure 6.1 and Figure 6.2). This process can be perform with two objectives: (1) to find
similar zones static in time; and (2)to find similar zones shifted in time. The program
was installed in the CIAT to be used for researchers and practitioners.

110



6.4. TRANSFERABILITY OF MY WORK TO OTHER AREAS

Figure 6.1: Bio-inspired Identification of Similar agroecozones.

6.4 Transferability of my work to other areas

Almost all clustering methods assume that each item must be assigned to exactly one
cluster and are hence partitional. However, in a variety of important applications,
overlapping clustering, wherein some items are allowed to be members of two or more
discovered clusters, is more appropriate. For example, in biology, genes have more
than one function by coding for proteins that participate in multiple metabolic path-
ways; therefore, when clustering microarray gene expression data, it is appropriate
to assign genes to multiple, overlapping clusters. The same problem is presented in
text classification and clustering, where classical algorithms cross-posted observations
to multiple groups; the data must be subsequently manipulated to produce disjoint
categories. Ideally, a clustering algorithm applied to this data would allow observa-
tions to be assigned to multiple groups and would rediscover the original cross-posted
observations. The FGHSON algorithm presents interesting characteristics described
in this thesis that make it a potential option to tackle the problem of the overlapping
clustering in many research and practical areas.
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(a) Representation of similar zones at the first
level of the FGHSON hierarchy

(b) The second level of the the FGHSON hier-
archy

(c) The third level of the FGHSON hierarchy

Figure 6.2: Screenshots of the BIS program

6.5 Future work

Deepening and improving the FGHSON algorithm

• As mentioned in section 2.5, two of the parameters that govern the self-organizing
process of the FGHSON are based on the quality of the clusters. This quality is
measured by using the quantization error. In the literature, we can find several
measures of cluster quality for specific problems. In this context, FGHSON could
be implemented and tested using other cluster quality measures.

• The parameter ϕ (the well-known α-cut) represents the minimal membership de-
gree of an observation to be represented by a prototype. In some cases this mem-
bership value could increase or decrease obtaining as a result larger or smaller
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clusters. Future work will be focused on an automatic way to choose the param-
eter ϕ based on the clustering problem to tackle.

• Another adaptation to the algorithm could be to use a non-fixed value for the
parameter ϕ. As was described in section 2.5, in the depth growth process of
the FGHSON, the samples used for training are a fraction of the whole data.
This portion of data is selected according to a minimal membership degree (ϕ).
The value of ϕ is selected at the beginning of the FGHSON training and is the
same during all the self-organizing process. Taking into account that when we
move deeper on the hierarchical structure created by the FGHSON the number
of observations in each cluster becomes smaller, we could find a way to vary the
value of ϕ (for instance according to the clusters size) in order to obtain a better
representation of the clusters.

• The fact that FGHSON creates fuzzy clusters can be used as means to extract
fuzzy rules. It can be an interesting starting point for future works. This could
enhance the interpretability of the knowledge embedded in clusters.

Exploring the tree-structured SOM component planes al-
gorithm

• Although, the tree-structured SOM component planes is a good method to vi-
sually exploratory data analysis, it would also be interesting to have a numeric
index of the similarity between clusters in each branch of the tree. Future work
will be focused on the study of similarity measurements to improve the tree-
structured clusters interpretation.

Clustering of spatio-temporal datasets through time

• To find the right combination of time windows (e.g. days or months) and shifts
to find similar agroecologic zones is a hard computing process and it is problem
dependent. New strategies must be developed in order to accelerate this process.
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Improving the correlation hunting in a large quantity of SOM component planes.
Classification of agro-ecological variables related with productivity in the sugar

cane culture.
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Abstract A technique called component planes is commonly used to visualize vari-
ables behavior with Self-Organizing Maps (SOMs). Nevertheless, when the component
planes are too many the visualization becomes difficult. Thus, a methodology has been
developed to enhance the component planes analysis process. This methodology im-
proves the correlation hunting in the component planes with a tree-structured cluster
representation based on the SOM distance matrix. The methodology presented here
was used in the classification of similar agro-ecological variables and productivity in
the sugar cane culture. Analyzing the obtained groups it was possible to extract new
knowledge about the variables more related with the highest productivities.
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A.1 Introduction

A traditional technique to detect dependencies between variables is the use of scatter
plots. In addition, when the variables are more than a pair, it is possible to generate a
scatter plot matrix with several sub-plots where each variable is plotted against each
other variable. However, in this technique the number of pairwise scatter plots in-
creases quadratically with the number of variables [62]. This type of visualization is
thus not practical in applications where the analysis of many variables is necessary.

Another visualization technique consists on using the so-called SOM components
planes [75], the number of sub-plots grows linearly with the number of variables. In
addition, this technique is able to cluster variables with similar behaviors. Every SOM
component plane is formed by the values of the same component in each prototype
vector. Therefore, they can be seen as a sliced version of the map [116]. After plotting
all component planes, relations between variables can be easily observed. The task
of organizing similar components planes in order to find correlating components is
called correlation hunting [123]. However, when the number of components is large
it is difficult to determine which planes are similar to each other. Different techniques
can be used to reorganize the component planes in order to aid the correlation hunting.
The main idea is to place correlated components close to each other.

One of the most often used techniques in correlation hunting is the projection of
the component planes on another plane. This projection can be done using, e.g. an-
other SOM, as the work of Vesanto et Ahola. [123]. Another interesting approach was
introduced by Sultan et al [113] they presented a binary tree-structured vector quanti-
zation (BTSVQ) algorithm. The BTSVQ uses SOMs for visualization, and the partitive
k-means clustering, to group similar component planes and organizing them into a
binary tree structure. This hybrid algorithm is used to improve the process of data
analysis and visualization of gene expression profiles.

The approach of Vesanto and Ahola [123] is adequate to organize the component
planes, but it is an inefficient tool for visualization when the number of planes is large.
It is difficult to clearly observe the relationships between the component planes due to
the quantity of planes to show in a same space. Sultan’s algorithm is more adequate
to organize a large quantity of data. Its binary tree structure allows the analysis of
groups of component planes at different levels. Nevertheless, the algorithm proposed
to organize the SOM component planes make use of k-means as a clustering algorithm,
and the SOM is only employed to show the data.

In this paper we present a methodology to enhance the visualization and analysis
process of a large quantity of component planes. This methodology uses a SOM to
project the component planes. This SOM is partitioned into in clusters with a tech-
nique based on the SOM distance matrix. A tree structure is generated from different
clustering levels of the SOM, in order to clearly visualize the groups of component
planes. The methodology presented here was used in the classification of similar agro-
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ecological variables and productivity in the sugar cane culture. Analyzing the obtained
groups it was possible to extract new knowledge about the variables more related with
the highest productivity.

This paper presents the following structure. In the next section the methodology is
explained. Third section focuses on the application of the methodology to the sugar
cane case. Finally, in section four conclusions and future extensions of this work are
presented.

A.2 Methods

A.2.1 Self-Organizing Maps

A Self-Organizing Map (SOM) [75] is composed of artificial neurons situated on a but
regular low-dimensional grid. This grid can be in one, two or three dimensions, gen-
erally two are used. The neurons in the grid have rectangular or hexagonal form. Each
neuron i represents an n-dimensional prototype vector mi = [mi1, . . . , mis], where s is
equal to the dimension of the input space. In the beginning of the training process the
prototype vectors are initialized with random values. On each step of the training a
data vector x from the input data is selected and presented to the SOM. The unit mc
closest to x is located into the map, this winner unit is called the best-matching unit
(BMU). The BMU and its neighboring prototype vectors on the grid are moved in the
direction of the sample vector, mi = mi + α(t)hci(t)(x−mi) where α(t) is the learning
rate and hci(t) is a neighborhood kernel centered on the winner unit c. The learning
rate and neighborhood kernel radius decrease monotonically with time. Through the
iterative training, the SOM organizes the neurons so that neurons that represent sim-
ilar vectors in the input space are located on the map in contiguous zones, trying to
conserve the linear or nonlinear relations of the input space.

A.2.2 SOM component planes

SOM allows a straightforward visual inspection because the prototype vectors are or-
ganized according to their similarity in a low-dimensional grid. This feature is helpful
when it is needed to handle large multidimensional vectors. A way to improve this
inspection is by means of the component plane representation. A component plane
(CP) is a projection of the same input variable from each vector prototype on a grid.
For example, having the prototype vectors m1, . . . , mi. The component plane which
represents the first input variable will be formed by CP1 = [m11, . . . , mi1] in general
CPs = [m1s, . . . , mis] where s is equal to the dimension of the input space. Hence, the
number of component planes will be equal to the input space dimension. In addition,
the component planes are visualized in an grid identical to that of the SOM. However,
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the difference between the component plane grid and the SOM grid is that on this new
grid each neuron does not plot a prototype vector, instead it represents a component
of this vector. Each component in the component plane grid conserves the same place
that the prototype vector in the SOM grid. Finally, every component on the component
plane is visualized by giving to each neuron a color according to the relative value of
the respective component in that neuron. As a result, it is possible to obtain color maps
of the component planes in order to compare them and look for relations between vari-
ables.

A.2.3 Correlation Hunting

The component planes analysis can be a tool for discovering relations between vari-
ables. Comparing the planes, it is possible to observe similar patterns in identical
positions indicating correlation between the respective components. Even, local corre-
lations can be found if two parameter planes resemble each other in some regions. The
process to find these relationships is called correlation hunting. The expression corre-
lation does not include just linear correlations, but also nonlinear and local or partial
correlations between variables [123].

The correlation hunting can be realized manually or automatically. However, in
many cases the manual analysis is difficult because usually the component planes are
not ordered. In addition, the comparison becomes more difficult when the number
of components increases. In order to overcome this drawback, it is possible to apply
reorganization of the component planes such that similar component planes could be
located close to each other [122]. To do this, the component planes can be projected on
a plane. The projection could be done using, e.g., Sammon’s mapping [104], CCA [40]
or another SOM. In this paper SOM was used as projection technique. The projection
process using SOM is the following:

1. Each component plane is transformed into a vector and then normalized to ig-
nore different scales of the components.

2. The vectors are further processed by calculating a measure of distance between
them.

3. The measure of distance between component planes i and j can be defined as
the value of the correlation of each map position, formally distCP(i, j) = mc ∗
(CPi, CPj) where mc is a suitable measure of correlation, in this paper the Pearson
correlation coefficient is used.

4. A covariance matrix is generated with the obtained distances.

5. The vectors of the covariance matrix are used as inputs to a new SOM.
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6. Each component plane grid from the old SOM is projected to the new SOM.

7. This projection is realized locating in the place of the BMUs of the new SOM, the
respective component planes grids from the old SOM. Hence, planes with high
correlation are located near each other.

An advantage of using a SOM for component plane projection is that the place-
ments of the component planes can be shown on a regular grid. In addition, an ordered
presentation of similar components is automatically generated. A disadvantage is that
the choice of grouping variables is left to the user. This task is complicated when the
number of component planes is large.

A.2.4 Distance matrix based clustering of the SOM

Having a projection of component planes in a new SOM, it is possible to use a method
to cluster the new SOM in order to find component plane groups. For example, par-
titive (e.g., k-means) or agglomerative clustering algorithms (e.g., agglomerative hier-
archical clustering) are used to cluster the prototype vectors [124]. Nevertheless, those
approaches do not take into account the SOM neighborhoods. To cope with this draw-
back, a cluster distance function can be used to consider the neighborhoods into ac-
count. The U-matrix [118] had been used as an effective cluster distance function [126].
The U-matrix visualizes distances between each map unit and its neighbors, thus it
is possible to visualize the SOM cluster structure. This method is usually applied to
select clusters from the map by hand. This selection is normally subjective because
it is based on the visual perception of each person. Vellido et al. [121] proposed an
algorithm to do distance matrix based clustering automatically. In this algorithm, the
U-matrix is used to identify cluster centers from the SOM. The rest of the map units
are then assigned to the cluster whose center is closest. The algorithm is the following:

1. Compute the distance matrix local minima. This is done by finding the set of map
units i for which:

f (mi, Ni) ≤ f (mj, Nj), ∀j ∈ Ni (A.1)

where Ni denoted the set of neighboring map units of the map unit i and f (mi, Ni)
is some function of the set of neighborhood distances

∥∥mi −mj
∥∥ j ∈ Ni, associ-

ated with map unit i. In the experiments, median distance was used. The set
of local minima may have units which are neighbors of each other. Only one
minimum from each such group is retained.

2. For the initialization, let each local minimum be one cluster: Ci = mi. All other
map units j are left unassigned.

118



A.2. METHODS

3. Calculate distance d(Ci, mj) from each cluster Ci to (the cluster formed by) each
unassigned map unit j.

4. Find the unassigned map unit with smallest distance and assign it to the corre-
sponding cluster.

This algorithm provides an automatic discrimination of clusters which permits an
easier exploration of similar component planes. Although, when the number or com-
ponent planes is large is desirable an approach that permits to organize the compo-
nent planes in a structure, and to analyze clusters at several levels of detail. Hence, the
idea of considering super-clusters, consisting of several sub-clusters, making easier the
analysis of the large quantity of planes.

A.2.5 Tree-structured component planes clusters representation

In order to analyze the component planes clusters at several detail levels, it is possible
to make a tree-structured representation of them. The Vellido’s algorithm is used to
obtain different partitioning levels of the clustering of the SOM in an attempt to achieve
this goal. The Vellido’s algorithm provides a partitioning of the map into a set of base
clusters. The number of clusters is equal to the number of local minima on the U-
matrix; allowing different levels of clustering. Regarding the equation A.1 it is possible
to observe that the local minima depends on the set of neighboring map units (Ni) from
the map unit i. Hence, Ni depends on the amount of neighbors chosen to i. As a result,
when the neighborhood is large, the number of local minima is small and therefore the
number of clusters too. Varying the neighborhood size it is possible to obtain different
cluster quantities, see figure A.1. So, it is possible to find different cluster levels, and
as a result, build a tree structure that will permit to have several levels of detail, see
figure A.2.
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(a) U-matrix (b) Level 3 (c) Level 2 (d) Level 1

Figure A.1: By using the U-matrix shown in (a) the Vellido’s algorithm is applied to obtain
different cluster granuralities. (b) By using a neighborhood radius set to 3 we obtain a map
with 11 clusters. This map form the third level of the tree structure (c) Setting the neighborhood
radius to 3 give us a map of 4 clusters. Based on this map is built the second level of the tree (d)
With a radius set to 5 we obtain a map form by 3 clusters. This map is the first level of the tree.
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(a)

(b)

Figure A.2: Different levels of detail of the tree-structured component planes representation.
(a) The entire tree structure. (b) A zoom showing the branch where production is located at
the levels three and four. Productivity is highlight with a red circle. Note the local correlation
between high and medium values of Ra1BH, Ra1AS (hue in red, orange and green) and high
productivity (colored in red and orange).
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A.2.6 Problem description

SOM has proved to be effective for the exploratory analysis of agro-ecologic data and
has become a very useful technique in ecological modeling [79]. SOMs are recom-
mended in cases when it is essential to extract features out of a complex data set [31].
Moreover, it is useful for generating easily comprehensible low-dimensional maps, im-
proving the visualization and data interpretation [34, 54]. For these reasons, method-
ologies based in SOM were selected as tools for exploring the data in this study case.
The objective of this case study was to determinate which variables are more related
to the productivity in the sugar cane culture in a specific region. The methodologies
previously shown were used to classify zones with similar productivity, in order to
find similar patterns of behavior. Finally, analyzing these patterns it was possible to
acquire new knowledge about the relationship between the agro-ecological variables
and productivity. A more detailed description of the problem is presented as follow-
ing:

A plant is affected by diverse variables (e.g., climate, soil) during its life. These vari-
ables have different effects on the plant at different moments of its development (e.g.,
germination, flowering). Moreover, the combination and/or change of these variables
in certain moments determines the development states of the plant. This mixture of
factors finally determines the crop production. For example, in the sugar cane case,
expert knowledge indicates that the most relevant periods are the beginning and the
end of plant development. In the first months (after sowing) the vegetative structure
is formed (e.g., leafs grows allowing the photosynthesis process), in this moment the
water is very important to improve the development of the plant. During the last
months (approximately thirteen months after sowing) the plant accumulates the major
part of saccharose. In this moment not much water is essential because the plant is
totally developed. These periods are the most important in the agricultural productiv-
ity. Accordingly, to determine how and when the variables affect the plant develop-
ment would be very helpful to support decision making (e.g. in what moment to seed
and/or to harvest in order to obtain a better productivity).

A.2.7 Classification of agro-ecological variables related with produc-
tivity

The database used was provided by a sugar cane research center located in the region
under study. The data base contains information collected during seven years (1999
to 2005). The agro-ecological variables used for this experiment are listed as follows.
Climate variables are Temperature Average (T), Relative Humidity Average (RH), Ra-
diation (Ra), and Precipitation (P). Soil variables are Order (Ord), Texture (Tex) and
Depth (Dee). Topographic variables are Landscape (Ls) and Slope (Sl). Other variables
are Water Balance (WB) and Variety (V). Finally, productivity (P) of each cultivated
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zone. As it was mentioned before, the most relevant periods in the sugar cane are the
beginning and the end of plant development. Therefore, it is possible not using all the
climate data set and to use only the data from 1, . . . , x Months After Sowing (xAS) and
1, . . . , x Months Before Harvest (xBH). In our case study x = 5 was used. Soil variables
and Variety were ordered using a presence/absence coding, 0 represents presence and
1 absence. As a result, the vector which defines a cultivated zone (CZ) is compound
of 54 variables, 1328 vectors were used representing each one the characteristics of a
cultivated zone.

All the variables were scaled [-1,1] in order to allow their comparison in magni-
tude. Then, it was created a matrix with 1328 vectors CZs (CZmatrix) composed by 54
variables each one. Notice that the output of this sugar cane model is the productiv-
ity. Nevertheless, in this case the productivity was used as input in order to find the
component planes related with. The CZmatrix was used as input for a SOM with 400
neurons (20x20) and it was trained with the batch algorithm. With this SOM, it was
possible to generate 54 component planes, one for each agro-ecological variable. These
component planes were projected in a new SOM composed of 400 neurons (20x20) and
it was trained with the batch algorithm. Finally, this last map was clustered and the
clusters were organized. For this aim it was used the algorithm for tree-structured
component planes clusters representation showed in the previous section. The results
can be observed in figure A.2.

Some interesting aspects can be found here. When n = 3 (where n is the neighbor-
hood), it is possible to locate in a same cluster the temperature, radiation and produc-
tion, each component plane with similar patterns, figure 1.b on dotted line and figure
2.a. In addition, it is possible to view when n = 1 that radiation of first month after
seed, radiation of first month before harvest and productivity present similar patterns,
figure A.2. Thanks to the tree-structured representation, it is easier to group the clus-
ters to facilitate the observation of local correlations. As an example, in the right side
and in the top of left side of the component planes, figure A.2, it was possible to see
that when the productivity was high most of the values of Ra1BH and Ra1AS were
high too (represented for a dark gray). Drawing the BMUs of the component planes
productivity, Ra1BH and Ra1AS in a scatter plot, figure A.3, it is possible to detect high
values of productivity when there are high values of Ra1BH and Ra1AS.

As a conclusion, the radiation of the first month after seed and the radiation of
the first month before harvest are more correlated with the productivity than the other
variables. In addition, a local correlation is observed between a majority of high values
of radiation and high productivity.
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Figure A.3: BMUs of the component planes: productivity, radiation 1 month before harvest
(Ra1BH) and radiation 1 month after seed (Ra1AS).

A.3 Conclusion

This paper has presented a methodology to enhance the component planes analysis
process. This methodology improves the correlation hunting in the component planes
with a tree-structured clusters representation based on the SOM distance matrix. This
tree-structured representation permits the analysis of component planes clusters at
several levels of detail . This methodology can be applied in cases where the number
of component planes is very large, witch is quite often in agro-ecological modeling.
As an case study, the methodology presented here was used in the classification of
zones with similar agro-ecological conditions and productivity in the sugar cane cul-
ture. Analyzing the obtained groups of agro-ecological variables and cultivated zones
it was possible to find a relationship between the radiation during the first month after
seed, the first month before harvest, and high productivity. More analysis can be made
in order to improve the decision support in the sugar cane culture based on the afore-
mentioned methodology. This paper shows only a part of this work. Future work will
be focus on the analysis of other patterns.

Although, the tree-structured is a good method to show clusters, it would also be
desirable to obtain a measurement of similarity between clusters in each branch of the
tree. Future work will be focused on the study of a similarity measurements to improve
the tree-structured clusters representation.
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Abstract Hierarchical Self-Organizing Networks are used to reveal the topology and
structure of datasets. Those methodologies create crisp partitions of the dataset pro-
ducing tree structures compound of prototype vectors, permitting the extraction of a
simple and compact representation of a dataset. However, in many cases observations
could be represented by several prototypes with certain degree of membership. Nev-
ertheless, crisp partitions are forced to classify observations in just one group losing
information about the real dataset structure. To deal with this challenge we propose
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the Fuzzy Growing Hierarchical Self-Organizing Networks (FGHSON). FGHSON are
adaptive networks which are able to reflect the underlying structure of the dataset, in a
hierarchical fuzzy way. These networks grow by using three parameters which govern
the membership degree of data observations to the prototype vectors and the qual-
ity of the hierarchical representation. However, different combinations of the values of
these three parameters can generate diverse networks. This chapter explores how these
combinations affect the topology of the network and the quality of the prototypes; in
addition it is presented the motivation and the theoretical bases of the algorithm.

B.1 Introduction

We live in a world full of data. Every day we are confronted with the handling of
large amounts of information, this information is stored and represented as data, for
further analysis and management. One of the essential means in dealing with these
data is to classify or group them into a set of categories or clusters. In fact, as one of the
most ancient activities of human beings [11], classification plays a very important role
in the history of human development. In order to learn a new object or distinguish a
new phenomenon, people always try to look for the features that can describe it, and
further compare it with other known objects or phenomena, based on the similarity or
dissimilarity, generalized as proximity, according to some certain standards or rules.

In many cases, classification must be done without a priori knowledge of the classes in
which are divided the dataset (unlabeled pattern). This kind of classification is called
clustering (unsupervised classification). On the contrary, the discriminant analysis (su-
pervised classification) is made providing a collection of labeled patters; so the prob-
lem is to label a newly encountered, yet unlabeled, pattern. Typically, the given labeled
patterns are used to learn the descriptions of classes which in turn are used to label a
new pattern. In the case of clustering, the problem is to group a given collection of un-
labeled patterns into meaningful clusters. In a sense, labels are associated with clusters
also, but these category labels are data driven; that is, they are obtained solely from the
data [68, 131].

Even though the unsupervised classification presents many advantages over super-
vised classification1 it is a subjective process in nature. As pointed out by Backer and
Jain [13], “in cluster analysis a group of objects is split up into a number of more or
less homogeneous subgroups on the basis of an often subjectively chosen measure of
similarity (i.e., chosen subjectively based on its ability to create “interesting" clusters),
such that the similarity between objects within a subgroup is larger than the similar-
ity between objects belonging to different subgroups". Clustering algorithms partition

1For instance, no extensive prior knowledge of the dataset is required, and it can be detected “natu-
ral" groupings in feature space.
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data into a certain number of clusters (groups, subsets, or categories). There is no uni-
versally agreed upon definition [46].

Thus, methodologies to evaluate clusters to different levels of abstraction in order to
find “interesting" patterns are useful; these methodologies could help to improve the
analysis of cluster structure creating representations of them so facilitating the selec-
tion of clusters of interest. Methods for tree structure representation and data abstrac-
tion have been used for this task, allowing to reveal the topology and organization of
clusters.

On the one hand, hierarchical methods are used to help explain the inner orga-
nization of datasets, since the hierarchical structure imposed by the data produces a
separation of clusters that is mapped onto different branches. Hierarchical clustering
algorithms organize data into a hierarchical structure according to the proximity ma-
trix. The results of Hierarchical clustering are usually depicted by a binary tree or
dendrogram. The root node of the dendrogram represents the whole data set and each
leaf node is regarded as a data object. The intermediate nodes, thus, describe to what
extent the objects are proximal among them; and the height of the dendrogram usu-
ally expresses the distance between each pair of objects or clusters, or an object and a
cluster. The ultimate clustering results can be obtained by cutting the dendrogram at
different levels. This representation provides very informative descriptions and visu-
alization for the potential data clustering structures, especially when real hierarchical
relations exist in the data, like the data from evolutionary research on different species
of organisms. Therefore, this hierarchical organization enables to analyze complicated
structures as well as it allows the exploration of the dataset at multiple levels of detail
[131].

On the other hand, data abstraction permits the extraction of a simple and compact
representation of a data set. Here, simplicity is either from the perspective of automatic
processing (so that a machine can perform further processing efficiently) or is human-
oriented (so that the representation obtained is easy to comprehend and intuitively ap-
pealing). In the clustering context, a typical data abstraction is a compact description
of each cluster, usually in terms of cluster prototypes or representative patterns such as
the centroid of the cluster [41]. Soft competitive learning methods [52] are employed
on data abstraction in a self-organizing way. These algorithms attempt to distribute a
certain number of vectors (prototype vectors) in a possibly low-dimensional space. The
distribution of these vectors should reflect (in one of several possible ways) the proba-
bility distribution of the input signals which in general is not given explicitly but only
through sample vectors. Two principal approaches have been used for this purpose.
The first one is based on a fixed network dimensionality (e.i. Kohonen maps [74]). In
the second approach, not fixed dimensionality is imposed on the network; hence, this
networks can automatically find a suitable network structure and size thought a con-
trolled growth process [82].
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Different approaches have been introduced in order to combine the capabilities of tree
structure of the hierarchical methods and the advantages of soft competitive learning
methods used to data abstraction [84, 63, 43, 98, 114, 80]. Hence, obtaining networks
being capable of representing the structure of the clusters and their prototypes in a hier-
archical self-organizing way. These networks are able to grow and adapt their structure
in order to represent the characteristics of the clusters in the most accurate manner. Al-
though these hybrid models provide satisfactory results, they generate crisp partitions
of the datasets. The crisp segmentations tend to allocate elements of the dataset in just
one branch of the tree in each level of the hierarchy and assign just one prototype as
representation of one cluster, so the membership to the other branches or prototypes
is zero. However, in many applications crisp partitions in hierarchical structures are
not the optimal representation of the clusters, since some elements of the dataset could
belong to different clusters or branches with a certain degree of membership.

One example of this situation is presented in Geographic Information Systems (GIS)
applications. One of the topics treated by GIS researchers refers to the classification of
geographical zones with similar characteristics as climate, soil and terrain (conditions
relevant to agricultural production) in order to create the so called agro-ecological
zones (AEZ) [49]. AEZ provide the frame for various applications, such as quantifi-
cation of land productivity, estimation of the land’s population supporting capacity,
and optimization of land resources use and development. Hence, many institutions,
governments and enterprises require to know in advance at what AEZ belongs certain
geographical region of interest (that means allocate the region in certain AEZ cluster),
in order to apply proper policies to invest, for instance in new cropping systems look-
ing for a economic viability, and sustainability. However, the geographical region of
interest can vary in range of resolution depending on the application or the context
(countries, states, cities, parcels). In addition the fuzzy and implicit nature of the geo-
graphic zones (in which geographical boundaries are not hard, but rather soft bound-
aries) transform the boundaries of the AEZ in zones of transition rather than sharp
boundaries. Thus, the soft boundaries make it possible that regions in the middle of
two AEZ have certain membership to both AEZ, in this specific example. Hence, the
clustering method to deal with the aforementioned situation has to provide views of
AEZ at multiple levels (preferably in a hierarchical way); in addition, it should be capa-
ble of discovering fuzzy memberships of the interest geographical regions to the AEZ.

With the purpose of representing degrees of membership, fuzzy logic is a feature that
could be added to the characteristics of hierarchical self-organized hybrid models in
order to deal with similar problems as the one that has been aforementioned. We pro-
pose, thus Fuzzy Growing Hierarchical Self-Organizing Networks (FGHSON), which
intends to synergistically combine the advantages of Self-Organizing Networks, hier-
archical structures, and fuzzy logic. FGHSON are designed to improve the analysis of
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datasets where it is desirable to obtain a fuzzy representation of a dataset in a hierar-
chical way, then discovering its structure and topology. This new model will be able to
obtain a growing hierarchical structure of the dataset in a self-organizing fuzzy man-
ner. These kind of networks are based on the Fuzzy Kohonen Clustering Networks
(FKCN) [22] and Hierarchical Self-Organizing Structures (HSS) [77, 86, 84, 98].

This book chapter is organized as follows: In the next section the Hierarchical Self-
Organizing Structures and the Fuzzy Kohonen Clustering Networks will be explained
serving as a base, to subsequently, introduce our model. Section B.3 focuses on the ap-
plication of the methodology using the Iris benchmark and a toy dataset, in addition a
example where are tuning the model parameters is presented. Finally, in Section B.4
are presented some conclusions and future extensions of this work.

B.2 Methods

B.2.1 Hierarchical Self-Organizing Structures

The ability of obtaining hierarchically structured knowledge from a dataset using au-
tonomous learning has been widely used in many areas. This is because of the fact that
hierarchical self-organizing structures permit to the unevenly distributed real-world
data to be represented in a suitable network structure, during an unsupervised training
process. These networks capture the unknown data topology in terms of hierarchical
relationships and cluster structures.

Different methodologies have been presented in this area with various approaches.
Therefore, it is possible to classify hierarchical self-organizing structures in two classes
taking into account the algorithm of self-organization used. The first family of models
is based on Kohonen self-organizing maps (SOM), and the second on Growing Cell
Structures (GCS) [51].

With respect to approaches based on GCS, it has been proposed for instance: Hierarchi-
cal Growing Cell Structures (HiGCS) [27], TreeGCS [63] and the Hierarchical topolog-
ical clustering (TreeGNG) [43]. The algorithms derived on GCS are based on periodic
node deletion based on node activity and on the volume of the input space classified by
the node. This approach tends to represent mainly the examples with high occurrence
rates, and therefore takes as outliers or noise low frequency examples. As a result, ex-
amples with low presence rates are not represented in the model. However, in many
cases it is desirable to discover novelties in the dataset, so taking into account the obser-
vations with low occurrence rates could permit to find out those exceptional behaviors.
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For the aforementioned reason, we focused our research in approaches based on SOM
[77, 86, 84], particularly in the Growing Hierarchical Self-Organizing Map (GHSOM)[98]
due to its ability to take into account the observations with low presence rates as part
of the model. This is possible since the hierarchical structure of the GHSOM is adapted
according to the requirements of the input space. Therefore, areas in the input space
that require more units for appropriate data representation create deeper branches than
others, this process is done without eliminating nodes that represent examples with
low occurrence rates.

B.2.2 Fuzzy Kohonen Clustering Networks

FKCN [22] integrate the idea of fuzzy membership from Fuzzy c-Means (FCM) with
the updating rules from SOM. Thus, creating a self-organizing algorithm that automat-
ically adjust the size of the updated neighborhood during a learning process, which
usually, terminates when the FCM objective function is minimized. The update rule
for the FKCN algorithm can be given as:

Wi,t = Wi,t−1 + αik,t(Zk −Wi,t−1); f or k = 1, 2, ..., n; f or i = 1, 2, ..., c (B.1)

where Wi,t represents the centroid2 of the ith cluster at iteration t , Zk is the kth vector
example from the dataset and αik is the only parameter of the algorithm and according
to [65]:

αik,t = (Uik,t)
m(t) (B.2)

Where m(t) is an exponent like the fuzzification index in FCM and Uik,t is the member-
ship value of the compound Zk to be part of cluster i. Both of these constants vary at
each iteration t according to:

Uik =

 c

∑
j=1

(
‖Zk −Wi‖∥∥Zk −Wj

∥∥
)2/(m−1)

−1

; 1 ≤ k ≤ n ; 1 ≤ i ≤ c (B.3)

m(t) = m0−m∆ · t ; m∆ = (m0−m f )/iterate limit (B.4)

Where m0 is a constant value greater than the final value (m f ) of the fuzzification
parameter m. The final value m f should not be less than 1.1, in order to avoid the divide

by zero error in equation (B.3). The iterative process will stop if
∥∥∥Wi,(t) −W(i,t−1)

∥∥∥2
< ε

, where ε is a termination criterion or after a given number of iterations. At the end
of the process, a matrix U is obtained, where Uik is the degree of membership of the
Zk element of the dataset to the cluster i. In addition, the centroid of each cluster will
form the matrix W where Wi is the centroid of the ith cluster. The FKCN algorithm is
given below:

2In the perspective of neural networks it represents a neuron or a prototype vector. So the number of
neurons or prototype vectors will be equal to the number of clusters.
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1. Fix c, and ε > 0 to some small positive constant.

2. Initialize W0 = (W1,0, W2,0, · · · , Wc,0) ∈ <c.
Choose m0 > 1 and tmax = max. number o f iterations.

3. For t = 1, 2, · · · , tmax
a. Compute all cn learning rates αik,t with equations (B.2) and (B.3).
b. Update all c weight vectors Wi,t with
Wi,t = Wi,t−1 + [∑n

k=1 αik,t(Zk −Wi,t−1)] / ∑n
j=1 αij,t

c. Compute Et =
∥∥∥Wi,(t) −W(i,t−1)

∥∥∥2
= ∑c

i=1

∥∥∥Wi,(t) −W(i,t−1)

∥∥∥2

d. If Et < ε stop.

B.2.3 Fuzzy Growing Hierarchical Self-Organizing Networks

Fuzzy Growing Hierarchical Self-Organizing Networks (FGHSON) are based on a hi-
erarchical fuzzy structure of multiple layers, where each layer consists of several in-
dependent growing FKCNs. This structure can grow by means of an unsupervised
self-organizing process in two manners (inspired by [98]):

a. Individually, in order to find the more suitable number of prototypes (which com-
pose a FKCN) that may represent in an accurate manner the input dataset.

b. Or on groups of FKCNs in a hierarchical mode, permitting to the hierarchy to reveal
a particular set of characteristics of data.

Both growing processes are modulated by three parameters that regulate the so-called
breadth (growth of the layers), depth (hierarchical growth) and membership degree of
data to the prototype vectors.

The FGHSON works as follows:

1) Initial Setup and Global Network Control:

The main motivation of the FGHSON algorithm is to properly represent a given dataset.
The quality of this representation is measured in terms of the difference among a pro-
totype vector and the example vectors represented by this. The quantization error qe
is used to reach this aim. The qe measures the dissimilarity of all input data mapped
onto a particular prototype vector, hence it can be used to guide a growth process with
the purpose of achieving an accurate representation of the dataset reducing the qe. The
qe of a prototype vector Wi is calculated according to (B.5) as the mean Euclidean dis-
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tance between its prototype and the input vectors Zc that are part of the set of vectors
Ci mapped onto this prototype.

qei = ∑
Zc∈Ci

‖Wi − Zc‖ ; Ci 6= φ (B.5)

The first step of the algorithm is focused on obtaining a global measure of the dis-
tribution of the whole dataset. For this purpose the training process begins with the
computation of a global measure error qe0. qe0 represents the qe of the single proto-
type vector W0 that form the layer 0, see Figure B.1(a), calculated as shown in (B.6).
Where, Zk represents the input vectors from the whole data set Z and W0 is defined as
a prototype vector W0 = [µ01 , µ02 , . . . , µ0n ], where µ0i for i = 1, 2, . . . , n; is computed
as the average of µ0i in the complete input dataset, in other words W0 is a vector that
corresponds to the mean of the input variables.

qe0 = ∑
Zk∈Z
‖W0 − Zk‖ (B.6)

The value of qe0 will help to measure the minimum quality of data representation of
the prototype vectors in the subsequent layers, therefore the next prototypes have the
task of reducing the global representation error qe0.

2) Breadth growth process:

The construction of the first layer starts after the calculation of qe0. This first layer
consists of a FKCN (FKCN1) with two initial prototype vectors. Hence, the growth
process of FKCN1 begins by adding a new prototype vector and training it until a suit-
able representation of the dataset is reached. Each of these prototype vectors is an
n-dimensional vector Wi (with the same dimensionality as the input patterns), which
is initialized with random values. FKCN1 is trained as shown in section B.2.2, taking
as input (in the exceptional case of the first layer) the whole dataset. More precisely,
FKCN1 is allowed to grow until the qe present on the prototype of its preceding layer
(qe0 in the case of layer 1) is reduced to at least a fixed percentage τ1. Continuing with
the creation of the first layer, the number of prototypes in the FKCN1 will be adapted.
To achieve this, the mean quantization error of the map (MQE) is computed according to
expression (B.7), where d refers to the number of prototype vectors contained in the
FKCN, and qei represents the quantization error of the prototype Wi.

MQEm =
1
d
·∑

i
qei (B.7)

The MQE is evaluated using (B.8) in an attempt to measure the quality of data
representation, and is used also as stopping criterion for the growing process of the
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Figure B.1: (a) Hierarchical structure showing the prototype vectors and FKCNs created in
each layer for an supposed case. (b) Membership degrees in each layer, corresponding to the
network shown in the diagram on the right side. The parameter ϕ (the well known α − cut)
represents the minimal degree membership of an observation to be part of the dataset represented
by a prototype vector, the group of data with a desired membership to a prototype will be used
for the training of a new FCKN in the next layer (depth process). In this particular diagram the
dataset is unidimensional (represented by the little circles below the membership plot) in order
to simplify the example
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FKCN. In (B.8) qeu represents the qe of the corresponding prototype u in the upper
layer. In the specific case of the first-layer, the stopping criterion is shown in (B.9).

MQE < τ1 · qeu (B.8)

MQElayer1 < τ1 · qe0 (B.9)

If the stopping criterion (B.8) is not fulfilled, it is necessary to aggregate more pro-
totypes for a more accurate representation. For this aim, the prototype with the highest
qe is selected and is denoted as the error prototype e. A new prototype is inserted in
the place where e was computed. After the insertion, all the FKCN parameters are re-
set to the initial values (except for the values of the prototype vectors) and the training
begins according to the standard training process of FKCN. Note that the same value
of the parameter τ1 is used in each layer of the FGHSON. Thus, at the end of the pro-
cess, a layer 1 is obtained with a FKCN1 formed by a set of prototype vectors W, see
Figure B.1(a). In addition, a membership matrix U is obtained. This matrix contains
the membership degree of the dataset elements to the prototype vectors, as explained
in section B.2.2.

3) Depth growth process:

As soon as the breadth process of the first layer is finished, its prototypes are exam-
ined for further growth (depth growth or hierarchical growth). In particular, those
prototypes with a large quantization error will indicate us which clusters need a better
representation by means of new FKCNs. The new FKCNs thus form a second layer,
for instance W1 and W3 Figure B.1(a). The selection of these prototypes is regulated by
qe0 (calculated previously in step 1) and a parameter τ2 which is used to describe the
desired level of granularity in the data representation. More precisely, each prototype
Wi in the first layer that does not fulfill the criterion given in expression (B.10) will be
subject to hierarchical expansion.

qei < τ2 · qe0 (B.10)

After the expansion process and creation of the new FKCNs, the breadth process de-
scribed in stage 2 begins with the newly established FKCNs, for instance, FKCN2 and
FKCN3 Figure B.1(a). The methodology for adding new prototypes, as well as the ter-
mination criterion of the breadth process is essentially the same as used in the first
layer. The difference among the training processes of the FKCNs in second the layer
and the subsequent layers in comparison with the first, is that only a fraction of the
whole input data is selected for training. This portion of data will be selected accord-
ing to a minimal membership degree (ϕ). This parameter ϕ (the well known α− cut)
represents the minimal degree membership of an observation to be part of the dataset
represented by a prototype vector. Hence, ϕ is used as selection parameter, so all the
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observations represented by Wi have to fulfill expression (B.11), where Uik is the de-
gree of membership of the Zk element of the dataset to the cluster i. As an example,
Figure B.1(b) shows the membership functions of the FKCNs in each layer, and how ϕ

is used as a selection criteria to divide the dataset.

ϕ < Uik (B.11)

At the end of the creation of layer two, the same procedure described in step 2 is ap-
plied in order to build the layer 3 and so forth.
The training process of the FGHSON is terminated when no more prototypes require
further expansion. Note that this training process does not necessarily lead to a bal-
anced hierarchy, i.e. a hierarchy with equal depth in each branch. Rather, the specific
distribution of the input data is modeled by a hierarchical structure, where some clus-
ters require deeper branching that others.

B.3 Experimental testing

B.3.1 Iris Data Set

In this experiment the Iris dataset 3 is used in order to show the adaptation of the FGH-
SON to those areas where an absolute membership to a single prototype is not obvious.
Therefore, FGHSON must (in an unsupervised manner) look at the representation of
the dataset on the areas where observations of the same category share similar zones.
For instance in the middle of the data cloud formed by the Virginica and Versicolor
observations, see Figure B.2(a).

The parameters of the algorithm were set to τ1 = 0.2, τ2 = 0.03, and ϕ = 0.2. After
training, a structure of four layers was obtained. The zero layer is used to measure the
whole deviation of dataset as was presented in section B.2.3. The first layer consist
of a FKCN with three prototype vectors as shown in Figure B.2(b), this distribution
of prototypes attempt to represent three Iris categories. The second layer as shows
Figure B.2(c) reach a more fine-grain description of the dataset, placing prototypes in
almost all the data distribution, adding prototypes in the zones where more represen-
tation was needed. Finally, Figure B.2(d) shows the over population of prototypes in
the middle of the cloud of the observations of Virginica and Versicolor . This occurs
because this part of the dataset present observations with ambiguous membership in
the previous layer, then in this new layer, several prototypes are placed in this zone
for a proper representation. Hence, permitting to those observations to obtain a higher

3There are three categories in the data set : Iris Setosa, Iris Versicolor and Iris Virginical. Each having
50 observations with four features: sepal length (SL), sepal width (SW), petal length (PL), and petal
width (PW).

136



B.3. EXPERIMENTAL TESTING

membership to its new prototypes. Finally, to obtain at the end of the process a more
accurate representation of this zone.

B.3.2 Toy set

A toy set, as the one presented by Martinez et al [82] is used in order to show the
capabilities of the FGHSON to represent a dataset that has multiple dimensionalities.
In addition, it is possible to illustrate how the model stops the growing process in those
parts where the desired representation is reached and keep on growing where a low
membership or poor representation is present. The parameters of the algorithm were
set to τ1 = 0.3, τ2 = 0.065, and ϕ = 0.2 for ϕ. Four layers were created after training
the network. Figure B.3shows: (a) the fist layer. At this level, seven prototypes were
necessary to represent the dataset: one for the oval, one for the plane and five for the
3D parallelepiped (note that there are no prototypes clearly associated to the line).

In the second layer shown in the Figure B.3, a more accurate distribution of proto-
types is reached, so it is possible to observe prototypes adopting the form of the dataset.
Additionally, in regions where the quantization error was large, the new prototypes al-
low a better representation (e.g., along the line). In layer three (see Figure B.3(c)), no
more prototypes are needed to represent the circle, the line and the plane; but a third
hierarchical expansion was necessary to represent the parallelepiped. In addition, due
to the data density in the parallelepiped, many points share memberships to different
prototypes, so a several prototypes at this level were created.

B.3.3 Tuning the model parameters

In order to explore the performance of the algorithm, different values for the parame-
ters ϕ, τ1 and τ2 were tested by using the Iris dataset. The tested were performed by
using ten different values of τ1 (breadth parameter), ten of τ2 (depth parameter) and
eighth of ϕ (α− cut), hence forming 800 triplets. For each triplet (ϕ, τ1 and τ2) a FGH-
SON was trained using the following fix parameters: tmax = 100 (maximal number of
iterations), ε= 0.0001 (termination criterion) and m0 = 2 (fuzzification parameter).

Several variables were obtained in order to measure the quality of the networks cre-
ated for every FGHSON generated; for instance the number of hierarchical levels of the
obtained network, the number of FKCNs created for level, and finally the quantization
error by prototype by level. The analysis of these values will allow to find the relation-
ships between the triplet of parameters (ϕ, τ1 and τ2) and the topology of the networks
(represented in this experiment for the levels reached for the network and the number
of FKCN created). In addition, it will be possible to observe the relationship among the
quantization errors of prototype by level and the parameters of the algorithm. Finally,
being able to find the values of the parameters that allow to build the most accurate
structure, based on the number of prototypes, the quantization error and the number
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Figure B.2: Distribution of the prototype vectors, represented by stars, in each layer of the
hierarchy. (a) Iris data set. There are three Iris categories: Setosa, Versicolor, and Virginica
represented respectively by triangles, plus symbols, and dots. Each having 50 samples with 4
features. Here, only three features are used: PL, SW, and SL. (b) First layer (c) Second layer and
(d) Third layer of the FGHSON, in this layer prototypes are presented only in the zone where
observations of Virginica and Vesicolor share the same area, so the new prototypes represent
each category in a more accurate manner.
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Figure B.3: Distribution of the prototype vectors (represented by black points) (a) First layer
(b) Second layer (c) Third layer

of levels present in the network.

Due the large amount of information to analyze, it was used a graphical representa-
tion of the obtained data in order to facilitate the visualization of the results. For this
aim 3D plots were used as follows: the parameter τ1 (which regulates the breadth of
the networks) and the parameter τ2 (which regulates the depth of the hierarchical ar-
chitecture) are shown on the x-axis and y-axis respectively. The z-axis is the quantity
of levels of the hierarchy (see Figure B.4 and Figure B.5 ). Each 3D plot corresponds to
one fix value of ϕ. Hence, eight 3D plots represent the eight different values evaluates
for ϕ, then each 3D plot contains the 100 possible combinations of the duple (τ1,τ2) for
the specific ϕ. Therefore, 800 networks were generated and plotted making possible
analyze τ1, τ2, ϕ, and the levels of the obtained networks.

Furthermore, additional information was added to the 3D plots. On the one hand,
the number of FKCNs created for level were represented by a symbol in the 3D plots
(see Figure B.4 and Figure B.5 left side). On the other hand, the higher quantization er-
ror of the prototypes that were expanded is shown in new group of 3D plots; in others
words this prototype is the “father” with the higher quantization error of the proto-
types in that level4. The round value of the selected quantization error was allocated
as mark in the 3D plot for each triplet of values for each level (see Figure B.4 and Fig-
ure B.5 right side).

Examining the obtained results, it is possible to find some interesting results related
with the quantization error and the topology of the network. For instance Figure B.4

4For this reason in level one all the values are 291 (see Figure B.4 and Figure B.5 right side) because
the prototype “father” that is expanded have the same quantization error for all the networks; in the
case of the first level this error is called qe0, as is described in section B.2.3.
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and Figure B.5 show the different networks created, so it is possible to observe that
for values with τ2 above 0.3 the model generates networks with just one level, so an
interesting area to explore lies between the values of τ2 = 0.1, 0.2 and 0.3. Respect to
the quantization error right side) it is possible to observe that in almost all the values
of ϕ, the lower quantization error with the lower number of levels was presented in
the points (τ1 = 0.1, τ2 = 0.2) and(or) (τ1 = 0.2, τ2 = 0.1), see (Figure B.4 and Figure B.5.

In the next step of the analysis, the value of the parameters which generated the best
networks so far were selected, based on the premise that the most accurate network has
to present the lower number of levels, number of FKCNs, and the lower quantization
error. For a selected group of three networks (see table B.1), the distribution of the
prototypes on the dataset were plotted; in order to analyze how the prototypes of these
selected networks have been adapted to the dataset (see Figure B.6).

Some remarks could be made about the plots obtained. In the first example (ϕ =
0.1, τ1 = 0.2, τ2 = 0.1) (Figure B.6(a)), it is possible to observe four prototypes in the
first level of the hierarchy; these prototypes represent four classes5. Then, the proto-
types of this layer intents to represent the three classes of iris, and in addition they
also take the problematic region in between Versicolor and Virginica as a fourth class.
Furthermore, new prototypes are created in the second layer in order to obtain a more
accurate representation of the dataset, so creating a proliferation of prototypes; this
phenomena is due to the low value of ϕ (0.1). This is because the quantity of elements
represented for each prototype is big (because of the membership is low, a lot of data
can have membership to one prototype) so it is necessary many prototypes to reach a
low quantization error.

In the next example tunning with the values ϕ = 0.3, τ1 = 0.2, τ2 = 0.1, it is possible
observe in Figure B.6(b) the three prototypes created in the first level. In this case the
number of the prototypes matches with the number of classes of the iris dataset. There
is (as in the previous example) an abundance of prototypes in the Virginica-Versicolor
group. But in this case the number of prototypes is lower compared with the preceding
example, so showing how the ϕ affect the quantity of prototypes created.

Finally, in the last example tunning with the values ϕ = 0.6, τ1 = 0.2, τ2 = 0.1. The
Figure B.6 shows: (c) three prototypes created in the first level of this network match-
ing with the classes of the Iris dataset; additionally, in the second layer one of the pre-
vious prototypes is expanded to three prototypes more in order to represent the fuzzy
areas of the data set. This last network presents the lower values of vector quantiza-
tion, levels of hierarchy, and FKCNs; so it is possible to select this as the more accurate
topology consider the previously defined premise which said that the most accurate
network had to present the lower number of levels, number of FKCNs, and the lower
quantization error.

5It is knowing that they are three classes (iris Setosa, Virginica and Versicolor) but that exists an area
where Versicolor and Virginica present similar characteristics
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Figure B.4: The figure has 3D plots showing the results obtained using ϕ = 0.1, 0.2, 0,3 and
0.4. In the left side it is possible observe the levels obtained for each triplet (ϕ, τ1, τ2), in
addition the number of FKCN created for level were represented by a symbol. In the right side
it is shown the higher quantization error of the prototypes that were expanded ; in others words
this prototype is the “father” with the higher quantization error of the prototypes in that level.
In the special case of the first level all the values are 291, because the prototype “father” that is
expanded have the same quantization error for all the networks; in the case of the first level this
error is called qe0, as is described in section B.2.3.
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Figure B.5: The Figure shows the results obtained using the values: ϕ = 0.5, 0.6, 0.7 and 0.8,
in addition the number of FKCN created for level were represented by a symbol. In the right
side it is shown the higher quantization error of the prototypes that were expanded; in others
words this prototype is the “father” with the higher quantization error of the prototypes in that
level.
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Figure B.6: Structures obtaining tunning the model with the values (a) ϕ = 0.1, τ1 = 0.2, τ2
= 0.1 (b) ϕ = 0.3, τ1 = 0.2, τ2 = 0.1, and (c) ϕ = 0.3, τ1 = 0.2, τ2 = 0.1. In this figure it is
possible to observe the distribution of the prototype vectors; the prototypes of the first level are
represented by circles and the prototypes of the second level are represented by triangles.
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Table B.1: Parameters and results of the best networks selected

ϕ τ1 τ2 Levels qea FKCNs
0.1 0.2 0.1 2 43 3
0.3 0.2 0.1 2 50 2
0.6 0.2 0.1 2 50 1

a The higher quantization error of the prototype “father” of the prototypes in that
level.

B.4 Conclusion

The Fuzzy Growing Hierarchical Self-organizing Networks are fully adaptive networks
able to hierarchically represent complex datasets. They allow to clustering data in a a
fuzzy way, allocating observations with a similar membership degree into several clus-
ters. This property ais to better describing the structure of the dataset and the inner
data relationships.

In this book chapter has been presented the effects of use different values for the
parameters of the algorithm, using as example the Iris dataset. It was shown how
the different parameters affect the topology and quantization error of the networks
created. In addition, some of the better networks created were examined in order to
show how different representations of the same dataset can be obtained with similar
accuracy.
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C.1. INTRODUCTION

Abstract The Andean blackberry (Rubus glaucus), is an important source of income
in hillside regions of Colombia. However, growers have little reliable information on
the factors that affect the development and yield of the crop, and therefore there is a
dearth of information on how to effectively manage the crop. Site specific informa-
tion recorded by small scale producers of the Andean blackberry on their production
systems and soils coupled with publicly available meteorological data was used to de-
velop models of such production systems. Multilayer perceptrons and self-organizing
maps were used as computational models in the identification and visualization of the
most important variables for modeling the production of Andean blackberry. Artifi-
cial neural networks were trained with information from 20 sites in Colombia where
the Andean blackberry is cultivated. Multilayer perceptrons predicted with a reason-
able degree of accuracy the production response of the crop. Both the soil depth and
the average temperature of the first month before harvest were critical determinants of
productivity. A proxy variable of location was used to describe overall differences in
management between farmers groups. The use of this proxy indicated that, even under
essentially similar environmental conditions, large differences in production could be
assigned to management effects. The information obtained can be used to determine
sites that are suitable for Andean blackberry production, and transfer of management
practices from sites of high productivity can be transferred to sites with similar envi-
ronmental conditions to increase productivity.

Keywords: Andean blackberry, small-scale growers, artificial neural networks, mul-
tilayer perceptron, self-organizing maps, input relevance analysis, publicly available
meteorological data.

C.1 Introduction

The Andean blackberry (Rubus glaucus Benth.), also known as the Andes Berry or Mora
de Castilla [4] is a fruit native to an area ranging from the northern Andes to the south-
ern highlands of Mexico [120]. It is grown as a commercial crop in Colombia, Ecuador,
Guatemala, Honduras, México and Panamá [50]. It is an important source of income
in hillside regions of Colombia [38]. Productivity varies widely between regions and
also between farms. Furthermore, the crop is harvested continuously during the year
and the productivity varies throughout the year. At the same time growers have little
reliable information on the factors that effect the development and yield of the crop,
and consequently there is a dearth of readily available information on where to grow
the crop and how to effectively manage it.

Research on the Andean blackberry is limited and with the current levels of re-
search intensity it is unlikely that technological packages can be developed for use by
growers based on traditional plot based experimentation varying individual factors
that affect crop production. The heterogeneous growing conditions and the continu-

146



C.1. INTRODUCTION

ous production throughout the year of many tropical crops mean that a large number
of experiments or treatments required to draw firm conclusions concerning the opti-
mum management of the crop under diverse conditions. The situation of a tropical
crop such as the Andean blackberry contrasts strongly with that of, let us say, raspber-
ries in a temperate climate. In the case of most temperate crops, there is a relatively
short and well defined harvest period and all management is geared to optimal pro-
duction in that period. In tropical perennial crops that are harvested throughout the
year, the number of possible combinations of management practices that need to be
tested are enormous. Thus, for example Andean blackberry production during the dry
season may require totally different water and pest management practices to those re-
quired for the same crop in the wet season. A direct consequence of these multiple
management options is continual experimentation by producers of crops like Andean
blackberries. Every time a farmer harvests his crop, there is a unique event, an unrepli-
cated experiment [35]. Experience with sugarcane, which is also a perennial tropical
crop that may be harvested throughout the year in the low latitude tropics, has shown
that by collecting information on crop production produced with the naturally occur-
ring variation in management and the environment, the crops response can be mod-
eled using statistical or best fit models [66]. This approach has later been successfully
applied to another perennial tropical crops, like coffee [92]. Given the scarce available
information and the limited resources for field work research, and the high degree of
heterogeneity in both growth and management, we opted for a data-driven modeling
approach to provide information to growers on how to choose apposite sites for and
to better manage their crops.

Crop models are basically of two types which can roughly be describe as mechanis-
tic simulation models and best fit or statistical models. The mechanistic models have
the great advantage, at least in theory, that they can be extrapolated out of the range of
variation for which data exists as they are based on the basic physiological functions of
the plant and their response to variation in individual parameters in the environment.
Furthermore, variables that affect the observed variation in crop response to changes
in the environment can be identified in causal relationships. However, these mech-
anistic simulation models require detailed knowledge of the functional relationships
between the multiple physiological and other processes involved in crop growth and
development. This knowledge base simply does not exist, and would take years to
develop, for a crop like the Andean blackberry that has received little attention from
researchers in the past. Statistical or best fit models are generally simpler and rely
upon relationships between variations in observed crop growth and development and
variations in the growing conditions. The best fit models, however, have the dual dis-
advantage that they can neither be used to extrapolate beyond the range of variation
encompassed in the initial datasets used to develop the models, and secondly they are
not able to determine whether relationships are causal or merely associations. The best
fit models do, however, have the advantage that they can be constructed with a limited
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knowledge of the myriad individual processes and their interaction with variation in
the environment that determines how a crop grows, develops and finally produces a
useful product. Thus, with insufficient resources to obtain the knowledge required to
develop mechanistic models, and the observation that best fit models have successfully
been used in other crops, this approach was selected for Andean blackberry.

Many of the best fit models used to predict crop yields are developed using existing
information on both crop production and the environment. In the case of small farm
crops, such as the Andean blackberry, information on crop production is not readily
available and certainly cannot readily be associated with the particular environmental
conditions under which a particular crop was harvested. However, as we previously
observed, every harvest is effectively an unreplicated experiment. If it were possible
to characterize the production system in terms of management and the environmental
conditions, and if we were able to collect information on the harvested product of a
large number of harvesting events under varied conditions, it should be possible to
develop best fit models for the production system. Hence, first step in developing
these models was the acquisition of data on Andean blackberry production and the
characterization of the production systems.

Agricultural systems are difficult to model due to their complexity and their non-
linear dynamic behavior. The evolution of such systems depends on a large number
of ill-defined processes that vary in time, that interact with each other, and whose re-
lationships are often highly non-linear and very often unknown [70]. Moreover, the
available information describing these systems frequently includes both qualitative
and quantitative data, the former often difficult to include in traditional modeling ap-
proaches. We surmised that bio-inspired models, such as artificial neural networks, are
an appropriate alternative for developing models that can be used to improve produc-
tion systems.

Artificial neural networks have been successfully used to model agricultural sys-
tems [59, 108, 109]. According to Jiménez et al. [70], these techniques are appropriate
as an alternative to traditional statistical models and mechanistic models, when the
input data is highly variable, noisy, incomplete, imprecise, and of a qualitative na-
ture, as is the case of our Andean blackberry dataset. Artificial neural networks do
not require prior assumptions concerning the data distribution or the form of the re-
lationships between inputs and outputs [105, 95, 91]. They are capable of “learning”
non-linear models that include both qualitative and quantitative information, and in
general, they provide superior pattern recognition capabilities than traditional linear
approaches [90, 109, 93]. They have become a powerful technique to extract salient
features from complex datasets [32, 54]. Furthermore, when dealing with multiple
variables they can be used to produce easily comprehensible low-dimensional maps
that improve the visualization of the data, and facilitate data interpretation [16]. Nev-
ertheless, there are a number of disadvantages concerning the use of artificial neural
networks, some of them are: its “black box” nature, which makes it difficult to interpret
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relations between the inputs and outputs, the difficulty of directly including knowl-
edge of a ecological processes, the tendency to overtrain, and the need for enough data
to be properly trained [109, 105, 95].

An important first step in developing models that explain variation in yield is the
identification of relevant variables that affect yield: identification of these variables
guides the data collection required as inputs into the model.

Several studies identify the most relevant variables, and explain given responses in
agriculture through the use of multilayer preceptrons. For instance, Miao et al. [85] im-
plemented a neural network for identifying the most important variables for corn yield
and quality. Using soil and genetic data, and a sensitivity analysis for each variable,
they demonstrated that the hybrid was the most important factor explaining variability
of corn quality and yield. In another study, Jain [67] reported that the best frost predic-
tion was obtained from the relative humidity, solar activity and wind speed from 2 to
6 h before the frost event. Paul and Munkvold [95] predicting severity of gray leaf spot
of maize (Cercospora zeae-maydis) in corn (Zea mays L.), concluded that the best variables
for predicting severity were hours of daily temperatures, hours of nightly relative hu-
midity, and mean nightly temperature. More recently, Jiménez et al. [71] modeling
sugarcane yield, suggested that crop age and water balance were highly relevant for
the modeling process.

Self-Organizing Maps (SOM) have also been implemented to improve the visual-
ization of input-onput and input-output dependencies. Thus, for example Moshou et
al. [89] found that a waveband centered at 861 nm was the variable which best dis-
criminated healthy from diseased leaves with yellow rust (Puccinia striiformis f. sp.
tritici) in wheat (Triticum spp cv. Madrigal). As another example, Boishebert et al. [39]
pointed out that growing year was an important factor in the differentiation of yield of
strawberry varieties.

Extension agents, expert crop advisers and growers of Andean blackberry have
reached a general consensus that optimum conditions for the crop are: soils with high
of organic matter content and a loamy texture, altitude between 1800 and 2400 m above
sea level, average relative humidity between 70 and 80%, average temperature be-
tween 11 and 18 degree Celsius (◦C), and 1500 and 2500 mm of rainfall per year [50].

The goal of this research was to demonstrate that collection of data from poor small-
scale commercial producers of Andean blackberry and its analysis by means of artifi-
cial neural networks can provide growers with useful information to increase their
productivity.

C.2 Materials and methods

CorporaciÃşn Biotec together with local Andean blackberry producers developed a
simple aid based on a calendar which was used by the farmers to record information
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on the production of each lot planted to blackberries on their farm. The soil charac-
teristics were determined by the soil and terrain evaluation methodology known as
RASTA (Rapid Soil and Terrain Assessment) [10] for 20 different sites in the depart-
ments of Nariño and Caldas in Colombia. The information collected by the farmers on
the calendars and with RASTA was then transferred to the database of the site-specific
agriculture for tropical fruits (AEPS) project. This database includes information on lo-
cation, landrace varieties, yield, harvest time and data on soil characteristics. A total of
488 records of yield from the database were included in the analysis. These records or
“events” provided farmers’ estimates of the quantity (in kilograms) of fruit harvested
per plant for weekly periods (Fig. C.1).

Figure C.1: Variables selected for the construction of the Andean blackberry yield model

Environmental information of landscape and climate was obtained for each site
from a range of secondary data sources. Topography and landscape data was ex-
tracted from the Shuttle Radar Topography Mission (SRTM) [47], using the Version
3 dataset available from the CSI-CGIAR. Long-term averages for monthly tempera-
ture and precipitation were obtained from WORLDCLIM [60], and daily rainfall was
extracted from the 3b42 product of the Tropical Rainfall Measuring Mission (TRMM)
database [20].

C.2.1 Variable selection

The information compiled in the database for Andean blackberry consisted of 28 vari-
ables (Table C.1). This information included categorical variables describing geograph-
ical position (large areas for departments, specific areas for particular localities within
departments) and variety (thorn blackberry or normal blackberry), and environmental
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variables based on landscape, soil and climate (Table C.1). Each yield observation was
associated with the environmental variables taking into account the date of harvest
(Fig. C.1).

Table C.1: Inputs used for development of Andean blackberry yield model. Cat=Categorical
variables. Con=Continuous variables

Input Variable Type Abbreviation Source
1 Thorn or Normal blackberry Cat AB_Thorn_N AEPS
2 Nariño-Caldas (Large geographic area) Cat Nar-Cal AEPS
3 Nariño-la union-chical alto (specific geographic area) Cat Na_un_chical AEPS
4 Nariño, la union,cusillo alto (specific geographic area) Cat Na_un_cusal AEPS
5 Nariño, la union, cusillo bajo (specific geographic area) Cat Na_un_cusba AEPS
6 Nariño, la union, la jacoba (specific geographic area) Cat Na_un_lajac AEPS
7 Caldas Riosucio zona rural (specific geographic area) Cat Cal_riosu_zr AEPS
8 Altitude Con Srtm SRTM
9 Slope Con Slope SRTM
10 Internal drainage Con IntDrain AEPS
11 External drainage Con ExtDrain AEPS
12 Effective soil depth Con EffDepth AEPS
13 Precipitable water of the harvest month Con Trmm_0 TRMM
14 Precipitable water of the first month before harvest Con Trmm_1 TRMM
15 Precipitable water of the second month before harvest Con Trmm_2 TRMM
16 Precipitable water of the third month before harvest Con Trmm_3 TRMM
17 Average temperature of the harvest month Con TempAvg_0 WORLDCLIM
18 Temperature range of the harvest month Con TempRang_0 WORLDCLIM
19 Accumulated precipitation of the harvest month Con PrecAcc_0 WORLDCLIM
20 Average temperature of the first month before harvest Con TempAvg_1 WORLDCLIM
21 Temperature range of the first month before harvest Con TempRang_1 WORLDCLIM
22 Accumulated precipitation of the first month before harvest Con PrecAcc_1 WORLDCLIM
23 Average temperature of the second month before harvest Con TempAvg_2 WORLDCLIM
24 Temperature range of the second month before harvest Con TempRang_2 WORLDCLIM
25 Accumulated precipitation of the second month before harvest Con PrecAcc_2 WORLDCLIM
26 Average temperature of the third month before harvest Con TempAvg_3 WORLDCLIM
27 Temperature range of the third month before harvest Con TempRang_3 WORLDCLIM
28 Accumulated precipitation of the third month before harvest Con PrecAcc_3 WORLDCLIM

C.2.2 Computational models

C.2.2.1 Multilayer perceptron

A multilayer perceptron [24] was used to model Andean blackberry yield, in such a
manner that the output of the neural network, the continuous variable yield, is deter-
mined by the 28 variables we used as inputs. The Back-propagation algorithm [24]
was employed in order to train the neural networks. This algorithm is a gradient de-
scent based optimizer which minimizes the difference between the desired output of
the model (in the training dataset) and the actual output of the network, i.e. the mean
square error (MSE).

In order to provide a mechanism for testing the model performance and to com-
pare different models or network topologies, a training and a validation dataset were
created by random sampling without replacement from the whole dataset. In this way,
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each training step was performed using 80% of the whole dataset, and every testing
procedure to assess model performance, was performed on the remaining 20%. This
method, called “split-sample” or “hold-out” validation, may assess predictive model
performance, but is not recommended in its simplest form for small datasets [57].
However, the split sample procedure can be improved for small dataset by repeating
the “split-sample” procedure several times, and then calculating the resulting perfor-
mance as the average of all the tests made over the different validation subsets. Differ-
ent “flavors”of this method have been used with artificial neural networks [45]. These
include “cross-validation”, “leave-one-out validation”, and “bootstrap validation”.

Network topology is an important issue in training a neural network model. The
selection of the number of neurons in the hidden layer was made by comparing neural
networks having 1,2,3,4,5,6,7,8,9 and 10 hidden units. This comparison was carried out
by simple implementation of a bootstrap validation scheme [45]. Thus, each network
was tested by performing “split-sample” validations 100 times, and then the different
values of the averaged MSE were compared in order to determine the network having
the best performance. The topology with the lowest MSE over the validation subset
had 5 units in the hidden layer neural network (Fig. C.2) and was selected for further
development.

Figure C.2: MSE of artificial neural networks with different number of neurons in hidden layer

An ensemble of 100 networks with the selected topology but with different ini-
tialization was built and tested in order to improve the generalization capabilities of
the model [42, 26]. Neural networks ensembles are less affected by local minima, and
have been shown to outperform their single components [133]. In our case, the source
of diversity among models was the starting point of the Back-propagation algorithm
(random initialization), and the resulting model output was calculated by averaging
the outputs of the 100 individual networks.
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Finally, to identify the variables which contribute most to yield; an analysis was
conducted by means of the relevance metric based on sensitivity described in [107].
This method assesses input relevance by calculating the partial derivative of the output
of the neural network ensemble with respect to each one of the inputs. Input sensitivity
should reflect input relevance because the Back-propagation algorithm finds higher
connection weights to inputs having more relevant information and, in the same way,
attenuates connections from noisy inputs.

C.2.2.2 Self-Organizing Maps

The Self-Organizing Map or SOM [75] is a non-supervised algorithm which combines
clustering and visualization. The SOM maps high-dimensional datasets can be in a
low-dimensional output space (generally a grid of two dimensions) with the SOM
technique: observations with similar characteristics appear clustered together in the
low-dimensional map produced. Such a map facilitates exploratory visual analysis of
the clusters and the relationships between the variables of a complex dataset. How-
ever, a SOM does not preserve distance information. In order to address this problem
the topology is disregarded, and standard clustering methods are applied to the SOM
prototype vectors, and then the clusters are displayed on a lattice [122].

We chose the K-means algorithm to group the observations into a given number
of K clusters. One of the limitations of this technique is the a-priori definition of the
number of clusters, which is frequently unknown. To tackle this drawback, different
K values were tested and then different groups with different number of clusters were
calculated. The optimal number of K was then derived using the Davies-Bouldin in-
dex [37]. The coordinate axes of the lattice are not clearly interpreted in terms of the
original variables. Instead, variables are typically visualized by a “component plane”
representation, where several lattices, one for each variable, are shown side by side.
A lattice with a variable-specific coloring is called a component plane. The compo-
nent plane representation is useful in finding dependencies between variables. These
dependencies are perceived as similar patterns in identical areas of different compo-
nent planes (Figure C.7, Figure C.8, Figure C.9, Figure C.10, Figure C.11, Figure C.12
and Figure C.13). The dependency search can be eased by organizing the component
planes such that similar planes are positioned near to each other [122]. In the present
study, a SOM was used in order to facilitate the visualization of the relations among
the productivity and the 28 environmental and geographical variables, and establish
the values ranges of these variables associated with high, medium and low yield.
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C.3 Results and discussion

C.3.1 Model performance

The neural network model was evaluated to ensure that its performance was accept-
able for our purpose of determining relationship between the yield of the Andean
blackberry and the characteristics of sites where it was grown. To evaluate the model’s
performance we computed the coefficient of determination of the real Andean black-
berry’s yield and the yield predicted by the model using only the data from the “hold-
out” validation dataset (Fig. C.3). The coefficient of determination (0.89) indicates that
the model explained close to 90% of the total variation, which we considered sufficient
to proceed to the next step of determining input relevance.

Figure C.3: Scatterplot displaying multilayer perceptron predicted yield versus real Andean
blackberry yield, using only the validation dataset

The fit between the real yield values and the predicted values taken from the vali-
dation data was close at the low levels of production, but was poor over the range of
69-93 (Fig. C.4). At the same time, the model accurately predicted the expected yields
at high yield levels. This suggests that the model can be used to determine ex ante the
conditions and management associated with high yields and hence to provide farmers
with guidelines on how to obtain high yields. In addition, the model can also deter-
mine site characteristics that are inevitably associated with poor crop performance and
these can be used to indicate to farmers that a particular site and management combi-
nation is not a viable option.
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Figure C.4: Line with markers displaying the fitness of the predicted and real Andean black-
berry yield through the observations from the validation dataset (yield values upwardly ordered)

C.3.2 Analysis of the variables relevance

We assessed the yield response to changes in the 28 variables used in the model by
obtaining the sensitivity of the model output with respect to each one of the inputs.
We used the relevance metric based on sensitivity described in [107], which expresses
the amount of change of the output with the variations of the inputs. The nine most
important variables identified by the sensitivity metric were: soil depth, the average
temperature of the first month before harvest, the specific geographical areas Nariño-la
union-chical alto and Nariño-la union-cusillo bajo, the average temperature of the har-
vest month, the average temperature of the second month before harvest, the average
temperature of the third month before harvest, external drainage and the accumulated
precipitation of the first month before harvest (Figure 5). There was a moderately sharp
drop off of the sensitivity after the ninth variable (see Figure C.5). A Wilcoxon test at
an alpha level of 5% (Table C.2) indicated that the means of this group of nine variables
were significantly different (p = 0.0001) from the rest of the variables. Hence, the nine
most important variables were selected for further analysis.

Table C.2: Wilcoxon test at an alpha level of 5% comparing means of relevance between the nine
most important variables identified by the sensitivity metric and means of the rest of variables

T T(expected value) T(variance) Z(observed value) Z(critical value) Two-tailed p-value
171.000 85.500 527.250 3.724 1.960 0.0001
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Figure C.5: Sensitivity distribution of the model with respect to the inputs

C.3.3 Visualization of the relations between the variables found as
relevant by the sensitivity metric and clusters with similar pro-
ductivity of Andean blackberry

To further analyze the effects of the nine variables, a Kohonen map was trained with
the same observations we employed to train the multilayer perceptron. The result-
ing bidimensional map is composed of vector prototypes which associate topological
information of the original 28 variables with Andean blackberry yield (Figure C.6a).
These prototypes were clustered by using the K-means algorithm. According to the
Davies-Bouldin index, the map was divided into 6 clusters exhibiting similar features
that influence Andean blackberry productivity (Figure C.6b).

C.3.4 Component planes and variable dependencies

In order to improve the visualization of the dependencies between the clusters shown
in the Kohonen map (Figure C.6b) the “component planes” of Andean blackberry pro-
ductivity (Figure C.7a), and the variables previously identified as the most relevant
for modeling Andean blackberry yield: effective soil depth (Figure C.8), the average
temperature of the harvest month, the average temperature of the first, second and
third months before harvest (Figure C.9), two specific geographic areas (Figure C.10
and Figure C.11), external drainage (Figure C.12), and the accumulated precipitation
of the first month before harvest (Figure C.13), were separated from the Kohonen map
and displayed as lattices.
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Figure C.6: Kohonen map showing the resulting clusters. (a) U-matrix displaying the distance
among prototypes. The scale bar (right) indicates the values of distance. The upper side exhibits
high distances, whilst the lower displays low distances. (b) Kohonen map displaying the 6
clusters obtained after using the K-means algorithm and the Davies-Bouldin index

Figure C.7: (a) Component plane of Andean blackberry yield, the scale bar (right) indicates
the range value of productivity in kg/plant/week .The upper side exhibits high values of yield,
whereas the lower displays low values. (b) Kohonen map displaying the resultant 6 clusters and
their labels according to yield values
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Figure C.8: Component plane of effective soil depth. The scale bar (right) indicates the range
value in centimeters of soil depth, the upper side of the scale exhibits high values, whereas the
lower displays low values

Figure C.9: Components planes of the averages temperature: (a) temperature of the harvest
month, (b) average temperature of the first month before harvest, (c) average temperature of the
second month before harvest, and (d) average temperature of the third month before harvest. In
all figures, the scale bar (right) indicates the range value in ◦C of temperature. The upper side
exhibits high values, whereas the lower displays low values
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Figure C.10: Component plane of the specific geographic area Nariño-la union-chical alto. The
highest values indicate presence and the lowest absence as they are categorical variables

Figure C.11: Component plane of the specific geographic area Nariño-la union-cusillo bajo. The
highest values indicate presence and the lowest absence as they are categorical variables
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Figure C.12: Component plane of external drainage. In the scale bar (right), the highest value
3 indicates excellent or fast drainage, 2 moderate drainage, and 1 poor or slow drainage

Figure C.13: Component plane of the accumulated precipitation of the first month before har-
vest. The scale bar (right) indicates the range value in millimeters of rainfall, the upper side of
the scale exhibits high values, whereas the lower displays low values
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C.3.4.1 Productivity plane

Yields greater than 1.16 kg/plant/week were associated with regions in cluster 2 on the
Kohonen map (Figure C.7a and b). Yield values between 0.0018 and 1.16 kg/plant/week
correspond to clusters 1, 3, 4, 5 and 6 in the Kohonen map. Being 3, 4, 6 the clusters
with lowest yields.

C.3.4.2 Effective soil depth

Values of soil depth greater than 70 centimeters (cm) are associated with clusters 3, 4
and 6 (Figure C.8) which are all associated with low yields. In contrast, a soil depth
between 40 and 70 cm appears to be related to medium to high yield clusters (1, 2, 5).
The cluster with the highest yields had soil depths in the range of 60-70 cm suggesting
that this level of soil depth is optimal, and that an effective soil depth greater than
70 cm is not necessary to obtain high yields. Franco and Giraldo [50] stated that for
optimal Andean blackberry development, soil depth should be deep enough to allow
soil moisture retention without problems of water logging. We suggest that although
soil depths above 70 cm were associated with low yields in this study this is probably
due to other factors associated with the deeper soils.

C.3.4.3 Average temperature of the harvest month and average temperatures of the
first, second and third months before harvest

The Kohonen maps for temperature of the first, second and third months before har-
vest were similar (Figure C.9). The multilayer perceptron showed that the average tem-
perature of the first month before harvest was more important than the others temper-
atures (that occurs due to small differences captured to better fit the output). However,
the similarity of the components of temperature is probably due to the low monthly
variation in temperature under the equatorial conditions of this study. The similarity of
the temperature patterns induced us to analyze them as a group rather than separately.
It is immediately evident that cluster 6 with temperatures of about 24 ◦C is not suitable
for high yields of blackberries (Figure C.9). Clusters 1, 2 and 5 with medium to high
yields are related to temperatures between 16 and 18◦C (Figure C.9) and low yields
appear to be associated with temperatures in the range of 14-15◦C. Andean blackberry
experts suggest the optimal temperature for a healthy growth of this crop is between
11 and 18 ◦C. We suggest a narrower temperature range with 16-18 ◦C associated with
high yields and lower yields as the temperature moves above or below this range.

C.3.4.4 Geographic areas as proxy for crop management

Proxies can be used to estimate the effect of either immeasurable or unobservable vari-
ables on a given phenomenon [115, 111, 56, 8, 48, 88]. In our study, geographical areas
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were integrated into the model with the aim of capturing the effect of variables that
were not measured. The geographical proxies were added to the analysis specifically
to take into account management and social factors which were not captured by the
data collection process and which are likely to be related to the geographic location
of a site. For example, farmers from a given locality are likely to use similar manage-
ment practices that will differ from those used by other communities living in distant
localities. The localities Nariño-la union-chical alto (Figure C.10), and Nariño-la union-
cusillo bajo (Figure C.11) were associated with cluster 2 which is characterized by the
highest yields. Whilst the association with high yields could be a consequence of spe-
cific local environmental conditions not accounted for by the environmental variables
used in the model, we suggest that is more likely that they are due to particular crop
management practices related to local knowledge and socio-economic circumstances.
In sugarcane certain groups of farmers consistently obtain higher yields than others
even in the same edapho-climatic conditions [66]. The difference is due to better man-
agement by certain groups which is related to socio-economic factors including access
to knowledge on optimal production practices.

C.3.4.5 External drainage and accumulated precipitation of the first month before
harvest

Scrutiny of the external drainage lattice (Figure C.12) gave no obvious clues as to
how drainage affects the yield of blackberries. In fact medium yield in cluster 5 is
associated with poor external drainage and in cluster 2 with high yields the external
drainage is highly variable. However, in all clusters with medium or high yields poor
external drainage is associated with low precipitation of the first month before har-
vest (Figure C.13): not only does this appear to be true from the Kohonen maps, but
it also makes agronomic sense. Good external drainage is evidently more important
when rainfall is greater. This example clearly indicates how the visual inspection of
the Kohonen maps can assist in understanding how various factors effect the growth
and development of the crop and the interactions between them. Further inspection
of Figure C.12 and Figure C.13 indicate that excellent external drainage is not suffi-
cient to overcome the effects of high or moderate precipitation with moderate external
drainage in cluster 3. Overall there was a tendency for low rainfall to be advantageous
but there were exceptions. However, when the two variables, precipitation of the first
month before harvest and external drainage are taken together it is clear that low rain-
fall accompanied with varied external drainage conditions can provide good yields,
but that heavier precipitation of the first month before harvest with poor drainage is
not conducive to high levels of productivity.
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C.4 Conclusions

Data collected by small farmers in the Andes couple with information from existing
data bases was successfully used to characterize specific production events and to re-
late production to site and time specific events. The analysis approach focuses first
on identifying those variables that explain most of the yield variability by means of
artificial neural networks (multilayer perceptron), and then using the Self-Organizing
Maps as a tool for dimensionality reduction and visualization of input-input and input-
output dependencies.

Artificial neural networks were found to be an effective tool for managing the
highly variable, noisy, and qualitative nature of agricultural information collected by
farmers and linked to publicly available climate databases. Multilayer perceptrons
were used to develop a model based on dataset with 28 variables. This model ex-
plained close to 90% of the variation in a validation set. Sensitivity analysis was
used to identify the most important variables in determining variation in yield. Self-
Organizing Maps were then used to group Andean blackberry yield from different
sites according to similarity of growth conditions and management. Data was not
available to directly evaluate management practices, so localities were used as a proxy
for management. The SOM provided a straightforward manner to visualize the dis-
tribution of the variables that affected yield. “Component planes” generated by SOM
illustrated the association of these variables with yield and identified two geographic
areas as highly productive. The optimal conditions for high yields are an average tem-
perature between 16 and 18 ◦C, an effective soil depth between 60 and 70 cm, and low
rainfall during the first month before harvest in poor external drainage locations or
moderate to low rainfall in better drained areas.

The identification of geographic areas with higher yields than those that would be
expected solely from the environmental conditions suggests that the farmers in those
geographical areas were managing their crops particularly effectively. However, there
was not sufficient information to precisely determine which management factors led
to the high yields. At the same time the mere identification of areas with farmers that
properly manage their crops, offers the chance for these farmers to disseminate their
knowledge to other farmers with similar environmental conditions so that they too can
improve yields.
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