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Résumé

Le sol est une ressource naturelle essentielle et le compartiment biologique le plus actif de la
biosphère. Les sols sont les supports de l’agriculture et de la sylviculture, et ils abritent des
processus hydrologiques qui contrôlent en grande partie la recharge des eaux souterraines.
La structure ou l’architecture du sol, c’est-à-dire, la liaison et la disposition des constituants
du sol entre eux, est un paramètre important pour les fonctions hydro-écologiques du sol.
Malgré son importance, la structure du sol reste difficile à caractériser, en particulier à des
échelles pertinentes pour les applications sur le terrain. Typiquement, la caractérisation
de la structure du sol est faite à partir de mesures en laboratoire sur des échantillons de
sol ou de mesures ponctuelles épisodiques, ce qui offre des perspectives limitées sur les
variations spatiales et temporelles de la structure du sol. La motivation de cette thèse repose
sur le besoin en techniques de caractérisation pour fournir des informations sur la structure
du sol à des échelles spatiales pertinentes pour l’exploitation agricole et pour guider des
stratégies de maintien de structure de sol favorable. Ainsi, l’objectif principal de cette thèse
est d’évaluer le potentiel de l’utilisation des méthodes géophysiques pour la caractérisation
de la structure du sol, soit directement (via l’impact des pores du sol, du transport et des
propriétés mécaniques sur les signaux géophysiques), soit indirectement par la mesure de
variables de substitution (humidité, taux de drainage). Premièrement, nous avons identifié
les méthodes géophysiques qui présentent le plus grand potentiel pour caractériser les états
mécaniques et hydrauliques liés à la structure du sol. Pour cela, nous avons choisi la méthode
sismique pour sa sensibilité inégale aux caractéristiques mécaniques du sol et la méthode de
résistivité en courant continu pour sa robustesse et sa sensibilité connue à la teneur en eau du
sol et aux caractéristiques du réseau poreux. Nous présentons des avancées sur les approches
intégratives combinant le suivi de données sur le terrain et la modélisation physique des
signatures sismiques et géoélectriques qui permettent l’interprétation des signaux mesurés
en termes de structure du sol. Ces systèmes ont été testés sur le site expérimental du Soil
Structure Observatory (SSO), situé à proximité de Zürich, Suisse. Le SSO est un site d’études
expérimentales sur le long terme conçu pour étudier l’évolution des propriétés du sol après un
événement de compactage qui a eu lieu au printemps 2014. Nous avons collecté des données
géophysiques au SSO en nous concentrant sur quatre parcelles expérimentales : sol nu non
compacté et compacté, sol herbeux non compacté et compacté. Nous avons développé un
nouveau modèle pédophysique pour interpréter les propriétés sismiques macroscopiques
en termes de structure du sol. Basé sur des modèles de rhéologie du sol, notre modèle
pédophysique capture les signatures mécaniques subtiles du sol en tenant compte de la
déformation plastique du sol lors des événements de compactage. Ce modèle pédophysique
est utilisé pour interpréter les vitesses des ondes P mesurées durant le printemps et l’été 2019.
Les vitesses de l’onde P observées portaient une forte empreinte dûe au compactage du sol
et étaient environ 30 % plus élevées pour les sols compactés que pour les sols non compactés.
Les vitesses de l’onde P ont été bien prédites en utilisant la zone de contact entre les agrégats
comme principale caractéristique pour identifier les structures du sol. Le modèle a inféré
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des zones de contact entre les agrégats qui sont 2,9 fois plus grandes pour les sols compactés
que pour les sols non compactés, ce qui indique que les sols ne se sont pas rétabli suite au
compactage. Nous avons collecté les données de résistivité au cours du printemps et de l’été
2018. Afin d’interpréter ces données, nous avons développé une approche de modélisation
qui combine un nouveau modèle pédophysique de propriétés électriques du sol avec un
modèle unidimensionnel d’écoulement d’eau et de transfert de chaleur. Cette approche
comprend un modèle d’évaporation spécifique à la structure du sol. Les données brutes de
résistivité ont révélé que le compactage du sol entraîne une diminution persistante de la
résistivité électrique du sol (ª 15%). Ces différences sont bien reproduites par notre modèle
pédophysique en invoquant une réduction de la macroporosité et de sa connectivité par le
compactage. Les données de réflectométrie temporelle (TDR) et de résistivité ont révélé que
les sols compactés (sol nu et sol herbeux) sont généralement plus secs (i.e., ils présentent
des pertes d’eau plus importantes) que les sols non compactés. Pour expliquer cela, nous
invoquons des différences de propriétés d’évaporation pour reproduire qualitativement les
différences de stockage de l’eau entre les sols compactés et non compactés. Ce travail de
recherche est une première étape dans l’utilisation des méthodes géophysiques pour relever
le défi de longue date qu’est la quantification de la structure du sol, pour pouvoir apporter
des informations pour la recherche en agronomie, diagnostiquer la dégradation chronique
du sol (compactage) et aider à calibrer les modèles de surface terrestre (Land Surface Model,
LSM) qui reposent sur des informations incomplètes. La thèse fournit également un plan
pour l’intégration future de la géophysique et de la recherche pédologique grâce au suivi des
données combiné à la modélisation.

Mots clefs : Structure du sol, physique du sol, compactage du sol, méthodes géophysiques,
pédophysique, suivi géophysique.
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Abstract

Soil is a critical natural resource and the most biologically active compartment of the bio-
sphere. Soils support global agriculture and forestry and they host hydrological processes
largely controlling the recharge of the world’s groundwater resources. Soil structure or archi-
tecture, referring to the binding and arrangement of soil constituents, is an important trait
that supports a wide array of soil hydro-ecological functions. Despite its importance, soil
structure remains difficult to define and characterize particularly at scales relevant to field
applications. Typically, soil structure characterization relies on laboratory measurements on
core samples or on episodic small scale field measurements, offering limited perspectives on
the spatial and temporal variations of soil structure. The motivation of this thesis rests on
the need for characterization techniques that provide soil structure information at relevant
spatial scales (e.g., for applications in agricultural operation and management) and can guide
strategies to maintain favorable soil structure. Thus, the main objective of this thesis is to eval-
uate the potential of harnessing geophysical methods to fill the scale-gap in characterization
of soil structure and to propose a way forward in using geophysical methods to character-
ize soil structure directly (via impact of soil pores, transport and mechanical properties on
geophysical signals), and indirectly by measurement of surrogate variables (wetness, rates
of drainage). First, we identify the geophysical methods that hold the largest potential for
characterizing soil structure-related mechanical and hydraulic states. For this, we chose the
seismic method for its unmatched sensitivity to the soil mechanical traits and the Direct Cur-
rent (DC)-resistivity method for its robustness and known sensitivity to the soil water content
and pore network characteristics. We present advances on integrative frameworks combining
field monitoring and physically-based modeling of seismic and geoelectrical signatures that
enable interpretation of measured signals in terms of soil structure. These frameworks were
tested at the Soil Structure Observatory (SSO) experimental field site, located in the vicinity
of Zürich, Switzerland. The SSO is a long-term experiment designed to study the evolution of
soil properties following a compaction event in the spring of 2014. We monitored geophysical
data at the SSO focusing on four experimental plots: non-compacted and compacted bare
soil and non-compacted and compacted ley. We developed a new pedophysical model to
interpret macroscopic seismic properties in terms of soil structure. Based on soil rheology
models, our pedophysical model captures subtle soil mechanical signatures by accounting
for soil plastic deformation during compaction events. This pedophysical model is used to
interpret P-wave velocities monitored in the spring and summer of 2019. The monitored
P-wave velocities carried a strong imprint of soil compaction and were roughly 30% higher
for compacted soils than for non-compacted soils. The P-wave velocities were well predicted
using the contact area between aggregates as the main characterizing feature differentiating
soil structure. The model inferred contact areas between aggregates that are 2.9 times larger
for compacted than for non-compacted soils. We monitored DC-resistivity data in the spring
and summer of 2018. In order to interpret these data, we developed a modeling scheme that
combines a new pedophysical model of soil electrical properties and a one-dimensional water
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flow and heat transfer model. This framework includes a soil-structure specific evaporation
model. Raw DC-resistivity data revealed that soil compaction leads to a persistent decrease
in soil electrical resistivity (ª 15%). These differences are well reproduced by our proposed
pedophysical model by invoking a reduction of macroporosity and its connectivity by the
compaction event. Time-Domain Reflectometry (TDR) and DC-resistivity data revealed that
compacted soils (both bare soil and ley) are typically drier (i.e., present greater water losses)
than non-compacted soils. To explain this, we invoke differences in evaporation properties to
qualitatively reproduce differences in water storage between compacted and non-compacted
soils. The monitored seismic and geoelectrical data suggest that soil properties have not yet
recovered from compaction. The research reported here is a first step for harnessing geophys-
ical methods to address a long standing challenge of soil structure quantification to inform
agronomic activities, diagnose chronic soil degradation (compaction) and help calibrate
Land Surface models that rely on currently incomplete soil information. Most importantly,
the thesis provides a blueprint for future integration of geophysics and soil research through
combined monitoring and modeling.

Key words: Soil structure, soil physics, soil compaction, geophysical methods, pedophysics,
geophysical monitoring.
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Chapter 1

Introduction

1.1 Preamble

Soils are remarkably complex systems. They form the most biologically active compartment
of the Earth, they are the host that supports the formation and extraction of agricultural
and forestry resources and serve as an interface for interactions between the atmosphere,
biosphere, rhizosphere and lithosphere (thus, playing an important role in water, carbon
and nutrient cycles). It is estimated that a ton of soil (ª0.5 m3) harbors up to four million
different biological species (predominately bacteria), twice as many as those found in all
oceans combined (Curtis et al., 2002). Studies suggest that soil greenhouse gasses (GHG)
emissions by bacterial activity (occurring under anaerobic conditions in about 1% of the soil
volume) represent a substantial portion of the global GHG emissions (e.g., responsible for up
to 60% of the global emissions of nitrous oxide; Conrad, 1996). Agricultural soils (about one
third of all global terrestial surfaces; Ramankutty et al., 2008) are essential for securing food
demands of a growing population (Blum and Swaran, 2004). They store nutrients and water
for plants and provide mechanical support for plant growth (Aitkenhead et al., 2016), thereby,
being essential for global agriculture. In addition, agricultural lands might serve as carbon
sinks and could help mitigating climate change (Whitmore et al., 2015). Fresh water resources
conservation and management practices rely largely on key physical processes occurring in
soil systems. Agricultural irrigation, rainfall water infiltration and drainage, soil evaporation
and plant transpiration are processes affecting the Earth’s water balance. Current practices
of agriculture and water use may ultimately lead to depletion of groundwater resources
(Aeschbach-Hertig and Gleeson, 2012; Foster et al., 2017). Costanza et al. (2014) estimated
the global economic value of soil services to average $125 trillion/year in 2011 (see Figure
1.1), exceeding the global gross domestic product (GDP) of $75 trillion/year for the same
year. The value of soil services provided in the study by Costanza et al. (2014) are lower than
previous estimations (Costanza et al., 1997). By comparing both studies, Costanza et al. (2014)
suggested that from 1997 to 2011 there was a loss in the economic value of soil services of
$4.3-20.2 trillion/year due to land use change. The examples provided above illustrate how
and why soils are of paramount importance for the World’s ecology and human well-being
(and economy). Humankind faces major challenges in developing strategies for sustainable
use and management of soils. This relies on the identification of key attributes for healthy
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soils and understanding how such attributes are impacted by land management practices
and natural factors.

Figure 1.1 – Map of global annual ecosystem services in 2011. Taken from Costanza et al.
(2014).

Soil structure is a soil attribute with a major impact on soil functions (e.g., Rabot et al.,
2018). Soil structure refers to the spatial arrangement of solid constituents (minerals and
organic matter) and voids of soil (Dexter, 1988). Soil hydro-mechanical traits are used as
metrics for soil structure, including transport properties (saturated hydraulic conductivity,
gas diffusivity, and infiltration capacity), water storage and mechanical penetration resistance
(Or et al., 2021). A desirable soil structure is a fragile product of biological activity including
soil microbial communities (Curtis et al., 2002), mesofauna (e.g. earthworms, termites)
and vegetation (Oades, 1993). These organisms largely contribute to the development and
maintenance of healthy soil structure (Young et al., 1998; Colombi et al., 2018). A well-
developed healthy soil structure facilitates water and oxygen fluxes through the soil and
makes these fluids available to plants, thereby, helping plant growth, promoting nutrient
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recycling and groundwater recharge (Maximilian et al., 2009; Beven and Germann, 2013;
Rabot et al., 2018).

In contrast with biotic processes promoting favorable soil structure, climatic factors (freezing-
thawing, wetting-drying) or anthropogenic activities may produce soil structure breakage
and/or degradation. Tillage operations are an example of soil structure breakage (Figure
1.2a), turning naturally developed soil structure volumes into small fragments (Or et al.,
2021). Similarly, soil compaction is an example of soil structure degradation with adverse
environmental consequences. Soil compaction is produced by cattle movement, or usage
of agricultural, forestry, military, construction and other off-road vehicles, leading to the
collapse of biologically developed pore networks. Such poor soil structure restricts water
infiltration and gas exchange, thereby, resulting in water runoff, soil erosion and unfavorable
anoxic conditions that limit plant growth and may trigger greenhouse gas emissions by
anaerobic bacterial respiration (Jordanova et al., 2011; Berisso et al., 2012; Nawaz et al., 2013;
Chen et al., 2014). Several processes and mechanisms affect soil structure over multiple spatial
and temporal scales. Despite the accumulated knowledge about soil structure degradation,
our knowledge of soil structure generation, formation and recovery remains limited (Keller
et al., 2017). One reason for this is that methods for characterization of soil structure (based
on soil sampling, laboratory measurements and point-wise field assessments) are invasive,
provide fragmentary information in time and space and offer a limited capacity to evaluate
soil structure evolution under natural conditions. Annual tillage operations (Figure 1.2b), the
largest geo-engineering activity on Earth, illustrate the discrepancy between spatial scales
for traditional characterization and the gigantic spatial scales at which soil structure are
modified annually. This calls attention to the need of characterization methods operating at
larger scales.
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Figure 1.2 – (a) Conceptual representation of soil structure as affected by tillage showing
natural soil structure shaped by soil-fauna-vegetation-climate feedbacks (left panel) and
tilled soil structure characterized by mechanical fragmentation of the top layer (right panel)
(from Or et al., 2021). (b) Annual tillage area (km2/pixel) in global agricultural lands (from
Porwollik et al., 2019).

This thesis aims at demonstrating how selected geophysical methods can be used to cap-
ture soil structural features, thereby, complementing traditional methods in a minimally
invasive fashion. Geophysical methods can provide valuable complementary information
for mapping dynamics and spatial variations of soil structure, and advance our understand-
ing and monitoring capabilities of soil-structure driven physical processes. Thus, adapting
geophysically-based soil structure characterization can help to bridge the gap in spatially and
temporal limitations of traditional characterization methods. In order to harness geophysi-
cal methods for this challenging task, we developed frameworks that integrate geophysical
monitoring with numerical modeling of soil processes and their geophysical signatures. The
frameworks presented in this thesis include advances on pedophysical modeling linking soil
structure with macroscopic geophysical properties. These models are based on conceptual
geometrical models of soils. Specifically, we focused on seismic methods to characterize soil
mechanical properties, and electrical methods to study soil structure effects on the soil water
regime. The geophysical methods and associated frameworks presented in this thesis are
used to interpret soil structure using geophysical data from compacted and non-compacted
agricultural soils, yet, the methodologies are general and can be used in other contexts.
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1.2 Characterization of soil structure: Traditional methods

1.2.1 Soil structure: metrics and challenges

Soil structure remains challenging to define and characterize. This is partly because soils
sharing the same texture (size distribution and fractions of primary soil particles) and similar
bulk properties may have substantially different in soil structure. In this thesis, we primarily
consider soil structure represented by soil water and gas transport properties (saturated
hydraulic conductivity and hydraulic conductivity function), soil water retention properties
and soil mechanical impedance (penetration resistance) (Or et al., 2021). Other surrogate
variables in use are related to pore-network characteristics, the geometrical arrangement of
the soil’s solid phase and soil indicators of biological activity (Kutílek, 2004; Rabot et al., 2018;
Or et al., 2021). Clearly, soil water transport and retention properties are strongly linked to
pore size distribution and pore connectivity. The soil mechanical impedance, a proxy for the
mechanical resistance of soils to mesofauna and plant root activity, is linked to the soil solid
phase forming aggregates (primary soil particles held together by cohesive forces, secondary
particles and organic matter) and the soil frame.

Figure 1.3 illustrates that soil structure is elusive, invisible to the eye and soil bulk proper-
ties may mask important soil structure aspects. The data are taken from a controlled soil
compaction field experiment in which compaction by agricultural machinery was inflicted
to selected soil plots. This experiment is described in detail by Keller et al. (2017), which is
provided in Appendix A of this thesis. Figure 1.3 compares data from non-compacted and
compacted agricultural soils, and illustrates the sensitivity of selected soil properties to soil
structure variations by compaction. Soil compaction exerts a dramatic effect on soil surface
water infiltration. Similarly, soil water and gas transport properties (relative gas diffusion
coefficient and saturated hydraulic conductivity) and soil penetration resistance are strongly
affected by soil compaction. In contrast, the soil bulk properties (soil bulk density and total
porosity) present relatively-speaking small impacts on soil compaction. Data presented
in Figure 1.3 were measured on soil samples in the laboratory, except for the penetration
resistance and soil surface water infiltration that were measured in-situ.

5



Figure 1.3 – Metrics of non-compacted soil structure relative to compacted soil structure.
Data are from a soil compaction field experiment presented by Keller et al. (2017). Data
from compacted soils were measured shortly after experimental compaction. The numbers
in the parenthesis indicate the soil depth for soil samples. The values of soil penetration
resistance are averaged between 5 and 15 cm. The horizontal value presents the log10 of the
ratio between values from non-compacted and compacted soils.

An extended discussion concering general challenges related to soil structure characterization
can be found in Chapter 2 and in Or et al. (2021). In the following, we provide a summary
of operational principles of three traditional approaches for soil structure characterization:
(1) methods based on soil sampling, (2) methods involving field assessment of soil physical
properties and (3) visual evaluation methods. Relevant studies in which these methods
are used are highlighted and the advantages and limitations of these methods are briefly
discussed.

1.2.2 Soil core sampling

Soil sampling is one of the most common practices for characterization of soil properties.
Sampling refers to the act of selecting a subset of elements (soil sample locations) whose
properties are assumed to be representative of a given region (the targeted land area of study).
Soil samples are typically collected with the core method (Figure 1.4a), in which a cylindrical
metal sampler is driven into the soil to remove a known soil volume for further laboratory
analysis. Sampling design (Figure1.4b) is the process of selecting the sampling locations
(spatial coordinates) using a given approach. These approaches are often based on statistical
methods, convenience, prior knowledge of the researcher or guided by the research goals of
the study (Carter and Gregorich, 2007).
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(a) (b)

Figure 1.4 – Soil core sampling. (a) Cylindrical soil sampler for obtaining undisturbed soil
sample (from Holpp et al., 2010). (b) Example of sampling design in a rectangular grid (from
Carter and Gregorich, 2007). The diamond-shaped symbols represent the locations at which
samples are collected.

Understanding water flow in partially-saturated soils is one of the major challenges in soil
physics. Laboratory measurements advance such knowledge by offering detailed information
of hydraulic properties. For this reason, laboratory measurements are commonly used to
study soil structure dynamics and its impact on soil hydraulic properties, for example, in
response to anthropogenic (Peng and Horn, 2008; Martínez et al., 2016; Keller et al., 2017)
and biological perturbations (Kroener et al., 2014). Similarly, laboratory measurements of
bulk density are often used to study effects of soil compaction (Håkansson and Lipiec, 2000)
and soil mesofauna in soil structure (Stirzaker et al., 1996). In addition, X-ray computer
tomography techniques provide very detailed information about the links between the in-
tricate pore-system of soils and its hydraulic properties (Helliwell et al., 2013; Naveed et al.,
2016; Schlüter et al., 2014). However, there are a number of limitations that are inherent to
soil sampling and related measurements of soil physical properties. Soil sampling provides
only fragmentary information about the spatial variability and temporal variability of soil
properties. It is invasive and measures soil properties in small volumes and under controlled
(non-natural) conditions. Soil cores may not adequately represent the soil structure of the
bulk soil, for example, because of dead-end pores resulting from the finite sample volume or
alterations in soil structure due to sampling. This may lead to biased estimates of soil trans-
port properties (Mertens et al., 2005). More details about laboratory measurement techniques
for saturated hydraulic conductivity, water retention properties, bulk density, total porosity,
air permeability and gas diffusion can be found in Carter and Gregorich (2007); Martínez et al.
(2016); Klute and Dirksen (1986).
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1.2.3 In-situ soil measurements

Field-based methods measure soil properties under natural conditions, thereby, aiming at a
more realistic quantification of in-situ soil properties and improved prediction capabilities
of models of soil processes relying on such physical properties. Herein, we present two
examples of such in-situ measurements of soil structure: soil mechanical impedance and soil
surface infiltration.

Soil mechanical impedance is assessed in the field by the so-called cone penetrometer test
(CTP, Lunne et al., 1997). It utilizes a device consisting of a rod with a conical tip that is
mounted onto a force transducer. The conical tip is pushed through the soil and the resulting
force measured over the displaced depth is used to infer the cone penetration resistance
stress, typically by dividing the force by the active area of the cone (Figure 1.5a). For practical
applications, CPT is used to assess the suitability of soils for plant root growth and earthworm
burrowing (Bengough and Mullins, 1990; Ruiz et al., 2015). The test is often used to deduce
the mechanical properties related to soil compaction (Perdok et al., 2002; Webb, 2002; Gregory
et al., 2007; Oleghe et al., 2017).

Figure 1.5 – Examples of in-situ measurements of soil properties. (a) Cone penetrometer
test for measuring mechanical properties of soils. Photo from the experiment by Keller et al.
(2017). (b) Disc permeameter for measuring surface infiltration and saturated hydraulic
conductivity of soils. Credits to http://vro.agriculture.vic.gov.au.

There exist several field-based methods to estimate infiltration and soil hydraulic properties.
Most methods involve controlled infiltration experiments with known flow geometry, intake
area, flow rate and boundary conditions (see e.g., Figure 1.5b). Soil hydraulic properties are
then inferred from time and flux measurements (Perroux and White, 1988). Although they
offer advantages over soil sampling and associated laboratory measurements, information
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derived from in-situ soil measurements remains limited in terms of spatial and temporal
resolution, often involving invasive practices (e.g., excavation for measurements of hydraulic
conductivity) and limited perspectives for understanding soil structure dynamics at the same
locations.

1.2.4 In-situ visual evaluation

Visual soil evaluation (VSE) methods offer complementary information to asses of soil struc-
ture and soil characteristics at spatial scales that are typically larger than the above-mentioned
methods (Guimarães et al., 2017). VSE methods are subdivided into profile methods (Fig-
ure 1.6a) and spade methods (Figure 1.6b). Spade methods involve the extraction of a soil
block from the soil surface with a spade, that is subsequently broken manually to produce
aggregates. The aggregates are then described in terms of characteristics such as visual
porosity, macroporosity and size of aggregates, and their mechanical resistance to manual
breakage. These characteristics are classified using photographs for scoring the soil structure
(Munkholm, 2000). Spade methods are relatively simple evaluation techniques for soil struc-
ture characterization. They require little methodological training for successful application
(Guimarães et al., 2017). Profile methods (e.g., "profil cultural", Figure 1.6a) aim at delineat-
ing lateral and vertical heterogeneities in soil structure along a soil profile that are typically
associated with tillage, compaction and weathering. Some of the elements that are used for
morphological discrimination of soil zones are the degree of compaction, spatial arrange-
ment of clods (aggregate of large size), aggregates, voids, cracks and organic residues (Boizard
et al., 2017). Spade methods provide a rapid field assessment of soil structure, whereas soil
evaluation methods offer valuable two-dimensional information of soil structure. This infor-
mation can be used to improve our knowledge of management practices and the conceptual
description of soils for numerical modeling of soil processes (Keller et al., 2013a). Limitations
of these methods are related to their highly invasive and subjective nature and that they only
provide empirical information.
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(a) (b)

Figure 1.6 – Examples of visual evaluation methods. (a) Detailed profile methods for delin-
eating zones with soil different properties (from Boizard et al., 2017). (b) Spade method for
deriving statistical properties of soils (from Guimarães et al. (2017)).

1.3 Geophysical methods for soil structure characterization

Geophysical methods provide information about earth properties, lithological units, and
processes that are often unavailable by any other means. Geophysical methods are used
in many research fields including oil, gas and mineral exploration (Telford et al., 1990),
vulcanology studies (Rosas-Carbajal et al., 2016), risk assessment of natural hazards (Whiteley
et al., 2019), groundwater exploration and management research (Hubbard and Linde, 2011;
Binley et al., 2015), critical zone research (Parsekian et al., 2015) and soil science (Grandjean
et al., 2009a; Allred et al., 2008).

In the context of soil science and soil structure, the vast majority of studies linking geophysical
properties to soil structure are empirical and we lack a systematic approach to characterize
soil structure with geophysical methods. In Chapter 2, we provide a comprehensive review
of how geophysical methods can be used for soil structure characterization. Therein, we
describe challenges associated with characterization of soil structure, we highlight selected
geophysical methods and their potential for such tasks. We focus on the physical properties
these methods are sensitive to and provide a discussion about the opportunities and potential
research avenues for geophysical characterization of soil structure. The main opportunities
can be summarized as:

1 Pedophysical models.
The development of specific pedophysical relationships is needed to include effects
of soil structure on macroscopic geophysical properties and associated geophysical
signatures.
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2 Combination of geophysical methods.
Combining different geophysical methods can offer enhanced information of soil
structure and/or related soil processes by capitalizing on complementary sensitivity to
different soil properties or states.

3 Survey design and spatial scaling of soil structural features.
Geophysical methods could offer chracterization of soil structure over spatially exten-
sive scales. For this, the development of mapping strategies are needed. The design of
experimental setups and instruments using geophysical principles needs to be revised
to enable accurate imaging at large horizontal scales.

4 Soil dynamic responses and hydrogeophysical modeling.
Soil structure can be indirectly inferred through geophysical monitoring. This is done
by assessing its impact on soil states (e.g., water regime) captured by geophysical
properties sensitive to such dynamics.

In the following, we provide basic principles pertaining to the geophysical methods employed
in this thesis (the seismic method and the Direct Current (DC)-resistivity method). The focus
is on geophysical imaging and links between the measured data and soil structure properties
are highlighted.

1.3.1 Seismic methods

Seismic methods involve the measurement of components related to wave-fields produced
by artificially or naturally generated seismic waves (e.g., pressure, shear and surface waves)
propagating in the subsurface or near the soil surface. The velocity of the seismic waves can
then be inferred from the measured signals along with other seismic attributes (amplitude
and frequency). The velocities of seismic waves depends on the elastic moduli of the soil that,
in turn, depends on the elastic properties of soil constituents and their spatial arrangement.
For this reason, seismic methods may provide unique information about the variability of soil
mechanical properties that can be linked to soil structural mechanical traits (e.g., penetration
resistance). Seismic methods are currently underused for soil structure characterization
(see discussion in Chapter 2). Seismic characterization and imaging can be achieved using
a wide variety of methods and tools addressing wave phenomena (Steeples, 2005). Herein
we describe basic principles of seismic imaging based on refraction of seismic waves at soil
discontinuities. This principle is used in Chapter 3 for characterization of soil structure with
field monitoring of seismic data.

Seismic refraction methods rely on ray theory (Cerveny, 2005). A transect of geophones is
deployed on the soil surface, and a seismic source (typically a hammer impact on a plate
for soil studies) is successively activated at different locations along the geophone transect.
The geophones measure the vertical ground movement resulting from pressure and shear
waves propagating through the soil, scattering at soil interfaces (referring to soil zones with
different seismic properties) and surface waves propagating at the soil’s surface. The resulting
measured wavefields are called seismograms. P-waves are the fastest waves and, therefore,
are the first ones being recorded on the seismograms. Seismic wave refraction occurs at the
interface between soil layers when the underlying layer has a higher P-wave velocity (Figure
1.7a). At an incidence angle corresponding to the critical angle (given by Snell’s law), the
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refracted wavefront propagates along the interface at the velocity of the underlying layer
(so-called head waves). Each point of the interface serves as a secondary source of waves
that propagate back to the soil’s surface at the critical angle (Figure 1.7a). The times of the
first-arriving seismic waves of the different seismic shots are extracted from the measured
seismograms and used as the data. The measured traveltimes are inverted to find a subsurface
P-wave velocity model that honors the data and any imposed constraints (Menke, 2012).

(a)

(b) (c)

Figure 1.7 – Seismic refraction imaging. (a) Schematic representation of the seismic refraction
ray-path. Inverted P-wave velocity sections from seismic refraction surveys collected in (b)
non-compacted and (c) compacted bare soil with a loamy texture in the soil compaction
experiment presented by Keller et al. (2017).

Figures 1.7b and 1.7c present examples of inferred P-wave velocity sections for non-compacted
and compacted bare soil collected at the soil compaction experiment presented by Keller et al.
(2017). The inferred P-wave velocities are generally greater for the compacted bare soil than
for the non-compacted bare soil. From these sections, it appears reasonable that it is soil
structure differences that produce the differences in seismic velocities. However, a detailed
physical description that allows for a quantitative interpretation in terms of geometrical
concepts of soil structure is needed. In Chapter 3, we deal with this problem and provide a
pedophysical model for mechanistic prediction of seismic properties based on soil structure
using first-arrival seismic monitoring.
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1.3.2 DC-resistivity

The DC-resistivity method is one of the most widely used geoelectrical methods in soil studies
and it holds potential to characterize soil structure (particularly, in relation to soil hydraulic
properties) due to its sensitivity to soil water content, soil texture and the connectivity of
electrical pathways for current flow (see discussions in Chapter 2). A typical DC-resistivity
survey employs a four-electrode measurement configuration forming an electrical circuit
in the subsurface with the electrodes deployed on the soil surface. Two electrodes act as a
current source and sink in which a known low frequency (ª1 Hz) square current waveform is
applied. The other two electrodes measure the voltage at a given location (see Figure 1.8a).
The measured current (I), the measured voltage (V) and a geometrical factor (k, which is a
function of the electrode array geometry) are then used to calculate the apparent electrical
resistivity of the soil (Ωa = k V

I ) (see more details in Binley and Kemna, 2005). The apparent
resistivity refers to the resistivity of an equivalent homogeneous medium.

In modern DC-resistivity applications, data are acquired along a transect using multiple
electrode locations and spacings (i.e., varying the penetration depth of electrical current).
An electrode line is deployed (e.g., 24, 48 or 96 electrodes) and a resistivity meter executes a
sequence of measurements involving different electrode quadripoles at selected locations and
spacings from which apparent resistivities are measured (see Figure 1.8). Typically, a lateral
position (given by the midpoint of the four electrodes) and a pseudo-depth level (related to
the separation between current electrodes) are assigned to each measurements. This results
in a pseudo-section of apparent resistivity that provides a qualitative view of the spatial
variations of electrical resistivity in the subsurface. Subsequently, a resistivity distribution
is inferred from apparent resistivity sections through an inversion process (Menke, 2012;
Rücker et al., 2006a). The resistivity section is inferred by modeling the forward response of a
spatially discretized earth and finding a spatial distribution of electrical resistivity that honors
the measured data. There is generally no unique solution to this problem and deterministic
inversion approaches consider additional constraints to the inferred property model (e.g.,
smoothness constraints) (Menke, 2012).
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(a)

(b)

Figure 1.8 – DC-resistivity surveying. (a) Schematic representation of a DC-resistivity survey
illustrating how a pseudo-section is built. The circles identify the locations of the two elec-
trode configurations shown (from Binley and Kemna (2005)). (b) Inverted resistivity section
from a soil compaction experiment by Keller et al. (2017). It illustrates spatial variations of
electric resistivity in response to soil structure variations caused by compaction. The data
correspond to the ley post-compaction management.

Chapter 2 presents a review of relevant studies that have used electrical resistivity surveys
to interprete soil structure. For illustration purposes, we present here an example of an
inverted resistivity section displaying spatial features that can be related to soil structure
(Figure 1.8b). The data correspond to the soil compaction experiment described by Keller
et al. (2017), in which a ley soil plot was compacted by an agricultural vehicle that was
driven perpendicular to the direction of the presented section. Three compaction treatments
are shown: no-compaction, track compaction and compaction over the whole soil surface
(i.e., track by track). The pre-compaction history is the same for the three zones and we
expect negligible lateral variations of soil texture. For this reason, we attribute variations
of electrical resistivity to the compaction treatment. The inverted resistivity reveals that
compacted zones present a decrease in electrical resistivity in relation to resistivity from
non-compacted zones. Offering an interpretation for the compaction-associated drop in
resistivity was part of the motivation for the study presented in Chapter 4. Therein, we utilize
a soil-structure guided pedophysical model to explain the decrease in resistivity as a drop
in macroporosity and its connectivity. Herein, we highlight that DC-resistivity imaging can
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produce very useful qualitative information of soil structure at spatial scales that are larger
than methods described in Section 1.2 in a minimally invasive way.

1.4 Conceptual model of soil structure

Conceptual models represent qualitative characteristics of a given system that ultimately
help to better describe physical processes and build a physically-based interpretation of the
macroscopic properties or outputs of such systems. Herein, we introduce basic concepts
that are used in this thesis to build a conceptual model of structured soils in the context
of geophysical methods. We aim at providing a framework for determining macroscopic
geophysical properties of structured soils that are sensitive to (1) the physical properties of
soil constituents (∏), (2) the volumetric proportions of soil constituents (V∏) and (3) their
spatial arrangement (S∏).

Figure 1.9 – Conceptual model of soil structure for determining macroscopic geophysical
properties. (a) Computer tomography of a 100 cm3 soil sample from an agricultural soil (voxel
size 60 µm, corresponding to a minimum pore width of 120 µm) (from Keller et al., 2017). (b)
Conceptual illustration of a structured soil including aggregation and macroporosity created
by biological activity (from Romero-Ruiz et al., 2018). (c) Schematic representation of the
upscaling of soil physical properties of structured soils from soil grains, to soil aggregates and
ultimately to a soil frame. In these representations the soil is dry.

Soil bulk properties alone are insufficient to characterize soil structure (see Figure 1.3).
Similarly, we postulate that predicting macroscopic geophysical properties by volumetric
averaging alone is too limiting for quantitative applications. Instead, we employ a conceptual
description of soil structure to compute macroscopic soil properties considering effects of
soil structure. To achieve this, we consider two major aspects of soil structure: soil aggrega-
tion and macroporosity. The soil pore network is often determined by textural pores (i.e.,
those resulting from separation between soil solid grains) and structural pores (i.e., those
resulting from aggregation and soil biological activity) (Figure 1.9a). Figure 1.9b illustrates
how aggregates are connected in the soil, as well as their link with plant roots and earthworms
penetrating the soil, ultimately generating biopores. Based on this, the soil is divided into
two domains: (1) soil aggregates (comprising soil primary particles and intra-aggregate pore
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space) and (2) soil inter-aggregate space. This leads naturally to a hierarchical approach in
which soil primary particles (termed as "grains") are used as the building blocks to form soil
aggregates, which in turn are the building blocks to form the soil frame (Figure 1.9c). The
physical property of the aggregates (∏a) is obtained by the upscaling procedure u1 using the
physical properties and volumetric portions of the soil grains (∏g and V∏) and incorporating
knowledge about their spatial structure (S∏). Similarly, the macroscopic property of the
soil frame (§ f ) is obtained by the upscaling procedure u2 using the physical properties and
volumetric proportions of the soil aggregates (∏a and V∏) and providing a given structure
(S∏). In order to simplify the illustration of these concepts, Figure 1.9c considers only a dry
soil frame. Effects of water content can typically be considered in the upscaling processes u1
and u2 and/or in an additional upscaling process u3.

The concepts described above are widely accounted for to model macropore water flow.
Water flow in soils is often considered to be a linear superposition of (1) relatively slow water
flow in the soil matrix and (2) rapid water flow through soil macropores. For example, the soil
hydraulic conductivity function is often modeled as:

Ksoi l = wsmKsm(h)+wmac Kmac (h), (1.1)

where wsm and wmac are the volumetric proportions of the soil matrix and soil macrop-
ore space, respectively, and Ksm and Kmac are their corresponding hydraulic conductivity
functions. This equation explicitly accounts for the effect of soil structure in soil hydraulic
properties. Figure 1.10, illustrates how the effects of soil structure (represented here as macro-
pores) on the soil hydraulic conductivity as a function of the soil pressure head h (equation
1.1). The parametric functions proposed by van Genuchten (1980) are here used to model the
hydraulic conductivity functions of the matrix and the soil macropores. In this example, the
van Genuchten properties of the soil matrix are Æsm = 0.02 cm°1 and nsm = 1.15, while for
soil macropores they are Æmac = 2 cm°1 and nmac = 3. The saturated hydraulic conductivity
of the soil matrix and macropores are Kssm = 3 cm/h and Ksmac = 2500 cm/h, respectively.
The corresponding volumetric proportions are wsm = 0.96 and wsm = 0.04 cm3/cm3. This
example illustrates that a very small proportion of macropores can have a strong impact on
transport properties and that domain separation can help modeling such effects.
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Figure 1.10 – Hydraulic conductivity function of structured soils as the superposition of soil
matrix and soil structural pores. We used the parametric model of van Genuchten (1980) to
model the hydraulic conductivity functions. The properties for soil matrix are: Æsm = 0.02
cm°1, nsm = 1.15, Kssm = 3 cm/h, wsm = 0.96 cm3/cm3. The properties of the soil macropores
are Æmac = 2 cm°1, nmac = 3, Ksmac = 2500 cm/h, and wsm = 0.04 cm3/cm3.

In this thesis, we build models for macroscopic geophysical properties that are consistent
with this representation and allow predicting signatures of soil structure on macroscopic
geophysical properties. The developed pedophysical seismic and electrical models for soil
structure are presented as parts of Chapter 3 and Chapter 4, respectively. Our work was based
on previously proposed models for seismic properties of marine sediments (Dvorkin et al.,
1999), dielectric properties of highly heterogeneous porous rocks (Blonquist Jr et al., 2006),
and electrical signatures of solutes in dual-domain porous media (Day-Lewis et al., 2017).

1.5 Modeling tools for soil structure characterization

1.5.1 Flow and transport modeling

One-dimensional water flow in unsaturated media is often expressed by Richards equation,
written as Richards (1931):

@µ

@t
= @

@z

∑
Ksoi l

µ
@h
@z

+1
∂∏

°°, (1.2)
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where h is the soil pressure head, µ is the volumetric water content, z is the spatial coordinate,
° is the sink term, and Ksoi l is the unsaturated hydraulic conductivity. Soil water flow and
heat transfer are modeled in this thesis using the 1D finite-elements software HYDRUS-1D
Simunek et al. (2013). To account for macropore water flow, we used the approach by Durner
(1994). We use an in-house MATLAB script to change the input parameters, the boundary
conditions, create the input files, run the code, and read the output files.

1.5.2 Pedophysical modeling

We developed new pedophysical models linking soil structure to soil seismic properties
(Chapter 3) and soil electrical properties (Chapter 4). These models were based on the the
Hertz-Mindlin (HM) contact theory and the Differential Effective Medium (DEM) theory,
respectively.

The HM mechanical contact model is used to derive the elastic moduli of a random pack of
spherical particles. These properties depend on the normal and tangential contact stiffness
between adjacent particles (pp. 245-248 Mavko et al., 2009). The elastic moduli are expressed
in terms of the elastic properties of the particles and a confining pressure (P ) as:

Kmi x =
∑

N 2(1°¡)2G2

18º2(1°∫)2 P
∏ 1

3

, (1.3)

and,

Gmi x = 2+3 f1 ° (1+3 f1)∫
5(2°∫)

∑
3N 2(1°¡)2G2

2º2(1°∫)2 Pe

∏ 1
3

, (1.4)

where Kmi x and Gmi x are the bulk and shear moduli of the pack of particles, respectively.
Furthermore, N is the average number of contacts per particle, G and ∫ are the shear modulus
and Poisson’s ratio of the particles, ¡ is the porosity of the particle pack and f1 is the fraction
of non-slipping particles.

The DEM theory is used to derive the electrical conductivity of a mixture of two media (host
and inclusions) without imposing restrictive assumptions about electrical pathways in the
mixture. The electrical conductivity of the mixture (æmi x) is expressed as Bussian (1983):

æmi x =¡mæ2

µ
1°æ1/æ2

1°æ1/æmi x

∂m

, (1.5)

where m is the so-called cementation exponent, æ2 is the effective electrical conductivity of
the inclusions and æ1 is the electrical conductivity of the host.

Since we model Time-Domain Reflectometry (TDR) data, we provide the model used to
convert water content to dielectric constant. For this, we used the volumetric mixing model
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known as the Complex Reflective Index Model (CRIM) (Roth et al., 1990). The dielectric
constant of a mixture of n media is expressed as:

p
∑mi x =

nX

i=1
Vi

p
∑i , (1.6)

where ∑mi x is the dielectric constant of the mixture, and ∑i and Vi are the dielectric constant
and volumetric proportion of the i-th medium.

1.5.3 Geophysical forward modeling

In Chapter 3, we derive proxies of S-wave velocities from zero-crossing times obtained from
field measurements. In order to assess the accuracy of our procedure for estimating S-wave
velocities, we performed 2D numerical simulations of elastic wave propagation using the
open-source code by Bohlen (2002). Additionally, for comparison purposes, we used the
open-source code by Wathelet et al. (2020) to compute Rayleigh wave (R-wave) velocities
for a two-layer velocity model. The inferred P-wave velocity models shown in Figures 1.7b
and 1.7c were obtained using the refraction tomography module of Geophysical Inversion &
Modeling Library (pyGIMLi) (see e.g., Blazevic et al., 2020) that implements the algorithm by
Dijkstra et al. (1959) for ray-tracing in the forward solver.

In Chapter 4, we model apparent resistivity data from one-dimnesional water content profiles
resulting from Hydrus-1D simulations. For this, we solve the 1D DC-resistivity problem (e.g.,
Parker, 1984) using the implementation by Ingeman-Nielsen and Baumgartner (2006) based
on digital filter theory. We used the pyGIMLi finite element electrical resistivity tomography
(ERT) module (Rücker et al., 2006b) to infer electrical resistivity sections, such as the one
shown in Figure 1.8.

1.6 The Soil Structure Observatory

The Soil Structure Observatory (SSO) is an experimental field site located in the vicinity of
Zürich, Switzerland (8o31’04 E, 47o25’39 N) (Keller et al., 2017). It is a long-term experimental
site designed to study the evolution of soil structure, following a compaction event in the
spring of 2014, for different types of post-compaction management. The SSO has a strip-
plot design with three blocks (replicates). We monitored geophysical data (DC-resistivity,
seismics and TDR data) in experimental plots located in block A with two different covers
(bare soil and ley soil) and two compaction treatments (compaction on the full surface and
no compaction). The four corresponding soil cases are referred to as full compacted ley
(grass-legume mixture), non-compacted ley, full compacted bare soil and non-compacted
bare soil (see Figure 1.11). Since the soil properties (and texture) prior to the compaction
event were similar at all monitoring sites (Keller et al., 2017), we attribute differences in the
monitoring geophysical signatures to the different soil covers and treatments.
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Figure 1.11 – (a) Schematic representation of the seismic lines deployed in block A. The
seismic monitoring layout shown was established in the compacted ley. (b) Schematic
representation of the DC-resistivity lines deployed in the block A. The DC-resistivity line
shown is located in the bare soil.

Seismic monitoring

We conducted seismic monitoring in the spring and summer of 2018 (see summary in Figure
1.12). The seismic array comprised a line of 18 geophones (30 Hz SM-11 IO) deployed on both
sides of an impact source (twelve on one side and six on the other side, Figure 1.11b). Two
geophone spacings (¢x) were used: ¢x = 10 cm for sensors with offsets shorter than 80 cm,
and ¢x = 20 cm for sensors with offsets longer than 80 cm. The sensors were connected to a
Geode Exploration Seismograph located in an operation box at the edge of the soil plots. The
Geode was controlled by a laptop operating the Seismodule Controller Software continuously
during the full monitoring campaigns. An electromagnetic hammer (piston and base plate
system driven by a 300 W audio speaker) was harnessed to provide an impact-like source that
was activated at regular time intervals. The source frequency content was centered between
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75 and 150 Hz. The hammer was controlled by a waveform generator (Agilent 33210A, located
in the operation box) that was programmed to trigger an impact every 15 minutes. The
function generator emitted a pulse waveform, with period of 15 minutes, high level of 4 V,
low level of -1 V, width of 300 ms and edge time of 100 ns. Having only one source, the data
were collected during three different time periods: from the 17th of May to the 26th of June
(compacted ley), from the 26th of June to the 8th of July (non-compacted ley), and from the
25th of July to the 9th of August (compacted bare soil).

Figure 1.12 – Summary of periods for geophysical monitoring. We include data from DC-
resistivity, seismic data and Time-Domain Reflectometry (TDR). The red line locates the day
in which experimental compaction took place.

DC-resistivity monitoring

We performed seasonal (i.e., every six months or year) and hourly (i.e., every two hours)
monitoring of DC-resistivity data (see summary in Figure 1.12). For the seasonal monitoring,
the DC-resistivity acquisition array comprised two lines of 48 stainless steel electrodes: one
line on the ley soil and the other on the bare soil. The electrode spacing was 1 m, resulting in
47.5 m long DC-resistivity lines (see Figure 1.8b). In order to improve spatial resolution, the
electrode spacing was changed to 50 cm in the spring of 2015. With this change, 24 electrodes
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were placed on the compacted treatment and 24 on the non-compacted treatment for each
electrode line (see Figure 1.11a).

The hourly monitoring was conducted in the spring and summer of 2018 (see summary in
Figure 1.12). The electrodes were connected to a 96-switch Syscal-Pro powered by a 12 V
battery that were located in an operation box at the edge of the soil plots (see Figure 1.12).
The Syscal-Pro was controlled by a laptop operating the Comsys-Pro geophysical software
(see IRIS-instruments) continuously during the full monitoring campaigns. A DC-resistivity
acquisition sequence was programed to be continuously repeated every two hours. More
details of the DC-resistivity acquisition campaigns can be found in Chapter 4.

TDR

Time-domain reflectometry (TDR, TDR 100 by Campbell Scientific with MDX multiplexers)
probes for soil water content measurements were installed in all plots, and were continuously
collecting data at four different depths (10, 20, 40, and 70 cm).

1.7 Objectives and outline

Objectives

The main aim of this thesis was to advance non-invasive geophysical characterization of soil
structure to complement established laboratory-based and field-based point-wise character-
ization approaches. For this, we set the following objectives:

• to identify the geophysical methods with the highest potential to characterize soil
structure and areas of opportunity for the development of systematic characterization
of soil structure.

• to develop frameworks for monitoring, modeling and interpretation in terms of soil
structure for selected geophysical methods.

• to utilize the frameworks to interpret geophysical data acquired in a soil compaction
experiment in terms of compaction effects and dynamics.

The geophysical methods selected for this thesis were the seismic method due to its sensitivity
to the mechanical properties and contacts of porous media and the DC-resistivity method
due to its sensitivity to pore space and water states.
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Outline

In order to meet the established objectives, this thesis is structured as follows (the notation is
different within each thesis chapter as Chapters 2-4 are reproduced article manuscripts):

• In Chapter 2, we present a review describing the role of geophysical methods in soil
structure characterization. Within this review, we identified suitable geophysical meth-
ods that provide information about soil structural traits. We review past research
regarding the correlation between geophysical responses and soil properties. Obser-
vation strategies and ways to establish theoretical links between detectable changes
in geophysical properties and soil structure are also discussed. Finally, we propose
an outlook of how geophysical observations can be used in combination with other
measurements in order to quantify soil structural properties and dynamics.

• Chapter 3 presents a field-based experimental study. It ultimately links soil mechanical
traits derived from seismic monitoring and modeling with laboratory measurements
of bulk density and field measurements of penetration resistance. We developed
a pedophysical model that accounts for soil structure viscous deformation during
compaction events and used the model to interpret seismic data monitored at the SSO.
The model is used to interpret seismic signatures of persistent soil compaction five
years after the compaction event at the SSO.

• In Chapter 4, we addressed the issue of soil structure characterization with geoelectrical
methods. In this study, we aimed at understanding how geoelectrical monitoring
can provide direct (via volumetric proportions and arrangement of constituents) and
indirect (via impact on soil water dynamics) information about soil structure. We rely
on a coupled hydrogeophysical modeling scheme to capture the prime signatures of
soil structure on soil water dynamics and their corresponding geoelectrical signatures.
To achieve this, we developed a suitable pedophysical model of electrical properties
that provides a conceptual description of structured soils based on the connectivity
between soil aggregates. The modeling framework is used to reproduce and interpret
data from the SSO.

• Finally in Chapter 5, we summarize the main findings of this thesis and discuss pos-
sible research avenues that could further enrich soil structure characterization and
evaluation with geophysical methods.

In Appendix A, we include the article by Keller et al. (2017). This scientific article describes
the experimental design and monitoring concept of the SSO.

In Appendix B, we present an outreach article published in the Editors’ Vox section of the
news magazine Eos, published by the American Geophysical Union. The article follows the
publication of our review article presented in Chapter 2, addressing the topic of soils structure
characterization with geophysical methods in a Q&A format destined for large audiences. For
the manuscripts presented in Chapters 2-4 and Appendix B, I contributed as the lead-author,
while for the manuscript in Appendix A, I contributed as co-author.
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Chapter 2

A review of geophysical methods for soil struc-
ture characterization

Alejandro Romero-Ruiz, Niklas Linde, Thomas Keller and Dani Or.

Published1 in Reviews of Geophysics and herein slightly adapted to fit the theme of this thesis.

1Romero-Ruiz et al. (2020). A review of geophysical methods for soil structure characterization. Reviews of
Geophysics, 56(4) 672-697, doi:10.1029/2018RG000611
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Abstract

The growing interest in the maintenance of favorable soil structure is largely motivated by
its central role in plant growth, soil ecological functioning and impacts on surface water
and energy fluxes. Soil structure pertains to the spatial arrangement of voids and solid
constituents, their aggregation and mechanical state. As a fragile product of soil biological
activity that includes invisible ingredients (mechanical and ecological states), soil structure
is difficult to define rigorously, and measurements of relevant metrics often rely on core
samples or on episodic point measurements. The presence of soil structure has not yet been
explicitly incorporated in climate and Earth systems models, partially due to incomplete
methodological means to characterize it at relevant scales and to parameterize it in spatially
extensive models. We seek to review the potential of harnessing geophysical methods to fill
the scale-gap in characterization of soil structure directly (via impact of soil pores, transport
and mechanical properties on geophysical signals), or indirectly by measurement of surrogate
variables (wetness, rates of drainage). We review basic aspects of soil structure and challenges
of characterization across spatial and temporal scales and how geophysical methods could
be used for the task. Additionally, we propose the use of geophysical models, inversion
techniques, and combination of geophysical methods for extracting soil structure information
at previously unexplored spatial and temporal scales.

2.1 Introduction

Soil structure is defined as the spatial arrangement of solid constituents (minerals and organic
matter) and voids of soil (Dexter, 1988) and is a reflection of biological activity (earthworms,
roots), abiotic factors (freezing-thawing, wetting-drying) or results from tillage operations
in the soil. Soil structure dynamics occurs at vastly different temporal scales (seconds to
centuries) and, although it fundamentally occurs at the pore scale, larger spatial scales
(field, catchment, region) become relevant since a wide range of hydrological and ecological
soil functions are governed by soil structure (Stewart et al., 1990). A growing awareness of
the key role that soil structure plays in providing soil ecosystem functions and services for
all terrestrial surfaces (Hamza and Anderson, 2005; Zhang et al., 2007; Kibblewhite et al.,
2008; Nawaz et al., 2013; Bronick and Lal, 2005; Keesstra et al., 2012; Oertel et al., 2016)
has motivated recent attempts to quantify this important but elusive soil trait at relevant
spatial and temporal scales (Besson et al., 2010a; Keller et al., 2017; Guimarães et al., 2017).
For most of these services and functions, a desirable soil structure is one that is able to
support a wide range of biological activity ranging from microbial communities (Curtis et al.,
2002) to mesofauna (e.g. earthworms, termites) and vegetation (Oades, 1993); organisms
whose activity, in turn, contributes to the further development and maintenance of such
desirable soil structure (Young et al., 1998; Colombi et al., 2018). This kind of well-developed
soil structure facilitates fluxes of water and oxygen through the soil and makes these fluids
available to plants, thereby, helping plant growth, promoting nutrient recycling and recharge
of groundwater (Maximilian et al., 2009; Beven and Germann, 2013; Rabot et al., 2018).
In contrast, a poor soil structure is one that restricts water infiltration and gas exchange,
thereby, resulting in water runoff, soil erosion and unfavorable anoxic conditions that limit
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plant growth and may trigger greenhouse gas emissions by anaerobic bacterial respiration
(Jordanova et al., 2011; Berisso et al., 2012; Nawaz et al., 2013; Chen et al., 2014).

Several processes and mechanisms affect soil structure over multiple spatial and temporal
scales. These processes are generally well known, including a reasonable level of quanti-
tative understanding regarding soil structure degradation (e.g. compaction), however, our
knowledge of soil structure generation, formation and recovery remains limited (Keller et al.,
2017). Mechanical and hydraulic stresses acting on or within the soil may generate or degrade
soil structure. These stresses could either be produced by natural processes (both biotic
and abiotic) or by human activity. Activities that cause degradation of soil structure include
agricultural operations that may fragment aggregates and create compacted plow layers,
compaction by heavy farm implements, and trampling by grazing animals (e.g. Stewart et al.,
1990; Hamza and Anderson, 2005; Nawaz et al., 2013). Wetting-drying and freezing-thawing
cycles induce swelling-shrinking effects in the soil and crack it. Biological activity plays a ma-
jor role in soil structure formation and stabilization (Dexter, 1988; Oades, 1993). Earthworms
and plant roots penetrate the soil and create biopores that provide preferential pathways for
water and gas and help plants to proliferate their roots (Bouchand et al., 2009; Colombi et al.,
2017; Kroener et al., 2014; Bottinelli et al., 2015; Jarvis et al., 2016). Root exudates, bacterial
fuselage and earthworm casting largely contribute to stabilization of soil structure (Oades,
1993). Soil structure generation and stabilization processes are slow and may take decades
to centuries (Håkansson and Reeder, 1994; Webb, 2002). The large disparity between the
characteristic time-scales of degrading processes (rapid compaction at the scale of seconds)
and the exceedingly long regenerative processes (years to decades) has contributed to miscon-
ceptions regarding the nature of the damage. This is exemplified by contrasting the intensive
efforts in quantifying compaction with the limited attention given to mechanisms of recovery
during which the main damage and loss of productivity occur (Keller et al., 2017). This bias
propagates to reasonable characterization of compaction but virtually no measurements or
metrics for soil structure recovery.

Quantifying soil structure non-invasively in space and time remains a challenge, involving
the following four aspects: i) what are the soil properties that best represent soil structure? ii)
how can we obtain information about these properties at the plot and field scale? iii) what
is the characteristic spatial scale and variability of these properties? and iv) how do these
properties evolve over time? Studies suggest that properties that capture the soil structural
form (defined here as the pore size distribution, pore connectivity and pore stability) are
important in many dynamic soil processes (Stewart et al., 1990; Keesstra et al., 2012; Naveed
et al., 2016; Rabot et al., 2018). Laboratory measurements and imaging capabilities allow
for detailed quantification of soil structure within individual soil samples (Helliwell et al.,
2013; Schlüter et al., 2014). Such descriptions of soil structure are, however, obtained under
laboratory (not in-situ) conditions. Furthermore, a major concern is that spatial and temporal
undersampling is inevitable, which implies a limited capacity to infer spatial and temporal
variations of soil structure and associated functions under natural conditions. In addition,
there is limited knowledge on the potential bias occurring when findings from laboratory
studies are extrapolated to in-situ conditions. Apart from inherent limitations of extrapolating
soil structural information from point measurements, certain aspects of the system dynamic
responses to rainfall or other forcings become observable only at certain scales (profile, plot,
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catchment). Visual soil evaluation methods (e.g., Guimarães et al., 2017) provide alternative
means to examine the spatial variability of soil structure at the profile scale, yet, they are
subjective, empirical, highly invasive and incapable of addressing soil structure dynamics.
Considering the limitations of traditional characterization methods with reliance on point
values and snapshots in time, we seek to expand the range of tools available for soil structure
characterization at plot and field scales and across long time horizons by exploring the
capabilities of geophysical methods to pick up signatures associated with structural features
(rather than bulk properties).

In applied geophysics (e.g. Telford et al., 1990) and hydrogeophysics (e.g. Hubbard and Linde,
2011), measurements of geophysical fields are used to infer spatial variations in the physical
composition of the Earth in order to delineate geological boundaries, identify deposits of
minerals, oil and gas, track the extent of groundwater and contaminants, etc. The analysis and
interpretation of these upscaled geophysical-property models often relies on petrophysical
relationships that link the inferred bulk geophysical properties with hydrological, transport
and mechanical properties of interest (e.g. Lesmes and Friedman, 2005; Mavko et al., 2009).
Most such relationships were developed for consolidated porous rock formations, but their
application has been widely extended to unconsolidated formations and soils. Efforts have
been made in the last two decades to develop and standardize the use of geophysics for
mapping soil properties (e.g. porosity, density, clay content) and state variables (e.g. water
content, salinity). For instance, applications of geophysical methods to agricultural plan-
ning and management (farm and field scale) are extensively discussed in compilations by
Samouelian et al. (2005) and Allred et al. (2008). The European Soil Data Centre published
a series of reports containing detailed methodologies to systematically map soil properties
using geophysical data (Grandjean et al., 2009a,b; Besson et al., 2010b). Geophysical methods
have been used to delineate soil horizons (Tabbagh et al., 2000; Besson et al., 2004; Muñiz
et al., 2016), monitor water content (Michot, 2003; Garré et al., 2011, 2013), map soil texture
(Sudduth et al., 2005; Grote et al., 2010) and characterize the effect of tillage on soil properties
(Jonard et al., 2013). Most studies focus only on the estimation of soil bulk properties, which
mask the soil structural form features that are critical for soil functioning. The application
of geophysical methods to characterization of soil and near-surface fluxes seldom consider
dynamic changes in the pore spaces in measurement interpretation (i.e., the soil domain is
considered constant and unaltered).

Several studies have attempted to characterize soil compaction through effects of soil bulk
density on changes in Direct Current-resistivity (DC-resistivity) (Besson et al., 2013), by
studying reflections of electromagnetic waves from soil compacted layers using Ground-
Penetrating Radar (GPR) (André et al., 2012; Petersen et al., 2005; Wang et al., 2016; Muñiz et al.,
2016) or by relating inferred seismic velocities to soil strength obtained from penetrometers
(Donohue et al., 2013; Keller et al., 2013b). The motivation of most of the mentioned studies is
grounded in the knowledge of how geophysical properties (e.g. electrical resistivity, dielectric
permittivity, seismic velocities) respond to variations of soil bulk attributes (e.g., clay content,
density, saturation). The impact of soil structural form properties (e.g., macroporosity and
its connectivity) on geophysical data has not been considered systematically. Moreover,
most laboratory experiments use soil samples that have been repacked (e.g., Lu et al., 2004;
Seladji et al., 2010), thereby removing or suppressing the natural soil structure. Only a
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few geophysical studies were devoted to investigate the sensitivity to soil structural form
properties. For example, the detection of macropores using electrical measurements was
studied by Moysey and Liu (2012) and the identification of preferential flow with electrical
methods was reported by Koestel et al. (2008) and Garré et al. (2010).

Recent reviews (Jayawickreme et al., 2014; Parsekian et al., 2015; Binley et al., 2015) describe
how geophysics can be used to gain information about subsurface functions and processes
in the critical zone. However, the scope and discussions in these reviews are general to
bulk behavior of the shallow Earth (ª 100 m). Our review seeks to explore how geophysical
techniques could complement traditional soil structure characterization techniques, help to
obtain insights about soil structure and its dynamics and offer integrative ways of studying
soil structure non-invasively at larger scales. For this, we seek to address three fundamental
questions:

(a) are geophysical properties capable of providing information about structural features
of soils beyond the already acknowledged links with soil bulk properties?

(b) what is the expected sensitivity of measured geophysical data to relevant soil structural
properties?

(c) how to best combine different geophysical methods to obtain information on soil
structure?

To address these questions we set the following objectives:

(I) to identify suitable geophysical methods that provide information about soil structural
traits;

(II) to review past research regarding the correlation between geophysical responses and
soil properties and the applications that have resulted from those relations;

(III) to devise observation strategies and ways to establish theoretical links between de-
tectable changes in geophysical properties and soil structure;

(IV) to propose an outlook of how geophysical observations can be used in combination
with other measurements in order to quantify soil structural properties and dynamics.

2.2 Geophysics for soil structure characterization: Concepts
and challenges

Descriptions of soil structure focus either on representation of secondary pore spaces not
associated with texture (e.g., biopores), or more generally, on the spatial arrangement, packing
and mechanical properties of the solid phase such as aggregates and compacted layers (e.g.,
Rabot et al., 2018). We will emphasize the pore space perspective due to its importance
to soil ecological functioning (Stewart et al., 1990; Rabot et al., 2018), without neglect that
compaction and aggregation are important soil structure components. The primary challenge
is that bulk soil properties that are easy to measure (porosity or bulk density) offer limited
insights about soil structure and functioning. To illustrate this, consider the schematic
representation in Figure 2.1 (inspired by experimental observations presented by Keller et al.
(2017)), in which the soil texture in the three panels is identical and the bulk porosity is similar,
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A B C

Figure 2.1 – Schematic representation of soil structure along a transect. Each panel corre-
sponds to a different soil structure: homogeneous soil (A); the same soil with secondary
biologically-induced structure (B) and soil structure from B as damaged by compaction (C).

the main difference is the different states of soil structure. Unfortunately, such nuanced views
of structure related to soil pore spaces are difficult to quantify especially by geophysical
methods that often cannot differentiate between soil traits of the different panels in Figure
2.1. Soils are likely to be treated as a homogeneous domain with no signatures of biological
activity (our reference soil in Figure 2.1 depicted in panel A).

Soil structure is generally difficult to quantify, and selecting geophysical methods and mea-
surement strategies for this task is not obvious. One approach is to capitalize on indirect
effects of soil structure and select methods and observations sensitive to changes in soil struc-
ture (for example, enhanced drainage rates from soils with extensive biopores relative to soil
with no structure or compacted). Such contrasting properties are schematically illustrated in
comparison of panels A, which shows an homogeneous structure, and B, where earthworms
and plants form channels and biopores and microorganisms stimulated by roots may excrete
binding agents and promote aggregate formation. Soil biopores are an important element
that differentiates soil structures. Despite contributing only to a small fraction of the entire
soil porosity, soil biopores exert significant influence on water and gas transport and on
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Figure 2.2 – Soil pore structure detectable by micro computed tomography (voxel size 60 µm,
corresponding to a minimum pore width of 120 µm) of 100 cm3 samples from (a) compacted
and (b) uncompacted bare soil at 0.3 m depth sampled two weeks after the compaction event
described by Keller et al. (2017). The samples were taken from the field shown in (c).

near surface hydrology and the mechanical environment for growing roots. For example, the
biopores become preferential flow pathways for air and water, which may increase the overall
saturated hydraulic conductivity of the soil by several orders of magnitude, thereby, increas-
ing water and oxygen availability for plant roots. These channels may additionally facilitate
formation of biological hotspots and regions of low mechanical impedance for roots to grow
in. In panel C in Figure 2.1, we observe how a well structured soil has been degraded and
compacted by the passage of farm implements. The stresses applied by the passing tractor
have resulted in the collapse and disruption of the largest pores in the soil. This reduction in
macropore volume leads to a concurrent decrease in saturated hydraulic conductivity and an
increase in mechanical impedance to root growth. A key aspect that set the pore structure in
Figures 2.1b and 2.1c apart from Figure 2.1a is the presence of heterogeneities in the pore
network characteristics (e.g., structures of different sizes and tortuosities) that are clear in
Figure 2.1b and diminished but still present in Figure 2.1c.
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The effects of soil compaction on macroporosity are illustrated in the x-ray computer tomog-
raphy images of soil samples from compacted (Fig. 2.2a) and uncompacted (Fig. 2.2b) soil
in the same field experiment near Zürich, Switzerland (Fig. 2.2c) (Keller et al., 2017). As the
examples show, the reduction in overall porosities of the samples in Figs. 2.2a and b is only
0.04 (from 0.44 to 0.4) whereas the hydraulic conductivity has been reduced by half (from
195 to 78 mm/h), and the mechanical impedance measured by cone penetration nearly
doubled (from 1.3 to 2.5 MPa). This example illustrate that compaction and subsequent
soil structure recovery concern primarily soil macropores and the functionality they impart,
and an important yet invisible ingredient, soil mechanical resistance. Our discussion of
the impact of soil structure on geophysical signatures will be guided by this example where
macroscopic properties routinely measured by geophysical methods show minute changes
that do not capture the large impact on transport and mechanical behavior of the altered soil.

Considering the processes and interactions mentioned above, among the spectrum of geo-
physical methods, geoelectrical and electromagnetic methods with their inherent sensitivity
to soil hydrological states are ideal candidates to asses the pore space and the influence of its
different distributions on soil hydrology. Such methods include the DC-resistivity method
(Binley and Kemna, 2005) targeting electrical conductivity, which depends strongly on pore
space connectivity; the Induced Polarization (IP) method (Kemna et al., 2012) that senses
capacitive properties that depend on the pore size distribution; and the GPR method (Annan,
2005) that is sensitive to soil moisture, interfaces and cavities that could be associated with
large roots or compacted layers.

Geoelectrical and electromagnetic methods, however, offer limited insights into the soil
mechanical status. Soil mechanical properties (e.g., strength, elastic moduli) are better
probed and characterized using shallow seismic methods (Socco et al., 2010; Foti et al.,
2011; Keller et al., 2013b; Donohue et al., 2013). The sensitivity of seismic measurements to
the mechanical states of the soil and wave interactions with inclusions offer opportunities
for detection of compacted layers, aggregation and potentially large pores beyond what
geoelectrical and electromagnetic methods provide. There is a wealth of experience and
literature from geotechnical engineering on linking seismic signatures to soil mechanical
states such as liquification resistance, penetrometer mechanical impedance, shear and bulk
moduli, and soil density (e.g., Sabba and Uyanik, 2017; Mandal et al., 2016; Bhowmick, 2017;
Yunmin et al., 2005). Additionally, cutting edge research into characterization of carbonate
rock with vuggy pores (e.g., Skalinski and Kenter, 2014) offer a potential for using similar
seismic measurements and methods for mapping large macropores.

A key step in the interpretation of geophysical methods is to define the links (and expressions)
between the geophysical properties sensed and the soil properties and states of interest. In
general, effective geophysical properties of a given heterogeneous volume composed by a
multiphase porous medium (e.g. a soil) depend on two aspects: (i) a constitutive aspect, the
geophysical property depends on the relative volumetric proportions of the constituents
and their individual physical properties and (ii) a structural aspect, the geophysical property
depends on the way in which the different constituents are spatially distributed in the volume
and how they connect. Virtually all theoretically-based petrophysical models targeting
electrical and mechanical properties were developed assuming an underlying structural
model. However, emphasis in agricultural geophysics has been on estimating proportions
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without always recognizing the impact of the structural model that is embedded in a given
petrophysical model. Application of geophysical methods for the study of soil properties and
structure hinges on the use and development of petrophysical models that consider changes
in pore spaces, are sensitive to soil constituents, and account for structural features.

Intuitively, it is expected that a high seismic velocity is an indicator of a stiff soil rather than
a loose soil, and that rapid rain infiltration as monitored by electrical methods suggests a
well connected pore network and the presence of macropores. Such qualitative expectations
exemplify the already discussed potential for using various geophysical measurements in
space and time to infer soil structure. A major challenge is, however, the lack of a systematic
quantitative approach in which geophysical methods are used to capture such signatures
and interpret soil structure. In this context, advancing soil structure characterization requires
a set of ingredients (some existing, some that require further development) that can be
summarized as: (1) a set of geophysical methods that can sense the soil structural form
(geoelectrical and electromagnetic methods) and the mechanical behavior (seismic methods)
(2) a set of interpretation tools that focus on the signatures of the structural aspect of the
geophysical response or property, (3) a framework of survey configurations, combination of
methods and monitoring strategies that allow the inference of soil structure.

Soil structure information is important at the small scale of a plot or a field and at larger
scales. For example, the parameterization of land-surface model often relies on the use
of “pedotransfer functions" that relate soil attributes (often soil texture only) to hydraulic
parameters. Recent studies have advocated for the urgent to include soil structure that could
significantly affect infiltration and runoff in ways not predicted by soil texture (Or et al., 2013;
Vereecken et al., 2016; Hirmas et al., 2018). In addition, the trend of agricultural intensification
and associated adverse impacts on soil compaction and structure are expected to affect food
security (Zhang et al., 2007). There is growing recognition for the importance of improving
soil structure representation in Earth system models, geophysics may offer a critical role
in providing such information at scales larger than the traditional point or sample scale
measurements.

2.3 Geophysical methods in soil science

In the previous section, we described the general challenges and possibilities with soil struc-
ture characterization using geophysical methods. Here, we introduce selected studies that
address soil properties using geophysical data. We discuss theoretical and empirical petro-
physical relationships and supporting experimental evidence, as well as their use in a variety
of soil science applications. The present literature review is not exhaustive, and we focus
primarily on applications relevant to soil structure characterization. For more detailed intro-
ductions to the geophysical methods discussed herein, we refer to Binley and Kemna (2005)
(DC-resistivity and IP), Doolittle and Brevik (2014) (EMI), Annan (2005) (GPR) and Steeples
(2005) (seismic methods).
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2.3.1 DC-resistivity method and Electromagnetic Induction

The DC-resistivity method is a method that measures spatially-distributed voltages result-
ing from current injections throughout an array of electrodes typically arranged on the soil
surface or in boreholes. Electromagnetic induction (EMI) methods measure selected com-
ponents of an electromagnetic (EM) field forming in the soil by induction in response to a
prescribed EM field. Characteristics of the measured voltages or the induced EM field can
be linked to subsurface electrical resistivity (Telford et al., 1990). DC-resistivity and EMI are
addressed together because they both respond to electrical resistivity (Ω) (or conductivity
(æ), its inverse) although the underlying physical principles and sensitivity patterns are quite
different.

Many authors (e.g. Rhoades et al., 1976; Corwin and Lesch, 2003; Samouelian et al., 2005;
Friedman, 2005) discuss how soil electrical resistivity depends on the constitutive and struc-
tural aspects of soils that are captured by soil properties (e.g. bulk density and clay content)
and state variables (e.g. soil salinity, water content, water saturation), their interactions and
spatial arrangement. Significant research involving laboratory and field experiments has
focused on the correlation between soil resistivity and one or more of these soil attributes.
A suitable starting point is to combine the two experimental relations by Archie (1942) to
express the impact of partial saturation on bulk electrical conductivity (æ) as:

æ=¡mSn
wæw = 1

F
Sn

wæw , (2.1)

where F = ¡°m is known as the electrical formation factor and quantifies the increase in
resistivity of the porous volume due to the presence of the solid matrix (assumed an insulator).
The dependence on the constitutive properties is given by the electrical conductivity of the
pore fluid (strongly linked to the salinity) æw , the saturation Sw , and the interconnected
porosity (porosity sensed by electrical current flow) ¡. The cementation exponent m and
the saturation index n account for the contribution related to the soil structural form. The
parameter m, for example, can in combination with ¡ be used to predict tortuosity (Nelson,
1994). The physical meaning of the cementation exponent m was discussed by Glover (2009),
in which the inverse of the formation factor is interpreted as the connectedness of the
pore network. A higher value of m indicates a reduction in effective pore connectivity as
exemplified by Figure 2.3 and is related to the geometry of solid particles (Friedman, 2005). In
most published field studies, m and n are treated as known constants or as fitting parameters.

A major shortcoming of Equation 2.1 is that it ignores surface conductivity, which is significant
in all soils and becomes an increasingly important contribution to bulk electrical conductivity
with increasing clay content (Revil et al., 2017). Multiple petrophysical models account for
surface conductivity in saturated media (e.g., the empirical Waxman-Smits model, Waxman
and Smits, 1968), in which surface conductivity (æs) acts in parallel to the conduction paths
in the pore space (the so-called high-salinity limit). Other models are based on Effective
Medium Theory (EMT) (e.g. Bussian, 1983). EMT models are preferred because they do
not make restrictive assumptions implying that the pore and surface conductivity electrical
current pathways are parallel. Sen (1997) used the EMT framework to discuss the effect of
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Figure 2.3 – Relationship between the inverse of the electrical formation factor and porosity
in Archie’s law (Equation 2.1). Two values of the cementation exponent are shown to illustrate
how it affects the formation factor: m = 1.5 has a more connected pore network than m = 1.8
as shown in the photographies, where the pore space is black and the solid phase is gray.
Modified from Revil and Cathles (1999)
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different pore geometries and pore sizes on the electrical resistivity of rocks. In addition to
the early work by Waxman and Smits (1968), models accounting for unsaturated conditions
and surface conductivity (æs) have been proposed. For example, the model proposed by
Linde et al. (2006):

æ= 1
F

£
Sn

wæw + (F °1)æs
§

, (2.2)

was derived by volume averaging in the high-salinity limit. Other models can be found in
Wunderlich et al. (2013) and Cosenza et al. (2009). Early models used to interpret electrical
conductivity in soil science were often empirical (Rhoades et al., 1989). Regardless of the
considered parameters (and rules) that account for different structural forms, none of these
petrophysical models considers explicitly the role of different types of heterogeneities in the
pore network (e.g. biopores) nor makes a differentiation between pore sizes (e.g. micro and
macroporosity).

Field and laboratory evidence of correlations between electrical resistivity and soil attributes
abound. Note that some of the clear links presented below for well-controlled laboratory
experiments are not easy to demonstrate under field conditions when soil moisture, pore
properties and pore water conductivity change continuously and simultaneously. For exam-
ple, McCarter (1984) measured the decrease in bulk resistivity with increasing water saturation
by gradually compacting soil samples. The results suggest that the resistivity decreases with
sample compaction. This is explained by increases in water saturation, and the growing
contribution from surface conductivity. However, the relative change in resistivity caused
by soil compaction is expected to be soil-dependent as many variables controlling electrical
resistivity (e.g., porosity, pore connectivity, saturation, volumetric clay content) vary with
compaction. For example, for the well structured agricultural soils shown in Figure 2.1b
and Figure 2.2b, compaction reduces the percentage of macropores and its connectivity, but
increases the contribution of surface conductivity. At a given partial saturation (implying un-
saturated macropores) and salinity, the overall effect of compaction may, thus, be a decrease
in the electrical resistivity of the soil. The work by Doussan and Ruy (2009) is intimately linked
to soil structure. They demonstrate how unsaturated hydraulic conductivity can be predicted
from electrical resistivity measurements at partial saturation by relating the pore diameter
in the capillary equation with the characteristic pore diameter (proportional to the square
root of the hydraulic conductivity) that results from applying percolation theory to porous
media. Although their method requires exhaustive laboratory work (measurements of satu-
rated hydraulic conductivity, electrical conductivity and clay content), their estimations of
hydraulic conductivity are in good agreement with independent measurements. Laboratory
experiments by Moysey and Liu (2012) demonstrated that the apparent electrical resistivity
of samples decreased by 30% when adding 4% of saturated macroporosity (generated by
removing rods and saturating the resulting pores). They proposed theoretical bounds for bulk
electrical resistivity by considering the macropores as cylindrical tubes that fully penetrate a
homogeneous soil matrix. They demonstrate that the relative effect of macropore activation
on bulk resistivity depends on the ratio between the resistivity of the pore fluid and the bulk
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Figure 2.4 – (a) Experimental set-up of DC-resistivity measurements after the tillage experi-
ment by Rossi et al. (2013a), soil electrical resistivity tomogram from data taken on one of
transects in that cross the alternating tillage (BM2 and BM3) and non-tillage (SA2 and SA3)
management regions. (b) Relative changes (before and after soil compaction) in inferred
electrical resistivity of a soil (Keller et al., 2017). Gray rectangles indicate track passages and
the full compacted part was made by consecutive passages of tracks next to each other.

resistivity of the background soil. Note that the condition of “fully saturated macropores"
may seldom apply to a real soil.

Several studies have observed a signature of soil compaction (e.g. decrease in macroporosity,
increase in density, change in hydrological functions) on electrical resistivity. For exam-
ple, Michot (2003) calibrated relationships between water content and resistivity for three
different soil horizons and used them to obtain water content sections from DC-resistivity
tomograms. After irrigating the field in the first day of the experiment, they monitored the
water content sections for ten days and attributed low temporal variations of water content
to zones that had undergone compaction. They discuss, how this could be attributed to a
reduction in hydraulic conductivity; this is in agreement with results presented by Richard
et al. (2001). As mentioned above, laboratory experiments by McCarter (1984) showed that
soil resistivity decreases in response to an increasing effective saturation due to compaction
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or increasing water content (especially for low moisture). These effects have also been cap-
tured in the field. Besson et al. (2004), for instance, studied the correlations of bulk density
and electrical resistivity. They performed laboratory and field experiments to demonstrate
that electrical resistivity is inversely correlated to changes in bulk density and, based on
their observations, concluded that the DC-resistivity method has potential for delineating
structural features such as the plough pan, wheel tracks and compacted soil lumps. The
evolution of soil resistivity following compaction was studied in a one-year long field exper-
iment by Besson et al. (2013). Along with DC-resistivity, they monitored soil water content
and temperature, and performed periodic measurements of density via soil coring in com-
pacted and non-compacted soils. Their results show that effects of compaction in electrical
resistivity, attributed to changes in bulk density and water content, persisted after one year of
monitoring. Rossi et al. (2013b) studied the effect that tillage has on DC-resistivity data. Their
set-up contained DC-resistivity profiles located perpendicular to a plot with an alternating
tillage pattern (Figure 2.4a); high resistivity anomalies are observed in the tilled zones. They
suggested that the electrical heterogeneity was brought by soil break-up due to tillage, yet
they emphasized the difficulty in recognizing effects of tillage as they were to some extent
masked in the natural electrical variability of the soil. Clearly, this type of effects are best
studied using a reference baseline prior to a perturbation (e.g., tillage or compaction). Figure
2.4b shows changes in electrical resistivity of a soil following compaction (see also Keller
et al., 2017). with electrical resistivity dropping up to 15 % in the compacted zones, which in
this study was primarily attributed to increases in soil surface conductivity. It must be high-
lighted, however, that uncertainty in time-lapse DC-resistivity measurements increases when
soil structure changes occur due to agricultural machinery, since the process of removing
and replacing the electrodes will introduce position changes that may impact the data and
subsequent inversion results. As discussed previously, changes in soil structure introduced by
compaction and tillage are expected to affect electrical resistivity, and current petrophysical
models (e.g., equations 2.1 and 2.2) may offer limited means to interpret these signatures.

Daily and seasonal variations in soil temperature are important to consider due to their
potential effects on electrical resistivity (+1 oC may yield 2% decrease in electrical resistivity)
and dielectric measurements by GPR and Time Domain Reflectometry (TDR) (Or and Wraith,
1999). To account for thermal effects on geophysical measurements, a correction is applied
to measured electrical resistivity or dielectric permittivity (≤) values, these corrections are
discussed in Besson et al. (2008) and in Or and Wraith (1999).

Considering the current state of the literature, we consider soil electrical resistivity as a valu-
able property for studying soil structure. It is one of the most commonly used geophysical
properties in soil investigations and it carries information about a wide range of soil proper-
ties. This multitude of sensitivities can be seen both as an advantage and a disadvantage. We
identify that there is a need to extend existing petrophysical relationships to consider aspects
related to soil structure (e.g., macroporosity) together with associated laboratory experiments.
Existing methodologies for estimating electrical resistivity (surface configuration, inversion
techniques, etc.) are well developed and adapted to different spatial scales.
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2.3.2 Induced Polarization

The induced polarization (IP) method is an extension of the DC-resistivity method. This
method has a strong potential for soil structure characterization and deserves further atten-
tion, given that the mechanisms (e.g. polarization of grains and pore-throats) that govern
the IP responses occur mainly at the interface between the pore space and the solid matrix
(Kemna et al., 2012). This should imply that IP properties are strongly linked to the structural
aspect of the studied soils. For example, in the context of groundwater studies, Slater (2007)
provides a discussion about the value of IP properties to estimate hydraulic conductivity in
aquifers. In time-domain IP (TDIP), the main geophysical property targeted is the charge-
ability (M =Vs/Vp ), defined as the ratio between the secondary voltage (voltage immediately
after the current is shut off, Vs) and the primary voltage Vp (Binley and Kemna, 2005). In spec-
tral IP (SIP), the frequency dependence of the complex electrical conductivity (æ§ = 1/Ω§) is
measured by applying alternating currents (Kemna et al., 2012). Interested readers may refer
to Robinson et al. (2008) for examples of different instruments. IP properties are very sensitive
to the specific surface area of the soil, which is determined mainly by the clay content and clay
type. Indeed, IP measurements complement DC-resistivity measurements by constraining
the contribution of surface conductivity to electrical conductivity. As mentioned above, the
IP method is an extension of the DC-resistivity method and measurements can be made
using a typical four electrode configuration. Yet, obtaining high quality IP data is technically
considerably more difficult since cable shielding and special electrodes need to be used to
avoid capacitive coupling overruling the polarization effect from the soil.

Rather than studying the chargeability, authors have often focused on chargeability normal-
ized by the electrical resistivity: the so-called normalized chargeability (M N = M/Ω), which
is strongly correlated with the clay content of the soil (e.g. Börner et al., 1996). Interestingly,
the chargeability and resistivity do not carry conclusive information on soil clay when con-
sidered separately. The capability of the normalized chargeability to discriminate zones was
studied by Slater and Lesmes (2002). They observed a clear lithological anomaly in their
M N sections that was not present in their Ω and M sections. Thus, it is preferential to work
with the normalized chargeability as it generally presents a linear dependence on the cation
exchange capacity and clay per unit of volume (Weller et al., 2013). The TDIP method is
comparatively underused in soil science, partly because of the perceived difficulty to obtain
high-quality field data (low signal-to-noise ratios and EM coupling effects) and the relative
lack of predictive and robust petrophysical models that link IP parameters to soil properties.
Recent laboratory studies on soil samples by Revil et al. (2017) are expected to promote its
use.

We argue that SIP parameters have a great potential to offer insights about the structural form
of the soil. The Cole-Cole model, for example, is an empirical model that links the frequency
dependent complex electrical conductivity to a relaxation time (often assumed to depend on
either the grain size or the pore size) and an exponent that depends on the width of the grain
size distribution (Friedman, 2005). Qualitatively, Ghorbani et al. (2008) observed the effect
of macroporosity on the complex electrical conductivity. In an infiltration experiment, they
observed a drop in the phase of the complex conductivity that coincided with the time at
which the macropores became saturated by the water front (as measured by a tensiometer).
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This “two-stage" behavior of the phase data was interpreted as a decrease in the net polar-
ization produced by the diffusion of ions from wet aggregates to the saturated macropores
as they were filled with water. Based on this, they suggested that SIP parameters could be
used to monitor the saturation and desaturation of macropores in soils. This result is in good
agreement with laboratory work by Breede (2013). Here, the measured variations with satura-
tion on SIP properties in repacked soil samples (mixtures of sand and clay) were qualitatively
attributed to polarization effects related to saturation and desaturation of heterogeneous
pore spaces.

The SIP method is still under development; the current state-of-the-art is reviewed by Kemna
et al. (2012). The experimental evidence addressed in this section suggests that future de-
velopments and improved understanding of polarization properties of structured soils will
eventually give IP methods a central role for characterization of the structural form of soils.

2.3.3 Ground-Penetrating Radar

GPR is a high-frequency EM method that is governed by a wave equation. In the typical set-up,
an electromagnetic pulse is transmitted by a transmitter antenna placed in contact with the
surface of the soil and the response is measured over time using a second receiving antenna
placed at a fixed distance. The system is moved along a profile while repeating the measure-
ments with a short measurement interval (for more details please refer to Annan, 2005). The
GPR response is given by the interaction of EM waves at the soil-air interface, its propagation
through the soil and scattering at interfaces. At GPR frequencies, the propagation velocity
(v) and the reflexion coefficients of EM waves depend mainly on the relative permittivity of
the medium in which it is traveling following (so-called dielectric constant). The dielectric
constant is defined as the ratio between the dielectric permittivity of the medium (≤medi um)
and vacum (≤vacum) (∑= ≤medi um/≤vacuum). It is related to v as:

v = c
p
∑

, (2.3)

where c is the speed of light in a vacuum. The dielectric constant of water (∑º 80) is widely
different than the dielectric constant of both the matrix minerals (∑ª 5) and the air (∑º 1).
For this reason, the GPR propagation velocity is strongly dependent on the water content and
the scattering of GPR signals are mainly caused by variations in water content.

Some of the most widely used models that relate the dielectric constant to the soil constituents
are purely empirical. For example, the Topp model (Topp et al., 1980), in which the predicted
dielectric constant depends only on the soil water content through a polynomial relationship,
is given by:

∑= 3.03+9.3µ+146µ2 °76.7µ3. (2.4)
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More theoretically-based parametrizations are preferred as they consider different soil prop-
erties and assume a certain structure. For example the volume averaging relation proposed
by Linde et al. (2006) connects the dielectric constant to soil properties by:

∑= 1
F

£
Sn

w∑w + (1°Sn
w )∑a + (F °1)∑s

§
, (2.5)

where ∑w , ∑a and ∑s are the dielectric constant of water, air and the soil matrix, respectively;
or the Lichteneker-Rother model (e.g., Roth et al., 1990):

∑=
£
µ∑Æw + (1°¡)∑Æs + (¡°µ)∑Æa

§ 1
Æ , (2.6)

with typically Æ= 0.5, more generally, Æ= 1/m, where m is Archie’s cementation exponent
(Brovelli and Cassiani, 2008).

The applicability of GPR in soil-related field-based studies has been widely reported in the
literature. For instance, Grote et al. (2003) derived a site-specific petrophysical relationship
from soil samples and used it to investigate the accuracy of soil moisture estimations obtained
from GPR surveys. The comparison between moisture estimations using GPR and sample
measurements show correlation coefficients as high as 0.98 for 900 M H z data and 0.92 for
450 M H z data. The travel time to a reflected layer measured by GPR was used by Lunt et al.
(2005) to estimate water content in a Californian vineyard where they had certain knowledge
about the presence of a reflective layer in the soil. They calibrated a site-specific relationship
between dielectric constant and water content and used it to map water content. Krueger et al.
(2013) used a combination of EMI and GPR to map soil depth and used these estimations
as input in a grain yield model. The accuracy of the model used to predict grain yield was
improved by using such a geophysically-assisted approach. André et al. (2012) attributed GPR
reflections in a transect across a vineyard to soil compaction. Zones with strong reflections
present a compacted soil profile and a poor development of the vine in comparison to a weak
reflection in an uncompacted zone where the vine presents a higher development. Di Matteo
et al. (2013) discussed the effects of near-surface dielectric constant (with a sensitivity to
depths on the same order of magnitude as the EM wavelength in the soil) on early time GPR
amplitudes; these concepts were confirmed by numerical simulations. In fact, the dielectric
constant is highly correlated to the amplitude of early GPR signals. These findings were
used by Algeo et al. (2016) to map soil water content using GPR amplitudes in a field-scale
experiment.

With respect to soil structure and compaction, Petersen et al. (2005) explored the value of GPR,
EMI and refraction seismics to asses soil structural changes caused by soil compaction. For
the compacted soil, they observed strong reflections in GPR signals under humid conditions.
The contrast in dielectric constant that was causing these reflections was attributed to layers
of variable water content that were considered indicators of soil compaction. Wang et al.
(2016) used GPR data to study the correlation between soil properties and GPR wave speeds in
compacted soils (both laboratory and field). Their results show that the wave speed (i.e. also
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Figure 2.5 – GPR spatial identification of compacted zones in a compaction field experiment
(described by Keller et al., 2017) in Zürich, Switerland. (a) Data collected before the com-
paction event. (b) Data collected after the compaction event at the same location. (c) Soil
profile from a non-compacted zone in the experimental field. The red and white color in the
ruler alternate every 10 cm.

dielectric constant) is influenced by water content, bulk density and penetration resistance,
they did not provide an equation describing these relationships because of insufficient data.
Figure 2.5 shows GPR data collected with a 800 MHz monostatic antenna at the experimental
field (soil profile similar to Figure 2.5c) described by Keller et al. (2017). The data were
collected in a soil transect at two stages: before compaction (Figure 2.5a) and after (Figure
2.5b) the compaction of certain zones by a passing tractor. Note that the water content at the
times of measurements of Figures 2.5a and 2.5b were similar in the non-compacted treatment.
However, the water content of soil transects that underwent compaction is expected to be
lower. A zero time correction was applied to the data, followed by DC-shift filter and a linear
gain function. It is possible to identify the compacted zones based on features that appear
in the data. For example, the post-compaction radargram shows an enhancement of signal
amplitudes over the soil regions that underwent compaction.

The main value of the GPR method is its ability to estimate water content at a high spatial
resolution (Klotzsche et al., 2018). It offers estimates of soil moisture that are useful to account
for dynamics of water losses (evaporation, root water uptake). Furthermore, it has have
the potential of providing information related to natural layering and layering introduced
by compaction. Survey designs and acquisition systems are relatively well developed, but
readily-available and accurate techniques for quantitative interpretation of GPR data are
more limited. A major limitation of the GPR method in soil science investigations is that the
signal is highly attenuated in electrically conductive soils (high clay content).
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2.3.4 Seismic methods

Seismic methods involve the measurement of ground displacement velocity (or acceleration)
generated by compressional and shear waves produced by (most often) an artificial source
(e.g., dynamite explosion or hammer impact). The use of seismic methods in soil science
studies is not as common as electrical or EM methods. Nevertheless, seismic wave fields
contain information about the mechanical properties of the subsurface and may offer insights
about soil structure that other geophysical methods can not provide (Keller et al., 2013a).

For an homogeneous media, seismic velocities (pressure wave vp and shear wave vs) are
related to elastic moduli and density through:

vp =

s
K +4/3µ

d
, (2.7)

and

vs =
r
µ

d
, (2.8)

where K is the bulk modulus (or compressibility modulus), µ is the shear modulus and d is
the density. The elastic moduli of a porous medium (especially soils) are complex functions
of the individual properties of the components of the mixture. Various relationships exist
that link elastic moduli to, for example, porosity (see Schmitt (2015) for a review of the most
common relationships). One of the most widely used are Hashin and Shtrikman (1963) (HS)
relationships, which bound the elastic moduli of a mixture of grains and pores.

The bulk modulus of water is generally greater than that of the background dry matrix in
unconsolidated soft materials like soils, so the impact of water content on the effective elastic
properties of a soil is central, yet not fully understood and a cause of controversy in the
scientific community ( e.g. Shin et al., 2016). The theory of elastic wave propagation through
a multiphase porous material proposed by Brutsaert and Luthin (1964) is often used to study
the influence of water content on p-wave velocity. It predicts:
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d
, (2.9)

where a and b are fitting parameters that largely depend on the elastic properties of the
background dry matrix (Shin et al., 2016), pe is the effective pressure that depends on the
capillary pressure (indirectly related to water content by the soil characteristic curve) and Z
is a function of the degree of saturation or, more specifically, of the effective bulk modulus of
the mixture of fluids (water and air) in the pore space. Equation 2.9 describes the dependency
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of the p-wave velocity on the saturation (encoded in Z ) and effective pressure. In such a
description, the conceptualization underlying the calculation of the effective bulk modulus of
the fluid mixture plays a predominant role and may determine the trend of the relationships
between p-wave velocity and saturation. For instance, the effective bulk modulus will be very
different if using arithmetic or harmonic (for which Z reduces to 1 for almost the entire range
of saturations) weighted averages of the bulk modulus of the two fluids (Domenico, 1977).
When measuring the p-wave velocity over a certain spatial and temporal scale, such simple
assumptions do not well explain the actual water phase distribution as it is affected by many
processes (infiltration, drainage, evapotranspiration) and it is very unlikely that the same
mixing rules apply at all times (e.g. the empirical relation by Brie et al., 1995). There are also
other effects of water content (or saturation) on the p-wave velocity: indirectly by its impact
on water potential and directly by its impact on density.

Lu and Sabatier (2009) performed a two-year long field experiment to study the above-
mentioned effects of saturation and matric potential on the p-wave velocity by using Brutsaert
and Luthin’s theory. They instrumented a trench in a soil to measure p-wave velocity, water
content and matric potential and back filled it with a soil mixture. They assume that Z º 1,
which corresponds to a homogeneous distribution of the water in the pore space. Their results
show that p-wave velocity relates to matric potential in good agreement with the predictions
by Brutsaert and Luthin (1964). They observed a decreasing of p-wave velocity with increasing
water content. Using Equation 2.9, this counterintuitive result can be understood as a
consequence of the reduction of the capillary force acting on the soil particles and (to a lesser
extent) an increase of the bulk density, leading to a decrease in the nominator (bulk moduli)
and increase in the denominator of Equation 2.9 respectively. A more detailed discussion can
be found in Shin et al. (2016). Brutsaert and Luthin’s theory does not consider the relative
movement between the solid and fluid phases, so dissipation of energy associated with
such phenomena is ignored. Furthermore, the soil studies by Lu and Sabatier (2009) was
performed on an artificial soil mixture, without a well-developed structural form; a situation
for which it is reasonable to assume Z = 1 (c.f., panel A of Figure 2.1). Soil aggregation in a
well-structured soil and consolidation of the solid matrix should reduce the relative effect
of the capillary forces on the bonding of particles. Flammer et al. (2001) measured p-wave
velocities and water content in undisturbed soil samples and observed a high sensitivity of the
velocity to the distribution of water in the samples that was in turn influenced by preferential
flow in macropores. For this reason, we expect Z to be a time-varying function and the
appropriate way to derive it for a heterogeneous water-air mixture is an open question.

Unlike in geotechnical applications and reservoir characterization, seismic methods are rela-
tively underused in soil characterization for ecological and agricultural applications. We have
mentioned the potential adaptation of some of the methods to characterize soil compaction,
and even soil structure by drawing analogies with petrophyiscal approaches used in charac-
terization of carbonate reservoirs (Skalinski and Kenter, 2014). The Multichannel Analyses
of Seismic Waves, has been widely applied in civil engineering studies (e.g. Xia et al., 2000;
Park et al., 2002, 2007) to map shear wave velocities, known to be strongly linked to different
soil mechanical properties (e.g., Socco et al., 2010; Foti et al., 2011). For example, the shear
wave velocity has been related to the liquefaction resistance in soil samples by Yunmin et al.
(2005). Sabba and Uyanik (2017) presented an empirical exponential relationship between
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Figure 2.6 – The sensitivity of seismic measurements to soil compaction and load: S-wave
sections from Multichannel Analysis of Seismic Waves (MASW) deduced from a compacted
zone (a) and a non-compacted zone (b), note lower S-wave velocities for the non-compacted
soil (from Donohue et al., 2013); and (c) p-wave velocity with depth measured in a wheeling
experiment marking changes during load application and after passage of the wheel (from
Keller et al., 2013b).

the uniaxial compressive strength (UCS) of samples of reinforced concrete and their shear-
wave velocities (R2 ª 0.90). An interesting study for soil structure was presented by Mandal
et al. (2016) for linking soil strength with p-wave velocities. They measured flexural strength
and p-wave velocities of different types of soils that were stabilized with different binders.
Their study shows that minute changes in soil bulk density may induce significant impact
on seismic velocities. Similar effects are induced by soil biological activity with cementation
and increase in strength and creation of stable aggregates. The principles of MASW methods
have been successfully used for in-situ studies, for example, the methodology employed by
Ryden and Park (2006) to determine the thickness and shear velocities of pavement layers.
These concepts have already been used in other systems with similar characteristics (e.g.
permafrost study by Dou and Ajo-Franklin, 2014).

Penetrometer mechanical impedance is an important soil trait that affect root growth and
other aspects of soil biological activity (Ruiz et al., 2015). In a manner similar to artificial
cementing experiments of Mandal et al. (2016), near-surface seismic measurements offer
a relatively direct window to quantify soil stabilization by biological agents. Some authors
have proposed to use estimations of seismic velocities in combination with parameters
derived from penetrometer resistance measurements to estimate bulk density by using
empirical relationships (Burns and Mayne, 1996; Mayne et al., 1999). For example, the
dynamic resistance is related to the maximum shear modulus of the soil by Lunne et al. (1997)
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and Mayne and Rix (1993). Then, the density could be derived by the combination of these
empirical relations with Equation 2.8. More interestingly, seismic velocities have shown to be
correlated with penetrometer resistance measurements, thereby, confirming the link between
the seismic velocities and the mechanical impedance of soils. For example, Donohue et al.
(2013) explored the possibility of using multichannel analysis of seismic waves for detecting
soil compaction. They obtained a rather strong (R2 = 0.66) correlation between inverted
shear wave velocities and bulk density from sampled cores and penetration resistance taken
in the field. The spatial distribution of the shear wave velocity is shown in Figure 2.6. Indeed,
the soil in Figure 2.6a that was presumably compacted presents higher velocities and suggest
the presence of a compacted layer in comparison with the soil in Figure 2.6b where a more
homogeneous distribution of seismic velocities is observed. P-wave velocities were inferred
during a wheeling experiment (passing of agricultural machinery) by Keller et al. (2013b).
They inferred p-wave velocities at different depths along a soil profile crossing the traffic
line at various stages (before, during and after wheeling). As shown in figure 2.6c, there is a
strong increase in velocity during the first wheeling, a relaxation to its initial value between
the first and second wheeling, a similar increment in velocity during the second wheeling and
a relaxation to an intermediate value after the second wheeling. This illustrates the strong
influence of soil structure on seismic velocities, yet quantitative interpretation is challenging
with the existing tools. They also measured penetrometer resistance and took samples at
various depths to measure bulk density. Their results show a correlation between p-wave
velocity and bulk density and they reported a site-specific relationship between p-wave
velocity and penetrometer resistance.

Despite the lack of a definitive understanding of the mechanisms that influence seismic
velocities in soils, we argue that seismic methods are underused in studies of soil mechan-
ical status and soil structure. In fact, the direct dependence of seismic waves on the soil
mechanical properties make seismic methods essential for soil structure evaluation, given
that they can resolve mechanical states that are not observable by other (e.g., geoelectrical)
geophysical methods.

2.3.5 Other geophysical methods

We have discussed the geophysical methods that we consider best suited to address soil
structure characterization. One should keep in mind, however, that a wide repertory of
geophysical methods exist, and the usage of some of them may be relevant in this context
(Grandjean et al., 2009a; Binley et al., 2015). For instance, the self potential (SP) method (Revil
et al., 2012) is a passive electrical method, in which naturally-occurring electrical potential
differences are measured. The streaming potential contribution that is related to fluxes and
water saturation is important in soils (Doussan et al., 2002; Jougnot et al., 2012, 2015) and
can be associated to root water uptake or percolation following precipitation. Laboratory,
borehole and surface based nuclear magnetic resonance (NMR) methods are sensitive to
water content and, in some cases, to hydraulic conductivity (Behroozmand et al., 2014; Binley
et al., 2015). Gravimetric measurements (especially time-lapse) can be useful to constrain
estimates of hydraulic states and fluxes (Blainey et al., 2007). The hyperspectral method uses
the light reflected by the soil, which in turn is determined by its composition (texture, organic
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matter, salinity) and could be useful to improve estimates of related properties (e.g., clay
content) over large areas (Ciampalini et al., 2015).

2.4 Opportunities for geophysical soil structure characteri-
zation

Following our review of geophysical methods and identification of current limitations for
soil trait inferences, we evaluate next theoretical developments and applications of geophysi-
cal methods aimed specifically at resolving soil structural features directly or indirectly by
examining the effects of soil structure on the soil system dynamics.

2.4.1 Petrophysical models of a structured soil: Pedophysical models

Petrophysical models are central to the interpretation of geophysical measurements. We have
discussed some of their shortcomings for soil structure identification due to their reliance on
volumetric proportions or neglect of key physical processes in their construction. A detailed
treatment of the wide field that links geophysical responses with soil and geological material
properties is beyond the scope of this review. We have presented several relationships for
linking electrical conductivity to porosity (Equations 2.1 and 2.2), dielectric constant with
water content (Equation 2.6) and seismic wave velocity with soil bulk density (Equation 2.9).
However, the development of specific pedophysical relationships (associated to soils and not
to rocks) is needed to include effects of soil structure on geophysical properties. A promising
approach for incorporating soil structure is offered by effective medium theory (EMT) and
related formalism (Berryman, 1995; Friedman, 2005).

In the absence of surface conductivity (a condition that hardly occurs in any soil), Day-Lewis
et al. (2017) compared predictions of electrical petrophysical models that consider two poros-
ity domains (Figure 2.7) with different salinities. One prediction is based on a simplified
(assuming parallel conduction) weighted arithmetic average of the fluid conductivities and
the other is derived using a variant of EMT called differential effective media (DEM) theory
(Bussian, 1983). Predictions made by the latter model exhibit a very good match to pore net-
work simulations of dual-domain solute transport. In this formulation, each porosity domain
has its own cementation exponent (hence connectivity) and the interaction between the
two conducting domains are accounted for. Furthermore, there is a functional relationship
imposed between the two connectivities, thereby, limiting the number of free parameters. A
similar parameterization could be pursued for aggregated soils by differentiating between
inter and intra-aggregate pore space. Another example for which the shape and distribution
of constituents has been studied extensively is dielectric mixtures (Friedman, 2005; Wunder-
lich et al., 2013) where the arrangement of the phases or the shapes of the elements in the
mixture affect the effective value of the upscaled petrophysical property (Sihvola, 1999).

The richness of EMT has been demonstrated by providing a rigorous basis for relationships
that were proposed initially on empirical or ad-hoc basis. For example, the Hanai-Bruggeman
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Figure 2.7 – (a) Diagram illustrating a bimodal pore network model (PNM) consisting of a
pipe lattice with a given porosity (blue) between accumulations of zeolite grains (red) with (c)
an internal porosity. From Day-Lewis et al. (2017).

mixing formula derived from DEM (e.g., Bussian, 1983), reduces to Archie’s law when consid-
ering that conduction is dominated by the solute (see also Sen et al., 1981). The exponent
m = 3/2 results from considering spherical inclusions in the DEM formalism, and the differ-
ent values of this exponent emanate from considering ellipsoidals with different eccentricities
and orientations (Cosenza et al., 2009). As for the high frequency permittivity, Zakri et al.
(1998) demonstrated that the Lichteneker-Rother formula (Equation 2.6) can be derived from
EMT by considering a symmetric Bruggeman mixing rule in which ellipsoidal inclusions
parallel to the applied field are used and whose eccentricities follow a beta distribution.
The inclusion of EMT formalism for soil structure characterization would require additional
parameters and render the inference in field settings more complicated and less unique. To
address some of this complexity, we will discuss shortly (Section 2.4.2) approaches that would
harness concurrent measurements by different geophysical methods to better constrain the
interpretation.

Laboratory investigations by Moysey and Liu (2012) show sensitivity of the electrical con-
ductivity to the saturation of macropores in soil samples. This work (shown in Figure 2.8)
demonstrated that even slight increases in active (saturated) macroporosity can produce
considerable decreases in electrical resistivity and it proposed theoretical bounds by arith-
metic and harmonic averages. These results illustrate that there is a measurable impact of
macropores on electrical measurements and support our discussion that encourages the
development of appropriate pedophysical models to capture such effects.

Mechanistic models describing IP responses are based on the assumption that the polariza-
tion process can be decoupled such that the contribution from each grain (or pore) can be
summed up by a convolution operator. Furthermore, grain (and pore) polarization models
are generally based on idealized geometrical shapes that might poorly describe actual pore
structure. This might explain why the packing of identical matrix material has a strong IP
effect, which cannot be captured by existing models (Kemna et al., 2012; Bairlein et al., 2014).
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Figure 2.8 – Relative change in apparent resistivity as a function of saturated macroporosity.
Symbols show experimental data for true (x) and sand (·) soils. Shaded areas indicate the
region between the theoretical bounds derived for isotropic and anisotropic macropore
networks. Here, r /r0 is the ratio of the initial soil resistivity to the macropore resistivity (from
Moysey and Liu, 2012).

To better understand the soil structure signature of the IP method, we suggest that labora-
tory work on undisturbed soil samples together with advanced soil structure imaging and
modeling is needed.

Improving our understanding of the links between seismic properties and soil structure is an
important and promising area that could enable non-invasive probing of the mechanical state
of the soil by accounting for effects of structure on the seismic wave propagation. Changes
in soil structure contain several invisible effects on soil function, primarily with loss of large
pores and alteration of their topology (continuity), but even more subtle that these changes,
are the alteration of soil mechanical resistance and strength that affect biological life in
soil. The impacts of compaction and load on seismic velocities have been demonstrated
in several studies including the aformentioned wheeling experiment (Keller et al., 2013b)
where p-wave velocities were sesnsitive to transient (load) and permanent changes in soil
mechanical properties after wheel passage. The representation of such changes on seismic
wave propagation hinges on advancing petrophysical modeling of commensurate changes in
key variables (bulk density, soil stiffness, elastic moduli and more). Markov et al. (2005) used
DEM theory to study a related problem, namely the sensitivity of effective elastic properties
to porous heterogeneities in dual-porosity rocks. Their formulations include a homogeneous
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porous host material with ellipsoidal and spheroidal inclusions representing vrugs and cracks
in the rock, respectively. These ideas could be followed to include heterogeneities that
are representative of macropores. For instance, it is already well established that thermal
transport properties are critically dependent on the shape (e.g. spherical and cylindrical
inclusions) of the grains and their spatial arrangement (De Vries, 1963). Similarly, Berryman
(1995) reviews EMT approaches for modeling the elastic moduli of multiphase materials and
illustrates how different inclusions shapes can be accounted for in such formulations. One
could also explore advanced simulation methodologies. For example, Rubino et al. (2016)
simulate the effective elastic properties of an experimental volume by considering attenuation
and dispersion of seismic waves introduced by wave-induced fluid flow (see Pride, 2005) due
to mesoscopic (larger than pore scale, smaller than the wavelength) heterogeneities within a
porous media. By introducing heterogeneities that are representative of the structural form
of a soil (e.g., a hole created by an earthworm), such methodologies could provide insights
about the sensitivity of elastic properties (and seismic velocities) to structural form and water
saturation.

2.4.2 Combination of geophysical measurement methods

Geophysical methods differ in their sensitivity to different soil physical properties, some
respond primarily to interfaces (wave-based physics; seismic and GPR reflection methods)
whereas others to bulk properties (diffusion-based physics; DC-resistivity and EMI). It is thus
conceivable that the combination of geophysical methods may have a synergistic influence on
the inferences especially as related to an elusive trait such as soil structure. We discriminate
below between multi-method approaches that (i) provide information about soil structure
properties and (ii) delineate zones with different soil properties.

The first category is motivated by the fact that a single geophysical property is often in-
sufficient to draw reliable conclusions about soil structure. For instance, the IP method
provides information about the conductive and capacitive properties of a soil. Compared
to DC-resistivity data that only sense conductive properties, this makes it much easier to
attribute responses to salinity, clay or water content variations (Revil et al., 2017). Similarly,
estimations of water content using GPR may be useful to constrain the interpretation not
only of electrical resistivity sections (or maps) derived from DC-resistivity (or EMI) but also
of seismic velocities.

The second category is motivated by the fact that certain methods (e.g., seismics and GPR)
have superior resolution, while the physical property of interest is primarily sensed by a
lower-resolution method. As an example, one could improve the information content of
DC-resistivity data by constraining its interpretation to soil layers derived from GPR or
seismic data (see Doetsch et al. (2010) for a hydrogeological example). This could help to
better constrain hydrological dynamics in time-lapse studies (discussed in Section 2.4.4).
Another option would be to combine GPR reflectivity patterns and seismic bulk properties
to differentiate between loose and compacted soil zones. Similar combinations of GPR and
seismics might help to localize large root volumes in forest soils.
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Inversion (e.g. Menke, 2012) is needed to translate geophysical data into geophysical prop-
erties. The resolution and robustness of geophysical inversion results are often improved
by considering multiple data sets or information gained from other types of geophysical
data (Linde and Doetsch, 2016). A more advanced approach would, therefore, be to jointly
invert the data by directly targeting properties of interest. For instance, both DC-resistivity
and GPR data are highly sensitive to porosity (Equations 2.1 and 2.5). This suggests that
joint inversion schemes combined with appropriate pedophysical parametrizations of soil
(in order to target, say, macroporosity rather than total porosity) would be possible. Joint
inversion implementations remain challenging since data errors and sensitivities are different
for different methods.

Similarly, joint inversion could be used to (i) better understand field-scale petrophysical
relationships (e.g., Linde and Doetsch, 2010) and to (ii) enable clustering into zones of distinct
soil structure. One way to achieve this is joint inversion using structural constraints in which
no petrophysical relationship is imposed (Gallardo and Meju, 2003; Doetsch et al., 2010).
Gallardo and Meju (2003) pioneered such an approach by jointly inverting DC-resistivity data
and seismic travel-time data. By observing the resulting cross-plot of electrical resistivity and
p-wave velocity, they recognized segregation of the scattered points into different zones with
different trends suggesting local field-scale petrophysical relationships. Doetsch et al. (2010)
used such plots as input to clustering algorithms that provided a zonation of the subsurface.

2.4.3 Survey design and spatial scaling of soil structural features

Geophysics may offer extensive spatial coverage that provides a more integrative view of the
subsurface than what can be obtained by sparse soil sampling or deployment of point sensors.
In general, the support volumes of geophysical data and corresponding property estimates
obtained by inversion are often much larger than the Representative Elementary Volume
(REV) scale at which petrophysical models are defined. Any attempts to describe processes
or downscale geophysical information to finer spatial scales should consider a certain level of
stochasticity. Geostatistical theory offers means to explicitly account for spatial averaging and
support volume (Kyriakidis, 2004). Ignoring the scale disparity between geophysical estimates
and variables of interest is known to bias results (Day-Lewis et al., 2005) and it might lead to
false conclusions. Hence, once a clearer understanding on the signatures of soil structure in
geophysical signals is developed, geophysics could help bridging the spatial gap between the
very small support-volume offered by spatially-undersampled subsurface soil sensors and
the larger scales that are relevant for land management and climate modeling. Such methods
are not yet developed, and refinement of geophysical methods and interpretation would be
required to allow for large-scale investigations at high resolution (also with depth).

The main challenge with high-resolution geophysical imaging of soils over large scales is that
the horizontal scales are much larger (kilometric or more) than the vertical scale (decimetric
to metric) of interest. Exhaustive representation of such landscapes at the resolution relevant
to soil structure studies would require the acquisition and processing of massive amounts of
measurements (both are time and cost extensive). Experimental setups would also need to be
adapted to enable accurate imaging of features at scales of decimeters or less (e.g., account for
electrode shape (Rücker and Günther, 2011) and use non-standard high-frequency seismic
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sources Ryden and Lowe (2004). In addition, noise becomes an issue at these scales, at which
electrode contact, exact electrode locations (and their variation over time) and microtopogra-
phy may introduce considerable errors and mislead interpretations. Drone-based geophysics
or instruments that are towed or attached to agricultural machinery (or autonomous ve-
hicles) is likely to become increasingly available and alleviate some of challenges of data
acquisition (e.g., http://vulcanuav.com/, https://gamaya.com/) (Rapstine et al., 2017) (the
processing remains a challenge). Other surrogate variables may help indicating presence
and influence of soil structure from rapid infiltration or no runoff (local gravity methods);
manipulative experiments with large scale salt application to monitor rate of removal and po-
tential pathways; use of near-surface seismic surveys to establish baseline compaction levels
in agricultural regions. To address the data processing and information extraction burden,
we envision the use of hierarchical approaches that retain essential soil structural features
based on the intended application. The potential of information compression (similar to
image compression) could be useful in communicating such large soil structural data sets.
We suggest further that low-resolution mapping with EMI or satellite-based remote sensing
(that only senses land-surface properties) can be used both to guide the locations of such
detailed surveys and to interpolate in-between (Dafflon et al., 2017). Versatile geostatistical
techniques that can handle incomplete sampling and different support-scales need to be
further developed and demonstrated for this type of problem (Straubhaar et al., 2016). We
also expect that recent advances in deep-learning can help to address downscaling using
image super-resolution methods (Lu et al., 2018; Shen, 2018).

2.4.4 Soil dynamic responses and hydrogeophysical modeling

Repeated geophysical surveys or semi-permanent geophysical monitoring make it possible
to deduce influences of soil structure indirectly via its impact on various soil dynamic pro-
cesses. Examples include the activation of macropores (Moysey and Liu, 2012), rapid drainage,
salinity changes due to root water uptake, abrupt changes in seismic or GPR signals following
compaction. Given their larger spatial footprint, time-lapse geophysics may offer insights
that are impossible when using individual point sensors. In the vein of hydrogeophysics
(Binley et al., 2015), we propose to capitalize on the combination of spatial coverage and
dynamic monitoring to differentiate geophysical responses related to the presence or ab-
sence of certain structural features. We highlight that the relevant time scales might be years,
even decades (aggregation, soil structure formation and regeneration), and that geophysi-
cal monitoring can be achieved over such time-scales. Having the possibility of gathering
dynamic responses enhances the value of geophysical methods as tools for soil structure
characterization. Current instrumentation may not be well suited for such challenging task,
the creation of new autonomous machines specifically designed to monitor large areas over
long time periods may substantially improve monitoring capabilities.

As an example, we present a week-long time-lapse DC-resistivity monitoring experiment car-
ried out in September 2017 at the Soil Structure Observatory in Zürich, Switzerland (see Keller
et al. (2017) for experimental details and Section 2.6). Figure 2.9 presents relative variations
(and associated standard deviations) of apparent resistivities (Figure 2.9a) corresponding to
electrodes separated by 50 cm (so-called Wenner array) and volumetric water content esti-
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mated using Topp’s equation from measurements of TDR probes at a depth of 20 cm (Figure
2.9b). The data were acquired in four subplots with different characteristics: non-compacted
bare soil (yellow), compacted bare soil (brown), non-compacted soil under grassland (mixture
of grass and legumes, light green) and compacted soil under grassland (mixture of grass and
legumes, dark green). These results obtained 3.5 years after the compaction event can be
interpreted by qualitative arguments. The grass-covered zones respond much more to the
rainfall on September 17 than the zones with bare soil. This confirms that the bare soil is
nearly water-saturated before this precipitation event (see Figure 2.9b). In contrast, the grass
covered zones present a lower initial water saturation/content (more evapotranspiration
and faster downward percolation). Additionally, note how Figure 2.9 resembles the results
obtained by Moysey and Liu (2012) (Figure 2.8); normalized apparent resistivity decreases
as the biopores created by the grass and legume roots gradually become active in response
to the rainfall. This is not evident for the bare soil, where root-introduced biopores is not
present. The only clear discriminator between the subplots is their structural form, and yet,
the DC-resistivity data presented here and in Figure 2.4b could capture aspects related to soil
structure (compacted vs. non-compacted) and management (bare vs. grass-covered soil).
These observations were obtained from one geophysical method and interpretations were
made with the help of TDR data and based on prior knowledge about the characteristics
of the controlled experiment. This enhances the value of the combination of geophysical
methods with other sources of information. Additionally, we expect that the combination of
methods (see Section 2.4.2) can guide interpretations at locations with more limited prior
knowledge about the soil and its history. This example emphasizes the lack of quantitative
tools to interpret the observations and reinforces the need for developments described in
this section.

The anecdotal applications described above, clearly point to the need for methods that fuse
spatial and temporal geophysical information to derive quantitative metrics related to soil
structure. Such methods could be fashioned after large scale hydrological and climate models
(Van Looy et al., 2017), or in the context of geophysics, could use coupled hydrogeophysical
inversion to infer subsurface properties (Linde and Doetsch, 2016). In such an approach, the
inverse problem is parameterized in terms of hydrological properties. The mismatch between
the observed geophysical data and those predicted from the hydrological forward response
(using a petrophysical relationship and a geophysical forward model) is used to iteratively
infer a set of hydrological parameters that honor the data (Kowalsky et al., 2004; Jougnot et al.,
2015; Tran et al., 2016; Kuhl et al., 2018). Thus, the dynamic geophysical response to soil
state is used to infer soil properties of interest. Such coupled inversion methodologies have
the potential of providing valuable information about the evolution of soil structure and,
in the case of degradation, the major aspects influencing its recovery. A further step would
be to shift emphasis from parameter estimation towards a framework of formal testing of
competing hypotheses of the mechanisms governing soil structure and its development. This
can be addressed by model selection techniques that use geophysical data to discriminate
among multiple competing conceptual soil models (Linde, 2014; Brunetti et al., 2017).
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Figure 2.9 – (a) Relative time-lapse changes in electrical resistivity of the first level of the
Wenner array for bare soil compacted (BS-FC), bare soil non compacted (BS-NC), permanent
grass compacted (PG-FC) and permanent grass non compacted (PG-NC). (b) Volumetric
water content estimated from TDR measurements at 20 cm depth, located in the same plots
as in (a).
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2.4.5 Summary

This section presents an overview of geophysical methods and models (petrophysical and
inversion strategies) for soil structure characterization that have not been yet fully developed,
yet they deem to hold most promise for progress in this area. In particular, the harnessing of
combination of methods with different sensitivities to soil structure attributes and placing
these on a soil structure-aware modeling framework that capitalizes on spatial or temporal
signatures (i.e., system dynamics). As a specific example, Figure 2.10 shows how DC-resistivity
and GPR methods can be used to characterize the evolution of different soil structures in
relation to soil compaction and soil management (see also Section 2.6). The experimental field
presents different compaction patterns as well as different soil post-compaction treatments.
The characterization of soil surfaces using GPR and DC-resistivity arrays at sufficient spatial
resolutions have been shown to identify zones affected by soil compaction. Shortly after
the compaction event, these zones would appear as high electrical conductivity (e.g., due
to relatively higher saturation levels and volumetric clay content) or increase the amplitude
of GPR signals in the radargram at the same spatial locations. Such spatial characterization
is not strongly dependent on the dynamics of soil processes and we thus term this class of
characterization "static". In contrast, repetitive measurements in time could be acquired (for
example using time-lapse DC-resistivity) with the explicit objective of capturing dynamic
(and relatively rapid) changes in the hydrogeophysical state of the soil system. These changes
could be fed into a modeling framework that explicitly considers soil structure effects on
soil dynamic processes and thus we may use these geophysical observations (and inversion
framework) to distinguish different integrative signatures of soil structure. The success of
new geophysical applications is also critically dependent on developing new and well-tested
pedophysical relations that link soil structure states with geophysical measurements.

2.5 Conclusions

Soil structure governs a wide range of hydrological and ecological soil functions, but there are
currently no satisfying ways to measure it non-invasively and at relevant field-scales. We have
examined how geophysics, with its ability to image large spatial and temporal domains, can
be used to obtain insights about soil structure. Many geophysical properties respond to soil
structure, but there is a lack of petrophysical (pedophysical) models that relate them to soil
structure attributes (e.g., macroporosity and its connectivity). We highlight the need to reduce
interpretation ambiguity and increase image resolution by combining multiple geophysical
data types. We suggest that indirect inference of soil structure by relating the geophysical
time-lapse response to the dynamics of state variables together with appropriate hydro-
mechanical and biological modeling offer multiple possibilities for quantitative assessments
of soil structure. Given the many factors that may influence geophysical responses, we
suggest that geophysical methodologies for soil structure characterization are first developed
and tested at well-instrumented field sites.
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Figure 2.10 – Sketch of how to use geophysical methods for soil structure characterization: a
soil compaction example. Solid black lines represent the information flow, dashed black lines
represent feedbacks between activities and blue lines represent inferences of soil structure.
(I) The example shows how geophysical methods can be used to infer information related to
soil compaction in an agricultural field. (II) Knowledge about the pedophysical links between
geophysical properties and soil structural properties is used to guide the selection of methods
and help interpretation. (III) DC-resistivity, IP, GPR and seismic methods are suitable for
obtaining information about soil structure. (IV) The spatial distribution of compaction
is captured by the inverted and/or processed geophysical data: track compacted zones
produce more conductive regions (DC-resistivity) and enhancement of GPR early-signals
(see blue arrows). (V) Time-lapse changes in apparent resistivity due to the soil hydrological
response to precipitation help to discriminate between soil structures: the grassy soil is highly
responsive to rain relative to bare soil and the uncompacted bare soil is more responsive to
rain than the compacted bare soil (blue arrows).
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2.6 Supplemental material

Soil Structure Observatories

Field-scale research observatories help to advance science as they concentrate research
resources to specific areas where researchers have access to long-term time-series and other
supporting data sources. Multiple large-scale initiatives related to critical zone science
(http://criticalzone.org/national/), climate change (http://www.tereno.net/overview-en?
set_language=en) and hydrogeology (http://hplus.ore.fr/en/) have been developed. Similar
observatories that are dedicated to soil structure would facilitate the development of geophys-
ical approaches for soil structure characterization. The research opportunities highlighted
above would all be facilitated by working on sites where:

1. The experimental design can be controlled (or at least having detailed knowledge);
2. There is easy access to multiple types of data to improve interpretations and, if possible,

guide survey design;
3. There is access to laboratory measurements to better understand site pedophysics;
4. It is possible to perform long-term monitoring of soil structure evolution without

removing the sensors.

The Soil Structure Observatory Keller et al. (2017) established in the vicinity of Zurich, Switzer-
land, seeks to study the evolution of soil structure by measuring different soil properties
with point probe measurements, soil sampling, weather measurements and geophysical
techniques. Figures 2.4 and 2.9 represent preliminary analysis of ERT insights related to soil
structure and Figure 2.5 presents the GPR patterns due to compaction. Clearly, different
climates and textures will influence the development of soil structure and responses of soils
to deformations, the time needed for them to regenerate after a plastic deformation and the
relative relevance of the different processes that act on them. Consequently, additional SSO’s
that are representative for other soil types and climatic conditions would be most useful.
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Abstract

Soil structure is a key attribute of a productive and functioning soil. Evidence shows that
subtle changes in the spatial arrangement and binding of soil constituents impart large
changes in soil mechanical and hydraulic properties and associated ecological services.
However, these features remain difficult to quantify at spatial scales relevant for agricultural
management. In this work, we propose a pedophysical model to interpret macroscopic
seismic properties in terms of soil structure. The model captures subtle soil mechanical traits
accounting for soil plastic deformation due to compaction. In order to evaluate the model,
we use data from field monitoring at an experimental site that revealed elevated seismic
velocities in plots that were compacted five years prior to our measurements. Our results
show that P-wave velocities carry a strong imprint of soil compaction and are well predicted
by the proposed model. The model infers contact areas between aggregates that are nearly
threefold larger for compacted than for non-compacted soils, indicating that soils have not
recovered from compaction. The study illustrates the potential of seismic methods to identify
chronic compaction at field scale.

3.1 Introduction

Soil structure refers to the spatial organization of a soil’s solid constituents (minerals and
organic matter) and voids resulting from bioturbation, abiotic processes (e.g., wetting-drying
and freezing-thawing), and soil management practices (Oades, 1993; Gregory et al., 2009;
Or et al., 2021). Soil structure is critical for determining a soil’s macroscopic transport
and mechanical properties. Well developed and stable soil structure plays a central role in
supporting soil ecosystem services, including climate regulation (Hirmas et al., 2018; Fatichi
et al., 2020), groundwater recharge (Keesstra et al., 2012), carbon cycling (Follett, 2001; Green
et al., 2019), and agricultural production (Zhang et al., 2007). In contrast, degradation of soil
structure may trigger processes with adverse environmental and economical consequences
(Graves et al., 2015), such as soil erosion (Nawaz et al., 2013), increased greenhouse gas
emissions (Oertel et al., 2016), reduced crop productivity (Håkansson and Reeder, 1994), and
landslides (Toll et al., 2012).

Soil compaction is a major soil structure-degrading hazard that results from use of agri-
cultural, forestry, military, construction, and other off-road vehicles under mechanically-
sensitive soil conditions. It adversely impacts soils as habitats for soil animals and plants due
to increased mechanical impedance and loss of porosity and hydrological functions (Nawaz
et al., 2013). The quantification of compaction remains a challenge, particularly at the field
scale. Moreover, favorable soil structure takes decades to develop primarily by biological
processes, whereas compaction may occur in a few seconds with its adverse impacts on soil
functions lasting for many years thereafter (Håkansson and Reeder, 1994; Webb, 2002). Thus,
gaps in our understanding of long-term dynamics of soil structure can be associated to (1)
the disparities in the time-scale of degradation and generation processes, and (2) the lack
of characterization methods capturing the relevant temporal and spatial scales (Keller et al.,
2017). For these reasons, the global extension of soil compaction in all terrestrial surfaces
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remains unknown and challenging to assess. Three decades ago, Oldeman (1992) estimated
that 68 Mha of arable lands were compacted globally. Recent estimations indicate that about
25-40% of all arable land is compacted in the United Kingdom (Graves et al., 2015), Denmark
(Schjønning et al., 2015) and the Netherlands (Brus and Van Den Akker, 2018).

Characterization of the structure and mechanical status of a soil often relies on pointwise
on-site measurements (e.g., cone penetrometer testing; Lunne et al., 1997), or on highly
invasive soil evaluation methods (Guimarães et al., 2017), often involving time intensive
characterization based on soil sampling (Peng and Horn, 2008). Such invasive approaches
provide fragmentary information in time and space and offer a limited capacity to evaluate
soil structure evolution under natural conditions. Recently, geophysical methods have been
proposed to add complementary information to traditional techniques and to bridge the
gap from point to field scales at relevant temporal scales (see review by Romero-Ruiz et al.,
2018). Because of the direct link between seismic velocities and soil elastic moduli, seismic
methods hold a particular promise for minimally invasive characterization of variations in
soil mechanical status at field scales and at highly resolved time scales. On-site applications
of shallow seismic methods and monitoring have increased in the last decades including
monitoring of thawing in Artic environments (Wu et al., 2017; Stemland et al., 2020), landslide
monitoring (Chen et al., 2018; Whiteley et al., 2020) and characterization of soil compaction
(Uyanik and Ulugergerli, 2008; Uyanik, 2011; Donohue et al., 2013; Keller et al., 2013b). These
studies highlight that seismic methods can provide valuable information pertaining to soil
structure. However, existing studies that analyze soil structure based on seismic velocities
are largely empirical, soil specific and lack descriptions of arrangement of soil components
and the mechanisms behind the soil structure state (for linking deformation, macroporosity,
and mechanical state with seismic signals). The development of seismic-based practices for
characterization of soil structure at relevant scales will largely rely on continued improve-
ments in our understanding of the relationships between the macroscopic seismic properties
of structured soils and the spatial arrangement and binding of soil constituents.

In this study, we seek to improve mechanistic understanding regarding the potential of seis-
mic methods in quantifying the mechanical impacts of soil compaction. The objectives of this
study are: (1) to develop a soil-structure informed pedophysical model that accounts for soil
structure deformation; (2) to monitor seismic signatures of different states of soil compaction
at a long-term Soil Structure Observatory (SSO) established in Zürich, Switzerland (Keller
et al., 2017); and (3) to apply the model to interpret seismic signatures of persistent soil
compaction five years after a compaction event at the SSO.

3.2 Elastic properties of structured partially-saturated soil

Seismic induced compressional wave (P-wave, Vp ) and shear wave (S-wave, Vs) velocities can
be expressed as functions of soil’s elastic moduli and bulk density Ωb . For isotropic elastic
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media, the seismic velocities are expressed as:

Vp =

vuutKsoi l + 4
3Gsoi l

Ωb
, (3.1)

Vs =
s

Gsoi l

Ωb
, (3.2)

where Ksoi l and Gsoi l are the macroscopic soil bulk and shear moduli, respectively. Relating
these properties to their microscopic counterparts remains challenging for structured soils
as they depend on both (1) the elastic properties and volumetric fractions of the soil phases
(solids, water and air), and (2) the spatial distribution of the soil constituents and their
corresponding mechanical bonds.
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Figure 3.1 – Conceptualization of soil structural elements and their integration within a
self-consistent pedophysical model of macroscopic elastic properties. (a) Schematic repre-
sentation of a structured soil displaying aggregation (taken from Romero-Ruiz et al., 2018).
(b) Sketch of the four mixing steps used to predict the elastic properties of partially-saturated
structured soils with the model type used at each step. (c) Schematic representation of
aggregate geometries as conceptualized in step 2 (modified from Ghezzehei and Or, 2003).

In this work, the incorporation of salient features of soil structure for predicting seismic
response of unsaturated soils is based on self-consistent mixing of soil constituents which, in
turn, is based on a conceptual model of their arrangement. We conceptualize the soil as a
composite dual-domain medium (Fig. 3.1a). Such a dual-domain representation of rocks and
soils has been succesfully employed to model seismic (Dvorkin et al., 1999), hydraulic (Durner,
1994; Tuller and Or, 2002), dielectric (Blonquist Jr et al., 2006), and electrical properties (Day-
Lewis et al., 2017). The dual-domain pedophysical model proposed herein accounts for soil
structural features by considering four mixing steps (Fig. 3.1b). These steps are described in
the following sections.
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3.2.1 Elastic properties of soil aggregates and soil frame

The elastic properties of the soil frame are obtained by applying the Hertz-Mindlin (HM)
model in two consecutive steps. First, we obtain the elastic properties of soil aggregates (step
1), and then we consider a geometrical arrangement of aggregates (step 2). The dual-porosity
soil with total porosity of ¡T comprises an intra-aggregate domain and an inter-aggregate
domain occupying volumetric fractions wm and wM = 1°wm , respectively. The aggregates
are composed by pores and solid particles and have an intra-aggregate porosity of ¡m . The
inter-aggregate domain (space between aggregates) is composed by void space only (thus,
making ¡M = 1). The total porosity can thus be expressed as:

¡T = wm¡m +wM¡M . (3.3)

The HM mechanical contact model is used to derive the elastic moduli of an aggregate (step 1
in Figure 3.1b) that depend on the normal and tangential contact stiffness between adjacent
particles (pp. 245-248 Mavko et al., 2009). The elastic moduli are expressed in terms of the
elastic properties of the particles and a confining pressure Pe as:

Kag g =
∑

N 2
m(1°¡m)2G2

s

18º2(1°∫s)2 Pe

∏ 1
3

, (3.4)

and,

Gag g = 2+3 fm ° (1+3 fm)∫s

5(2°∫s)

∑
3N 2

m(1°¡m)2G2
s

2º2(1°∫s)2 Pe

∏ 1
3

, (3.5)

where Kag g and Gag g are the bulk and shear moduli of the aggregate, respectively. Further-
more, Nm is the average number of contacts per particle, which can be considered a function
of the intra-aggregate porosity (p. 232-234 Mavko et al., 2009). In addition, Gs and ∫s are
the shear modulus and Poisson’s ratio of the particles, and fm is the fraction of non-slipping
particles (see Bachrach et al., 2000).

The elastic properties of the soil frame (step 2) are obtained by considering an assembly
of spherical aggregates, whose homogeneous isotropic and elastic properties are given by
equations 3.4 and 3.5. For this purpose, we use the HM model once again. The elastic
properties of the soil frame are then expressed as:

K f r ame =
"

NM
2(1°wM )2G2

ag g

18º2(1°∫ag g )2 Pa

# 1
3

, (3.6)
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and

G f r ame =
2+3 fM ° (1+3 fM )∫ag g

5(2°∫ag g )

"
3NM

2(1°wM )2G2
ag g

2º2(1°∫ag g )2 Pa

# 1
3

, (3.7)

where K f r ame and G f r ame are the bulk and shear moduli of the soil frame, ∫ag g is the Poisson’s
ratio of the aggregates, NM is the average number of contacts per aggregate, fM is the fraction
of non-slipping aggregates, and Pa is the HM confining pressure. The confining pressure
Pe is used as in traditional geophysical applications of the HM framework, attributed to
overburden pressure and suction stress for partially saturated media (see Section 3.2.1). In
this study, we expand the interpretation by introducing Pa to relate HM elastically deformed
soil aggregate contacts and permanently (viscous) deformed soil aggregate contacts due to
compaction induced by a transient vertical stress (see Section 3.2.1). Hence, these signatures
of soil compaction are interpreted via their elastic equivalence in the HM framework that, in
turn, affects the seismic response.

Effects of hydration status on the elastic properties of the soil frame

The elastic moduli of the soil frame (eqs. 3.6 and 3.7) are strongly dependent on the elastic
properties of the aggregates, which depend on the confining pressure Pe (eqs. 3.4 and 3.5).
Research shows that Pe and, therefore, the elastic moduli of the frame, are affected by the
hydration status in soils (Brutsaert and Luthin, 1964; Lu, 2011; Shin et al., 2016). A frame
softening effect is related to the decrease in the aggregate matric suction through the concept
of effective stress (Bishop and Blight, 1963; Nuth and Laloui, 2008; Lu et al., 2010). As proposed
by Shen et al. (2016), we account for soil frame softening by adding a suction stress term
(¬ (ua °uw )) to the HM pressure appearing in equations 3.4 and 3.5:

Pe =æ°ua +¬ (ua °uw ) =æ°ua +¬√ag g , (3.8)

where æ = Ωb g Z0 is the overburden pressure, ua = Ωa g Z0 is the air pore pressure, uw is
the water pore pressure, √ag g = ua °uw is the matric suction of the aggregates, g is the
gravitational acceleration, and Z0 is the depth of investigation. The effective stress parameter
¬ is a function of the effective saturation of the aggregates Seag g and varies between 0 and 1.
In its simplest form, it is expressed as ¬= Seag g (Nuth and Laloui, 2008), yet the dependence
of ¬ with saturation may vary with the soil type (Khalili and Khabbaz, 1998). The bulk density
is defined as

Ωb = (1°¡T )Ωs +¡T (SΩw + (1°S)Ωa), (3.9)

where Ωs , Ωw and Ωa are the densities of soil particles, water and air, respectively, and S
(= µ/¡T ) is the total soil saturation defined as the ratio between total water content µ and
total porosity.
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Consequently, the effective moduli of the soil aggregates become water-content dependent
through the water retention curve of the aggregates. The matric suction of the aggregates
√ag g can be expressed as a function of effective water saturation of the soil aggregates Seag g

as (van Genuchten, 1980):

√ag g = gΩw

Æm

∑
S

nm
1°nm
eag g °1

∏ 1
nm

, (3.10)

where Æm is related to the inverse of the air-entry pressure of the aggregates, and nm is the
Van Genuchten exponent, which is related to the pore size distributions of the intra-aggregate
space (Mualem, 1976; van Genuchten, 1980). The effective saturation in the aggregates
is a function of the residual water content µr , the intra-aggregate porosity ¡ag g and the
intra-aggregate water content (Seag g = (µag g °µr )/(¡ag g (1°wM )°µr )). In our model, the
intra-aggregate water content is obtained from the soil total water content (µ, e.g., from
TDR data) and the volumetric proportion of intra-aggregate pore space. If the total soil
water content is lower or equal than the volumetric proportion of intra-aggregate pore space
(µ <¡ag g (1°wM )), the water content in the aggregates is the total water content in the soil
(µag g = µ). For a total soil water content higher than the proportion of intra-aggregate pore
space (µ > ¡ag g (1° wM )), the water content in the aggregates is equal to the volumetric
proportion of intra-aggregate pore (µag g =¡ag g (1°wM )).

Soil compaction effects on the elastic properties of the soil frame

In the framework of the HM theory expressed by equations 3.6 and 3.7, the soil frame is repre-
sented as an assembly of soil aggregates with contacts elastically deforming in the presence
of a confining pressure Pa . In reality, the aggregate contacts in soils deform plastically due
to soil stresses induced by abiotic processes (e.g., wetting-drying and freezing and thawing
cycles), anthropogenic activities (e.g., passages of agricultural vehicles) and/or biological
activity (e.g., penetrating earthworms and growing roots) producing aggregate coalescence.
In the following, we describe how to account for permanent deformation of the soil frame
using the HM framework through equations 3.6 and 3.7 via the relationship between Pa and
the corresponding contact areas between aggregates.

The application of a transient load (e.g., passage of a tractor) results in an elastic (temporary)
and a viscous (permanent) deformation of the soil frame producing an axial strain ≤= ≤e +≤v

(see Ghezzehei and Or, 2003), where ≤e and ≤v are the elastic and viscous strains, respectively.
The lasting effect of a soil compaction event is associated with irreversible deformation com-
prised in ≤v , which can be modeled using information on the initial (prior to compaction)
strain ≤0, the axial load and duration of stress application (i.e., tractor weight and speed) and
the soil rheological properties represented by the Bingham model (Ghezzehei and Or, 2001).
The post-compaction viscous component of the strain (reflecting irreversible soil deforma-
tion) ≤v is related to the contact area between aggregates Ac through the approximation:

Ac =ºa2 º 2ºR2≤v , (3.11)
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where a and R are the radii of the contact area and the aggregate, respectively. We do not seek
to reconstruct the deformation process (Ghezzehei and Or, 2001; Or and Ghezzehei, 2002) but
to infer from the primarily elastic nature of seismic methods what is the representative contact
area between aggregates based on the HM contact theory. To build such a pedophysical
model, we rely on the contact area (eq. 3.11) that is permanent in nature, yet, for convenience,
it is treated here as an elastic deformation in the context of the HM theory. This allows
expressing Pa in terms of the contact radius a by (p. 246 Mavko et al., 2009):

Pa =
2NM (1°wM )Gag g

3º(1°∫ag g )

≥ a
R

¥3
. (3.12)

To assess compaction independently of the aggregate size, we define the relative contact
radius Rr el = a

R as the ratio between the radius of the contact area and the radius of the
aggregates, which can be related to the viscous strain using equation 3.11:

≤v º 1
2

R2
r el . (3.13)

Note that, similarly to what is described for Pe , a suction stress associated with the inter-
aggregate pore space must exist and should be comprised in Pa . However, the large size of the
macropores generally results in small inter-aggregate suction stress that is much lower than
compaction stresses and, thus, the contribution of such stress to Pa is assumed negligible.

3.2.2 Elastic properties of the water-air fluid mixture

The effective bulk modulus of the fluid mixture (step 3 in Figure 3.1b) is required for evaluating
the elastic moduli of a partially water-saturated structured soil. In the low frequency limit,
wave-induced pore fluid pressure gradients induced by the propagating seismic wavefield
have sufficient time to equilibrate in the pore space (pp. 174-175 Mavko et al., 2009). This
allows representing the elastic properties of the fluid mixture as properties of an effective
fluid (composed by water and air) using the Reuss isostress average, which is based on an
harmonic mean (Reuss, 1929) and relates the bulk modulus of the fluid mixture K f lui d to the
saturation (S = µ/¡T ) by:

K f lui d =
∑

S
Kw

+ 1°S
Ka

∏°1

, (3.14)

where Kw and Ka are the bulk moduli of water and air, respectively. Due to the low frequencies
used in this study (i.e., wavelengths are much larger than the inter- and intra-aggregate pore
radii), the effective fluid is considered to be occupying both inter and intra-aggregate pores.
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3.2.3 Elastic properties of structured partially-saturated soil

Gassmann’s low-frequency fluid substitution relationships (Gassmann, 1951) are widely used
to systematically incorporate the effects of a saturating fluid in the elastic moduli of porous
materials (Bachrach and Nur, 1998; Pasquet et al., 2016). Gassmann’s relationships can be
used to predict the elastic moduli of soils by considering the elastic moduli of (1) the soil
frame (eqs. 3.6 and 3.7), (2) the soil solid constituents forming the soil frame Ks , and (3) the
saturating fluid (eq. 3.14). Effects of partial water-saturation are modeled by considering an
effective saturating fluid, whose properties are given by equation 3.14 (e.g., Johnson, 2001). In
this framework, the elastic moduli of the partially saturated structured soil are expressed as
(p. 273 Mavko et al., 2009):

Ksoi l = K f r ame +

≥
1° K f r ame

Ks

¥2

¡T
K f lui d

+ 1°¡T
Ks

° K f r ame

K 2
s

, (3.15)

and

Gsoi l =G f r ame . (3.16)

Equations 3.15 and 3.16 are valid in the so-called relaxed state. This implies that pore fluid
pressures are equilibrated throughout the pore space (Berryman, 1999). Dissipative effects
associated with the relative motion between the saturating fluids and the frame, which are
commonly considered in the context of Biot’s poroelasticity theory (Biot, 1962), are thus
assumed to be negligible in the frequency range employed in our study. Note that the
macroscopic elastic properties (and seismic velocities) of the soil are sensitive to changes in
water content (1) through the water retention relationship of the aggregates which determines
their effective stress (eq. 3.8), and (2) through the impact of water saturation in the elastic
properties of the fluid mixture (eq. 3.14).

3.3 Field monitoring of seismic data

We conducted seismic monitoring to evaluate long-term effects of soil compaction and
analyze potential recovery for different soil cover. Monitoring was carried out in the spring
and summer of 2019 at an experimental field site located in the vicinity of Zürich, Switzerland
(8o31’04 E, 47o25’39 N) (Keller et al., 2017). This soil structure observatory (SSO) is a long-term
experiment designed to study the evolution of soil structure, following a compaction event in
the spring of 2014, for different types of post-compaction management. The SSO has a strip-
plot design with three blocks (replicates, see Figure 3.2a). We monitored the seismic response
of experimental plots (located in block A) with different covers (bare soil and vegetated
soil) and compaction treatments (compaction on the full surface and no compaction). The
corresponding soil treatments are referred to as full compacted ley (grass-legume mixture),
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non-compacted ley, and full compacted bare soil (Fig. 3.2b). Since the soil properties (and
texture) prior to the compaction event were similar at all monitoring sites (Keller et al., 2017),
we attribute differences in the corresponding seismic signatures to the different soil covers
and treatments.

The seismic array comprised a line of 18 geophones (30 Hz SM-11 IO) deployed on both
sides of an impact source (twelve on one side and six on the other side, Figure 3.2c). Two
geophone spacings were used: ¢x = 10 cm for sensors with offsets shorter than 80 cm, and
¢x = 20 cm for sensors with offsets longer than 80 cm. The sensors were connected to a
Geode Exploration Seismograph located in an operation box at the edge of the soil plots. The
Geode was controlled by a laptop operating the Seismodule Controller Software continuously
during the full monitoring campaigns. The geophone array was not symmetric due to the
limited length of the seismic cable used in our experiment. As shown in Figure 3.2b, the
operation box controlling the seismic monitoring experiment was placed at an untreated soil
area located a few meters away from the seismic lines. In order to connect the geophones to
the Geode (located in the operation box), part of the seismic cable was used as an extension,
which prohibited us from using six outtakes of the cable.

An electromagnetic hammer (piston and base plate system driven by a 300 W audio speaker)
was harnessed to provide an impact-like source that was activated at regular time intervals.
The source frequency content was centered between 75 and 150 Hz. The hammer was
controlled by a waveform generator (Agilent 33210A, located in the operation box) that was
programmed to trigger an impact every 15 minutes. The function generator emitted a pulse
waveform, with period of 15 minutes, high level of 4 V, low level of -1 V, width of 300 ms
and edge time of 100 ns. The seismic source is considered a point source, as shown in the
schematic representation of the seismic array presented in Figure 3.2c. Having only one
source, the data were collected during three different time periods: from the 17th of May to
the 26th of June (compacted ley), from the 26th of June to the 8th of July (non-compacted
ley), and from the 25th of July to the 9th of August (compacted bare soil). All these periods
contain significant rainfall events followed/preceded by dry periods with associated changes
in soil hydration status. Figure 3.2c presents a photography from May of 2019 of the seismic
monitoring layout deployed in the compacted ley.

Time-domain reflectometry (TDR, TDR 100 by Campbell Scientific with MDX multiplexers)
probes for soil water content measurements were installed in all plots, and were continuously
collecting data at four different depths (10, 20, 40, and 70 cm). Due to a technical issue,
TDR data were not available from block A in 2019. For this reason, we considered TDR data
collected at the TDR banks in block C (see Figure 3.2a). TDR data from previous years in
block C are in good agreement with data from block A (see Section 3.7). The soil properties
are assumed to vary only as a function of depth within each of the soil treatments.
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Figure 3.2 – (a) Schematic representation of the soil compaction experiment showing the
different compaction treatments and post-compaction managements strategies at the SSO
(adapted from Keller et al., 2017). (b) Schematic representation of the seismic lines deployed
in block A. (c) Seismic monitoring layout established in the compacted ley.

3.4 Effects of compaction and water content on measured seis-
mic signatures

The seismic velocities derived from the seismic monitoring data are contrasted with predic-
tions made by feeding the pedophysical model with water content µ data derived from TDR
sensors at 10 cm depth. The P-wave velocities were approximated by first-break picking and
the S-wave velocities by picking the first zero-crossing in the signal, respectively (see Section
3.7). The zero-crossing velocities were found, for this specific experimental setting, to provide
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a proxy to the S-wave velocities (see Section 3.7), denoted here as V §
s . The seismic velocities

are representative of the first soil layer with an estimated thickness of 20 cm obtained from
first arrivals by solving for the depth to the first refractor (see Section 3.7). In the following,
we present the mean values and standard deviations of the estimated seismic velocities at
different offsets.

3.4.1 S-wave and P-wave slowness variations with soil water content

We compared time-series of estimated S-wave slowness together with TDR-derived water con-
tent using Topp’s equation (Topp et al., 1980) for compacted ley (Fig. 3.3a), non-compacted
ley (Fig. 3.3b), and compacted bare soil (Fig. 3.3c). The S-wave slowness and the water
content showed a remarkable correlation regardless of the studied soil treatment, with corre-
lation coefficients of r = 0.94, r = 0.97, and r = 0.97 for compacted ley, non-compacted ley
and compacted bare soil, respectively. The correlations with water content were weaker for
P-wave slowness with corresponding correlation coefficients of r = 0.7, r = 0.95, and r = 0.85
for compacted ley, non-compacted ley, and compacted bare soil, respectively (see Fig. 3.4).

Figure 3.3 – Time-series of estimated S-wave slowness and water content for: (a) full com-
pacted ley, (b) non-compacted ley, and (c) full compacted bare soil. Note that slowness and
water content correspond to different time-periods for the different soil treatments.
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Figure 3.4 – Scatter plot of (a) P-wave and (b) S-wave slowness as a function of water content
for all soil treatments.

3.4.2 Pedophysical parametrization of structured soil and treatments at
the SSO

Our pedophysical model was developed to deduce information related to soil structure from
the measured seismic signatures. In applying the model, we first identified the properties
that are linked to compaction states and those related to soil texture. The different soil plots
at the SSO present negligible differences in soil texture and the same pre-compaction history
(Keller et al., 2017). Thus, we assumed that differences in soil structure for the studied soils
are manifested primarily via differences in the compaction-induced contact area Ac (eq. 3.12)
and the inter-aggregate space wM (eqs. 3.6, 3.7 and 3.12). We considered that the aggregate
properties (eqs. 3.4 and 3.5) are unaffected by compaction and the same for all soil treatments.
In the following, we present the values of the model parameters used (see also Table 3.1).

The properties of water (Kw = 2.2 GPa and Ωw = 1 g/cm3) and air (Ka = 0.101 MPa and
Ωa = 1.29 mg/cm3) were taken from the literature (p. 176, p. 468 Mavko et al., 2009). The
elastic properties of the grain mixture (Ks = 36.5 and Gs = 27.6 GPa) were chosen to be
representative of the soil texture with roughly 25% sand, 25% clay and 50% silt (Keller et al.,
2017). As suggested by Gurevich and Carcione (2000), we modeled the grains as a mixture of
quartz (sand) and clays using the Hashin-Shtrikman lower bound (Hashin and Shtrikman,
1963), implying that the softer material (clays) acts as the primary load-bearing material. The
silt fraction was split in equal parts between clay and sand leading to a mixture containing
50% clays and 50% quartz. The dominant clay minerals at the SSO are illite and smectite,
thus, we used the elastic properties of an illite-smectite mixture (Kcl ay = 36 and Gcl ay =
18 GPa) reported by Wang et al. (2001). The elastic moduli of quartz (Kquar t z = 37 and
Gquar t z = 44 GPa) were taken from the literature (Table A.4.1 in Mavko et al., 2009). The
Poisson ratio of grains and aggregates (∫s and ∫ag g ) were computed from their corresponding
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elastic moduli assuming homogeneous isotropic elastic properties. The highest values of
water content measured in 2019 were 0.44, 0.46 and 0.44 for compacted ley, non-compacted
ley and compacted bare soil, respectively. To account for air entrapment (i.e., the total
porosity is higher than the maximum in-situ water content derived from TDR measurements)
(Faybishenko, 1995; Sakaguchi et al., 2005), we assumed the total porosities to be 0.47, 0.49
and 0.47 for compacted ley, non-compacted ley and compacted bare soil, respectively. For
simplicity, the depth of investigation Z0 was set to 10 cm in agreement with the depth of
TDR measurements. Yet, the velocities reported herein are to be considered as apparent
velocities (i.e., averaged velocities over the first soil layer), and Z0 should be considered a
pseudo-depth.
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Table 3.1 – Values of the parameters used for pedophysical model predictions for compacted
ley (CL), non-compacted ley (NL) and compacted bare soil (CB). Only one value is reported
when the model parameter is the same for all soil treatments. Eq. indicates the equation
where the parameter is used. The comments specify if the parameters were taken from
literature values, calculated from a given model or assumed.

Parameter
Value

Eq. Comments
CL NL CB

STEP 1
Kcl ay (GPa) 36 - from Wang et al. (2001)
Gcl ay (GPa) 18 - from Wang et al. (2001)
Kquar t z (GPa) 36 - from table A.4.1 Mavko et al. (2009)
Gquar t z (GPa) 44 - from table A.4.1 Mavko et al. (2009)
Ks (GPa) 36.5 3.4-3.5 Hashin and Shtrikman (1963) lower bound
Gs (GPa) 27.63 3.4-3.5 Hashin and Shtrikman (1963) lower bound
¡m (°) 0.46 3.4-3.5 assumed parameter
Nm (°) 6.5 3.4-3.5 from Manegold and von Engelhardt (1933)
fm (°) 0.5 3.5 from Bachrach et al. (2000)
Ωs (g /cm3) 2.6 3.8 from p. 176 Mavko et al. (2009)
Ωw (g /cm3) 1 3.8 from p. 176 Mavko et al. (2009)
Ωa (mg /cm3) 1.29 3.8 from p. 468 Mavko et al. (2009)
¡T (°) 0.47 0.49 0.47 3.8 assumed from TDR measurements
S (°) µ/¡T 3.8 from TDR water content time-series
Z0 (m) 0.1 3.8 depth of TDR sensors
¬ (°) Seag g 3.8 based on Nuth and Laloui (2008)
Æm (cm°1) 0.02 3.10 assumed based on Carsel and Parrish (1988)
nm (°) 1.25 3.10 assumed based on Carsel and Parrish (1988)
Seag g (°) (µag g °µr )/(µs °µr ) 3.10 based on van Genuchten (1980)
µs (°) ¡m(1°wM ) - assumed parameter
µr (°) 0.08 - assumed based on Carsel and Parrish (1988)
STEP 2
wM (°) 0.018 0.055 0.018 3.6-3.7,3.11 from equation 3
NM (°) 10.44 10.14 10.44 3.6-3.7,3.11 from model by García and Medina (2006)
fM (°) 0.5 3.7 from Bachrach et al. (2000)
Rr el (°) 0.162 0.095 0.166 3.11 fitting parameter
R (mm) 5 - assumed based on Marquez et al. (2006)
≤v (%) 1.3 ≤0 =0.45 1.4 - from equation 3.13
Pa (MPa) 1.23 0.21 1.3 3.6-3.7,3.11 mean values from equation 3.11
A (mm2) 2.06 0.70 2.16 - -
STEP 3
Kw (GPa) 2.2 3.14 from p. 176 Mavko et al. (2009)
Ka (MPa) 0.101 3.14 from p. 468 Mavko et al. (2009)
S (°) µ/¡T 3.14 from TDR water content time-series
STEP 4
Ks (GPa) 36.5 3.15 Hashin and Shtrikman (1963) lower bound
¡T (°) 0.47 0.49 0.47 3.15 assumed from TDR measurements
K f lui d (GPa) eq. 13 3.15 -
K f r ame (GPa) eq. 6 3.15 -
G f r ame (GPa) eq. 7 3.16 -74



For simplicity, we took the effective stress parameter ¬ to be equal to Seag g . As suggested by
Bachrach et al. (2000), the fraction of non-slipping particles and aggregates were taken as fm =
fM = 0.5 for all soil treatments to account for the fact that some contacts have zero tangential
stiffness. The water retention properties of the aggregates are based on the measurements
reported by Carsel and Parrish (1988) on clay-loam soils sharing a similar texture as the soil
studied here (nm = 1.25 and Æ = 0.02 cm°1). The intra-aggregate porosity ¡m = 0.46 was
assumed based on TDR measurements. The fraction of inter-aggregate porosity wM was
calculated from the intra-aggregate porosity and the total porosity (eq. 3.3). The average
number of contacts per particle Nm = 6.5 was chosen according to data by Manegold and von
Engelhardt (1933).

The average number of contacts per aggregates were calculated using the equation for dense
packings proposed by García and Medina (2006) as NM = 4.46+9.7(0.384°wM )0.48, resulting
in NM = 10.44 for the compacted treatments and NM = 10.14 for the non-compacted treat-
ment. We used the relative contact radius (Rr el , see equation 3.12) as a fitting parameter.
For each soil treatment, a grid search was performed to minimize the L2 norm of the misfit
between modeled and observed P-wave velocities. Minimum values were obtained when
the relative contact radii were 0.162, 0.095 and 0.166 for compacted ley, non-compacted ley
and compacted bare soil, respectively, which corresponds to viscous strains of ≤v = 1.3%,
≤v = ≤0 = 0.4% and ≤v = 1.4%. Assuming a cubic packing of aggregates (Or, 1996), we inferred
a volumetric strain (non-compacted vs compacted) of roughly 3%. When considering an
aggregate radius of R = 5 mm (e.g., Márquez et al., 2004), the corresponding contact areas
were 2.06, 0.70 and 2.16 mm2 (see equation 3.12). The average confining pressures Pa (eq.
3.11) were about 1.23 and 0.21 MPa for compacted and non-compacted ley, respectively, with
corresponding standard deviations of 0.5 and 0.1 MPa.

3.4.3 Pedophysical predictions of seismic velocities in soil

All soil covers and treatments display gradual increases in seismic velocities during drying
periods associated with increasing matric suction and decreasing bulk density (eq. 3.9) (Figs.
3.5a, 3.5b, and 3.5c). Conversely, seismic velocities decrease sharply following rain events
which, in turn, are associated with a rapid increase in water content and bulk density, and a
decrease in matric suction. P-wave velocities are higher for the compacted soils (see Figure
3.4a). In particular, the highest P-wave velocities were measured in the compacted bare soil
treatment, and the lowest in the non-compacted ley treatment. Considering periods with
overlapping water content values, the P-wave velocities of compacted ley are on average
31% higher than non-compacted ley and 1.7% lower than compacted bare soil. The S-wave
velocities of compacted ley are on average 13.5% higher than for non-compacted ley and
2.5% higher than for compacted bare soil. At water content close to field capacity (µ ª 0.35
cm3cm°3), the seismic velocities of compacted treatments were higher (41.1% for P-wave
velocities and 17.7% for S-wave velocities) than for the non-compacted treatment. These
results provide evidence concerning the effects of persistent soil compaction on the seismic
data. For saturation values close to one, the P-wave velocity is expected to increase sharply in
response to a rapid increase of the bulk modulus of the effective fluid (eq. 3.14). However, our
measurements never reached such high saturation levels. For this reason, we only observe
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a decreasing trend in seismic velocities with increasing water content due to a decreasing
suction stress and an increasing bulk density.

Figure 3.5 – Time series of modeled (mod) and measured (meas) P-wave and S-wave veloc-
ities for (a) compacted ley, (b) non-compacted ley and (c) compacted bare soil along with
precipitation data (light blue right hand axes).

Our pedophysical predictions of P-wave and S-wave velocity reproduce the main trends in
the dynamics of the measured data such as those related to large rain events or drying periods
(Figs. 3.5 and 3.6). We evaluate the capacity of the model for reproducing the trend and fitting
the observations with correlation coefficients and the weighted root-mean-square-error
(WRMSE) values between observed and modeled P-wave velocities for each soil treatment.
The correlation coefficients between predicted and measured P-wave velocities were r = 0.71
for compacted ley, r = 0.95 for non-compacted ley and r = 0.87 for compacted bare soil. The
corresponding WRMSE were 1.6, 1.08, and 1.3, assuming relative data errors of 5%. We did
not include S-wave velocities in the our fitting procedure for obtaining Rr el . Yet we observe
high correlation coefficients and moderately high WRMSE values between observed and
modeled S-wave velocities. The correlation coefficients were r = 0.94 for compacted ley,
r = 0.96 for non-compacted ley and r = 0.97 for compacted bare soil. The corresponding
WRMSE were 2.35, 2.16, and 2.93, assuming relative data errors of 5%. The slope of the seismic
velocity-water content curve is controlled by the Van Genuchten exponent nm , which is the
same for all treatments. As our model does not consider hysteresis in the water retention
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curve, a unique value of seismic velocity is predicted for each water content (see Figures 3.6a,
3.6b, and 3.6c). The model predictions slightly overestimate the S-wave velocities (V §

s ) for
compacted soils and underestimate them for non-compacted treatments.

Figure 3.6 – Scatter plot of modeled and measured P-wave and S-wave velocities as functions
of soil water content for (a) compacted ley, (b) non-compacted ley and (c) compacted bare
soil.

3.5 Discussion

This study presents a method for quantifying the compaction state of a soil from its seismic
response. Particularly, we present a pedophysical model for interpretation of seismic mea-
surements in terms of soil aggregate contacts. The model was tested in a field experiment
where we monitored seismic properties and water content, associated with rain events and
subsequent drying. We compared seismic velocities of different soil plots at the same water
content (or saturation) over a wide range of values. Consequently, effects of soil compaction
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on mechanical properties can be distinguished from water content effects. For water contents
between 0.3 and 0.4 cm3 cm°3, the pedophysical model predicts a decrease of about 2.5%
in both P-wave and S-wave velocities in response to a 0.01 cm3 cm°3 increase in soil water
content.

Our results suggest that compacted soil structure has not yet recovered from the effects of
compaction as indicated by higher P- and S-wave velocities measured in plots that were
compacted five years prior to our measurements. For a given water content, the seismic
velocities are similar in compacted ley and compacted bare soil (only 1.7% difference on
average), suggesting that the presence of ley has not had a significant effect on the recovery
of mechanical properties towards non-compacted conditions. This agrees with on-site point
measurements of dry bulk density (soil cores sampled a 10 cm depth) and penetration
resistance (average from 5 cm to 15 cm depth) at the SSO presented in Figure 3.7. Figure
3.7 includes observations in the non-compacted bare soil, where seismic monitoring was
not carried out. Figures 3.7c and 3.7d present the ratios of compacted vs non-compacted
dry bulk density and penetration resistance data by soil cover measured at the same time
after compaction. These relative values provide insights of how mechanical properties
recover from compaction with respect to the soil cover and suggest that (i) the soil cover
does not have a strong influence on the recovery of soil mechanical properties towards non-
compacted states, and that (ii) soil mechanical properties still show a significant imprint of
soil compaction four years after the compaction event.
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Figure 3.7 – (a) Dry bulk density data as a function of the time since the compaction event for
compacted ley, non-compacted ley, compacted bare soil, and non-compacted bare soil. (b)
Penetration resistance as a function of the time since the compaction event for compacted
ley, non-compacted ley, compacted bare soil, and non-compacted Bare soil. (c) Relative
dry bulk density (DBD) as a function of years since compaction for ley and bare soil. (d)
Relative penetration resistance (PR) as a function of years after compaction for ley and bare
soil. Error bars correspond to the standard error of the measured dry bulk densities and
standard deviation of measured penetration resistance. The relative values were calculated as
the ratio between the compacted treatment and its corresponding non-compacted treatment
measured at the same time. For comparison, note that the seismic monitoring results were
acquired 5 years after the compaction event.

Five years after compaction, using our pedophysical model and the retrieved seismic data,
we inferred contact areas that are 2.9 larger for compacted than for non-compacted soils.
This corresponds to a seismic-inferred volumetric strain of ª 3% for compacted soils. In
this context, Figure 3.8 presents long-term volumetric strains derived from dry bulk density
data measured in the compacted ley and compacted bare soil and data measured in their
corresponding non-compacted treatments at the same time after compaction. For further
information regarding the volumetric strain calculations we refer the reader to Section 3.7.
The volumetric strains resulting from pedophysical modeling five years after compaction (ª
3%) fit nicely the post-compaction decreasing trend observed in volumetric strains computed
from dry bulk density data (ª 7 % for four years after compaction and ª 1.5 % for six years
after compaction). Our model considers the aggregates as elastic spheres, for which the
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confining pressure Pa (ª 1.2 MPa for compacted soils) is required to maintain the inferred
contact areas. This pressure should not be confused with the stress applied during visco-
elastic deformation of the aggregates during compaction, that was much lower (ª 150 KPa at
10 cm depth, see Keller et al., 2017).

Figure 3.8 – Comparison of soil volumetric strain derived from dry bulk density data (≤Ω) as a
function of the time since the compaction event and the volumetric strain estimated from
inferences of axial strains obtained from the pedophysical model and seismic data (≤M ). The
volumetric strains from bulk densities and pedophysical model were obtained by comparing
compacted ley (CL) and compacted bare soil (CB) with non-compacted ley at the same time
after the experimental compaction event.

Our results show that combined seismic monitoring and pedophysical modeling can provide
information related to soil compaction. In well-controlled field experiments such as the
SSO, our framework of combined measurements and modeling could be used to evaluate
the evolution of the mechanical status of soils at the plot scale by studying the long-term
evolution of inferred aggregate contact area. Due to the low frequencies used, the small scale
of the experiment and the target soil volume (first soil layer), the approach presented does
not consider vertical variations of the overburden pressure and rather offers a simplified
description of the effective compaction properties (i.e., contact area) of the first soil layer. This
already provides useful insights on the compaction state of soils. A detailed one-dimensional
analysis of soil compaction would require the water content at all depths. Soil-structure based
concepts might be further developed to advance other applications of seismic monitoring.
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3.6 Conclusions

We monitored seismic signatures of soils with different compaction treatments and covers at
a controlled experimental field site, in which a compaction event took place five years prior
to the presented seismic monitoring. We found that inferred S-wave slownesses strongly
correlate with water content in all soil treatments, while P-waves carried a stronger imprint
of soil compaction. Furthermore, no significant differences were observed between soil cover
(ley vs. bare soil), implying that the ley did not play a crucial role on the recovery of soil
mechanical properties. Significantly higher P-wave velocities observed in the compacted
plots suggested that the soils are still appreciably impacted by the compaction event and that
soil structure recovery is a slow process. The seismic velocities were well reproduced with a
newly proposed dual-domain pedophysical model accounting for soil plastic deformation
due to soil compaction events. The model inferred contact areas between aggregates that
are 2.9 times larger for compacted than for non-compacted soils. Based on our results, we
suggest that seismic methods are suitable for characterizing soil structure, partly by offering a
link to soil hydration status and partly by providing a direct link to soil mechanical properties
that other geophysical methods do not respond to.

3.7 Supplemental material

Comparison of volumetric water content between block A and block C at
the SSO

In this study we infer effective seismic velocity from seismic measurements conducted in 2019
in block A of the Soil Structure Observatory (SSO). The inferences were based on application of
a pedophysical model informed by water content measurements derived from Time Domain
Reflectometry (TDR) probes installed in the soil profile. Due to a technical issue, TDR data
were not available for block A in 2019. For this reason we used TDR data from adjacent block
C (with similar replicated treatments) subjected to similar climatic conditions over a relatively
uniform field. In the following, we compare TDR data from block A and block C of the SSO
from 2015-2018. Figure 3.9 presents crossplots of TDR soil water content measured in block
A and block C in the SSO for all the soil treatments considered in this study. The data were
collected from 2015 to 2018. The correlation coefficient between data measured in the block
C and block A were 0.93, 0.85, 0.97 and 0.94 for compacted bare soil, non-compacted bare soil,
compacted ley and non-compacted ley, respectively. The weighted root-mean-square-error
(WRMSE) between data measured in the block C and block A were 1.05, 1.61, 1.04 and 1.66
considering 5% of data error for compacted bare soil, non-compacted bare soil, compacted
ley and non-compacted ley, respectively.
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Figure 3.9 – Comparison of the volumetric content (WC) measured in block A and block C
for (a) compacted bare soil, (b) non-compacted bare soil, (c) compacted ley and (d) non-
compacted ley. The crossplots present data from 2015 to 2018.

Determination of seismic velocities from the measured seismic signals

P-wave velocities

P-wave velocities were estimated by standard picking of first-arrivals from the time-lapse
seismic records. We selected the traces corresponding to offsets of 0.35 m, 0.45 m, 0.55 m
and 0.65 m to estimate the seismic velocities for all treatments (see Figures 3.10a, 3.10b and
3.10c). Due to noise, the traces corresponding to the 0.35 m offset from compacted bare soil
were discarded. The first arrivals were defined as the time at which the absolute value of a
normalized trace is higher than the threshold of 0.01 (normalized units). A 1D median filter
(with a width of ten samples corresponding to a time period of 150 minutes) was applied
to the time-series of the picked times to filter out outliers. A geophone screwed to the top
of the seismic source was used to trigger acquisition and to register the reference impact
time. Yet it was common to encounter negative times at the shortest offset (0.15 m). A time
delay t0 was added to the picked times to account for this error, which we estimated as a
time-invariant constant for each monitoring period of a given soil treatment. The time delay
was obtained by (1) referencing the picked times to a given t0 to obtain corrected picked
times, (2) fitting a straight line by regression to the corrected picked times that passes through
the origin and (3) using the value of t0 that minimizes the misfit of the corrected picked times
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and the theoretical times predicted by the straight line. This procedure was done for each soil
treatment considering picked times from both sides of the source and for all acquisition times.
The optimal values of t0 were 1.06, 1.56 and 1.06 ms for the compacted ley, non-compacted
ley and compacted bare soil, respectively.

The time series of the picked times for each treatment were referenced to their corresponding
optimal value of t0 (see Figures 3.10d, 3.10e and 3.10f). In order to have a more robust
estimation of our seismic velocities, we estimated them with two different approaches. For
each treatment, the corrected picked times were used to calculate the time series of P-wave
velocities (1) for each individual geophone, defined by the ratio between its offset and its
picked time, and (2) for the group of geophones, defined by the slope of the straight line
that passes by the origin and gives the best fit to the four picked times. This process was
done for each side of the seismic source, leading to ten time-series of seismic velocities for
each plot. Figures 3.10g, 3.10h and 3.10i show the time-series of estimated P-wave velocities
corresponding to the sensors of one side of the seismic source for compacted ley, non-
compacted ley and compacted bare soil, respectively. Mean values and standard deviations of
the P-wave velocities reported in our study were calculated by averaging the ten time-series
of P-wave velocities estimated within each treatment.

S-wave velocities

The S-wave velocities were estimated based on the first zero-crossings. This procedure
was based on the assumption that, at the scale of our experiments and for the conditions
prevailing at the SSO, the first zero-crossing was dominated by a combination of S-wave
and surface waves that share similar velocities (the validity of this assumption is assessed by
modeling in the following section). Similarly to the first-break picks, we selected the traces at
0.35 m, 0.45 m, 0.55 m and 0.65 m to calculate our S-wave velocities for all treatments (see
Figures 3.11a, 3.11b and 3.11c). The first zero-crossing times were defined as the first time
at which the signal changes its polarity from negative to positive. A 1D median filter (with
a width of ten samples corresponding to a time period of 150 minutes) was applied to the
time-series of the picked times to filter out outliers. We corrected the time series of the picked
times by referencing them to the previously estimated values of t0 (see Figures 3.10d, 3.10e
and 3.10f).

Similarly to the procedure to obtain P-wave velocities, we used the corrected picked times to
calculate the time series of S-wave velocities (1) for each individual geophone, defined by the
ratio between its offset and its picked time, and (2) for the group of geophones, defined by
the slope of the straight line that passes by the origin and gives the best fit to the four picked
times. This was done for sensor on each side of the source, resulting in ten time-series of
estimated velocities. Figures 3.11g, 3.11h and 3.11i show the time-series of estimated S-wave
velocities corresponding to the sensors of one side of the seismic source for compacted ley,
non-compacted ley and compacted bare soil, respectively. The mean values and standard
deviations of the S-wave velocities reported in our study were calculated by averaging the ten
time-series of S-wave velocities within each treatment.
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Figure 3.10 – Examples of seismic data recorded by the geophones at the six nearest offsets at
an arbitrary date from (a) compacted ley, (b) non-compacted ley and (c) compacted bare soil.
The blue crosses correspond to the first-break picks used to calculate the P-wave velocities
from to the slope of the red line. Time-series of the picked first-break times for different
offsets in the (d) compacted ley, (e) non-compacted ley and (f) compacted bare soil. Time
series of the calculated P-wave velocities for different offsets along with the velocity calculated
with the slope method for (g) compacted ley, (h) non-compacted ley and (i) compacted bare
soil.
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Figure 3.11 – Examples of seismic data recorded by the geophones at the six nearest offsets at
an arbitrary date from (a) compacted ley, (b) non-compacted ley and (c) compacted bare soil.
The blue crosses correspond to the first-break picks used to calculate the S-wave velocities
from the slope of the red line. Time-series of the picked first-break times for different offsets
in the (d) compacted ley, (e) non-compacted ley and (f) compacted bare. Time series of the
calculated S-wave velocities for different offsets along with the velocity calculated with the
slope method for (g) compacted ley, (h) non-compacted ley and (i) compacted bare soil.
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Assessing the accuracy S-wave velocity estimation by numerical modeling
of wave propagation

In order to assess the accuracy of our procedure for estimating S-wave velocities, we per-
formed 2D numerical simulations of elastic wave propagation using the open-source code by
Bohlen (2002). Zero-crossing velocities (Vzc ) were estimated from the generated seismic data
using the same procedure as for the field data and compared to the true (provided as input
to the modeling code) underlying velocities used in the numerical model and theoretical
velocities of Rayleigh waves (R-waves) for a two-layer velocity model. The R-wave velocities
(Vr ) were computed with the open-source code by Wathelet et al. (2020).

The soil was represented by a simplified two-layer velocity model that is representative
of the soil conditions at the SSO. We aimed at testing our procedure for estimation of S-
wave velocities considering realistic variations of seismic velocities at the SSO. For this, we
considered 72 different combinations of P- and S-wave velocities for the top layer and, thus,
performed 72 wave propagation simulations. The velocities were selected from estimations
of seismic velocities in the SSO, specifically, in the compacted ley. The values of the ratio
between seismic velocities (Vp /Vs) are within the range of values reported for soils (e.g.,
Uyanik, 2010). The bulk density of the top layer were estimated from TDR data assuming
the values for the total porosity and densities of the soil solid phase, water and air that
are presented in Table 1. To estimate the layer thickness in our numerical simulations, we
solved the refractor problem from field data at the compacted ley to estimate time-series
of the depth of the refractor (see Figure 3.12) and its P-wave velocity. In the following, the
P-wave velocity of the underlaying half-space was kept fixed to the average velocity of the
first refractor (ª280 m/s). In order to obtain a reasonable corresponding S-wave velocity, we
assumed a constant ratio between seismic velocities of Vp /Vs ª 1.75. The bulk density of the
underlaying half-space was set to 1.8 g /cm3.

The space domain of the numerical simulation extended horizontally from 0 to 5 m and
vertically from 0 to 2 m. The grid size was 1 cm £ 1 cm. The free surface condition was set at
the top of the model domain, whereas perfectly matched layer (PML) boundary conditions
were used for the remaining boundaries. The parameters of the PML boundaries were chosen,
according to recommendations by Komatitsch and Martin (2007), to 20 grid elements and a
velocity of 150 m/s. In the considered two-layer velocity model, it is expected that the source
wavelet and its central frequency exert an effect on the estimated zero-crossing velocities.
However, the source wavelet is difficult to determine from the field data and its parameters
are typically inferred from the seismic data (e.g., Asnaashari et al., 2013). Since we lack
information about the exact source wavelet and its central frequency, we considered two
different source wavelets and frequencies. We used Füchs-Müller (FM) type sources with
central frequencies of 75 and 150 Hz (Figure 3.13a) and Ricker (RI) type sources with central
frequencies of 75 and 150 Hz (Figure 3.13b). Figures 3.13c and 3.13d present the estimated
zero-crossing velocities as a function of the true S-wave velocities of the top-layer for 75 and
150 Hz, respectively. In order to evaluate whether the zero-crossing velocities were related
to the velocities of R-wave, we added the theoretical R-wave velocities corresponding to the
two-layer system as a function of the true S-wave velocities of the top-layer. Theoretical
values of R-wave velocities were computed for 75 and 150 Hz with the module gpdc included
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Figure 3.12 – (a) Example of seismic data recorded by the geophones at the twelve nearest
offsets, at an arbitrary date, from compacted ley used to solve for the depth of the refractor.
The red crosses represent the first-break picks used to calculate the P-wave velocities of the
top layer (slope of the red line). The blue crosses represent the first-break picks used to
calculate the P-wave velocities of the refracted wave (slope of the blue line). (b) Time series of
the estimated depth of the refracting layer for the compacted ley.

in GEOPSY (see Wathelet et al., 2020), developed to calculate dispersion curves of surface
waves. The zero-crossing velocities are sensitive to the source wavelet and its frequency,
tending towards higher values for lower frequencies. Figures 3.13c and 3.13d demonstrate
that our procedure of estimating S-wave velocities lead to slightly biased estimates that are
bounded between the true R-wave and S-wave velocities. The correlation coefficient between
zero-crossing velocities and true S-wave velocities were 0.95, 0.99, 0.96 and 0.98 for the FM
150 Hz, FM 75 Hz, RI 150 Hz and RI 75 Hz wavelets, respectively.
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Figure 3.13 – (a) Füchs-Müller and (b) Ricker wavelets with central frequencies of 75 and 150
Hz. Comparison of true vs. estimated S-wave velocities in a two-layer media for two different
source wavelets and two different central frequencies: (c) 75 Hz and (d) 150 Hz. In (c) and (d),
the true R-wave velocity (Vr ) is shown for comparison purposes.

We have demonstrated that there is a high correlation between true S-wave velocities and
estimated zero-crossing velocities for different source wavelets and frequencies. Because
of sensitivity to R-wave velocities, our velocity estimation procedure provides zero-crossing
velocities that slightly overestimate the true S-wave velocities. In this study, we can thus use
the zero-crossing velocities as proxies of S-wave velocities. We stress that this estimation
procedure is site-specific and it cannot be assumed to apply at other conditions.
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Volumetric strain from dry bulk density data and seismic measurements

The volumetric strain from dry bulk density data is calculated as:

≤Ω = 1° ΩNC

ΩFC
, (3.17)

where ΩNC and ΩFC are the dry bulk densities of the non-compacted soil and full-compacted
soil, respectively. The volumetric strain from dry bulk density data (equation 3.17) was
calculated by comparing dry bulk densities measured in the full compacted ley with dry
bulk densities measured in the non-compacted ley and full compacted bare soil with non-
compacted bare soil at the same time after the experimental compaction event.

The volumetric strain is derived from seismic measurements by considering a cubic arrange-
ment of soil aggregates. In such case, the axial strain derived for non-compacted (≤vNC ) and
full-compacted soils (≤vFC ) are related to their corresponding bulk densities (ΩNC and ΩFC )
by (see Or, 1996):

≤vNC = 1°
µ
Ωi

ΩNC

∂ 1
3

, (3.18)

and

≤vFC = 1°
µ
Ωi

ΩFC

∂ 1
3

, (3.19)

where Ωi is the reference pre-compaction bulk density, which is assumed to be the same
for the non-compacted and compacted soil treatments given that they share the same pre-
compaction history. Rearranging equations 3.18 and 3.19, we obtain a model-estimate of the
volumetric strain (≤M ) that is a function of the axial strains as:

≤M = 1° ΩNC

ΩFC
= 1°

µ
1°≤vFC

1°≤vNC

∂3

. (3.20)

The volumetric strain from pedophysical model (equation 3.20) were obtained by comparing
compacted ley and compacted bare soil with non-compacted ley.
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Abstract

Despite the central role of soil structure in hydrological and ecological soil functioning, its
quantification in the field remains a challenge. Traditional characterization of soil structure
relies on point-wise measurements and complementary methods for systematic soil structure
characterization that are minimally invasive, operate at field scales, and can deliver informa-
tion under natural conditions are lacking. We propose the use of geoelectrical monitoring
as a means for observing indirect effects of soil structure on the soil water regime (infiltra-
tion and drainage rates, evaporation, etc.). We developed a modeling scheme combining
a new pedophysical model of soil electrical properties and a one-dimensional water flow
and heat transfer model that incorporate a physically-based and structure-specific model
of soil evaporation that is soil structure-specific. The model was used to interpret Direct
Current (DC)-resistivity and Time-Domain Reflectometry (TDR) monitoring data from the
Soil Structure Observatory (SSO) located in the vicinity of Zürich, Switzerland. The SSO is
a long-term experiment designed to study the evolution of soil properties following a com-
paction event in the spring of 2014. We focus on four experimental plots: non-compacted and
compacted bare soil and non-compacted and compacted ley. DC-resistivity data revealed
that soil compaction leads to a persistent decrease in soil electrical resistivity. This decrease is
mainly attributed to increasing connectivity of soil aggregates due to compaction as predicted
by soil rheology models. Our work advances the ability to characterize soil structure at the
field scale with electrical methods by offering a physically-based explanation of the impact of
soil compaction on electrical properties and by showing how DC-resistivity data senses soil
water dynamics that depends on soil structure.

4.1 Introduction

Soil structure refers to the spatial arrangement and binding of soil constituents that develops
in response to biological activity, seasonal cycles of wetting and drying, freezing and thawing
and anthropogenic activities (Dexter, 1988). Earthworms moving through the soil combined
with decaying roots generate biopores networks in the soil (Oades, 1993; Bottinelli et al.,
2015) that have a strong impact on soil hydraulic properties and related soil ecological
services (Gerke et al., 2010; Vereecken et al., 2007; Jarvis et al., 2016). In addition, soil texture
influences soil evapotranspiration, thereby, impacting water and energy partitions at the soil-
atmosphere interface (Lawrence et al., 2007; Lehmann et al., 2018). The notion of soil structure
remains elusive and despite the growing recognition of soil structure as a determinant agent
affecting hydraulic processes at the landscape scale, current climate models used in Earth
System Science rely on pedotransfer functions that often consider soil texture only (Van Looy
et al., 2017), thereby, overlooking the important impact of soil structure (Fatichi et al., 2020).

Characterizing soil structure at the field scale remains a challenge due to the reliance of
invasive point measurements offering limited prospects for studying soil structure over
larger spatial scales relevant to land management. Romero-Ruiz et al. (2018) proposed using
geophysical methods to complement such traditional techniques for soil structure charac-
terization. Electrical methods offer a great potential for capturing and monitoring effects of
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soil structure on soil water regimes that cannot be deduced from bulk soil properties. Elec-
trical properties of porous materials are widely used for capturing and characterizing water
flow under different conditions (Binley et al., 2015; Binley and Slater, 2020). There is exten-
sive evidence demonstrating that electrical properties of soil are sensitive to the volumetric
fractions and electrical properties of the soil constituents and their spatial arrangement
(Bussian, 1983; Glover et al., 2000; Glover, 2009; Cosenza et al., 2009; Moysey and Liu, 2012;
Day-Lewis et al., 2017). For this reason, electrical methods have been used extensively to
quantify water content in soils (Doolittle and Brevik, 2014) and to quantify compaction states
(Besson et al., 2013), mainly by capitalizing on the sensitivity of electrical properties to the
volumetric fraction of soil constituents. Recently, Blanchy et al. (2020) demonstrated the po-
tential of electromagnetic induction (EMI) and DC-resistivity methods to monitor the impact
of agricultural practices and identify soil compaction. Despite the accumulated wealth of
studies relating soil electrical properties to various soil properties and states, providing a
physically based description of how soil structure impacts electrical resistivity remains an
open question.

Soil structure influences soil electrical resistivity by (1) the direct impact of the arrangement
and volumetric fractions of soil constituents and (2) the indirect impact of the arrangement
of soil constituents on soil water dynamics. Soil compaction is a common modifier of
soil structure that adversely impacts soil functioning and its water regime (Hamza and
Anderson, 2005). Disentangling effects of soil compaction on geoelectrical signatures is
challenging due to its multiple effects on pore geometry, pore connectivity and its role in
determining the volumetric proportion of the conducting liquid phase. Soil compaction
reduces the capacity of the soil to provide water and air to plant roots for their development.
It produces a reduction and disruption of the soil pore system (particularly biopores), which
leads to a reduction in soil transport properties and might impact soil evaporation (Assouline
et al., 2014) and decrease soil surface water infiltration. The effect of soil compaction on
soil mechanical properties limit the ability of plant roots to reach larger soil volumes and
extract water (Bengough et al., 2011). All these interacting processes ultimately determine
the resulting soil water dynamics. Coupled hydrogeophysical modeling (e.g., Kowalsky
et al., 2004) is expected to enhance our quantitative understanding of the influence of soil
structure on such natural processes and their corresponding effect on soil water dynamics and
related geoelectrical signals. In this context, it is important to consider a soil-structure based
integrative modeling framework that accounts for soil electrical properties and the controlling
soil processes impacting soil water dynamics (infiltration, drainage and evapotranspiration).

In this study, we focus on how geoelectrical monitoring can provide direct (via volumetric
portions and arrangement of constituents) and indirect (via impact on soil water dynamics)
information about soil structure. We rely on a coupled hydrogeophysical modeling scheme to
predict the prime signatures of soil structure on soil water dynamics and their corresponding
geoelectrical properties. At its core, it relies on a new pedophysical model of electrical
properties that considers a conceptual description of structured soils. We further infuse
knowledge of how soil water retention and transport properties impact soil evaporation in
order to constrain the choices of physical parameters and incorporated the corresponding
evaporation properties in a one-dimensional water flow model. This modeling framework
was used to reproduce and interpret data from a soil compaction experiment at the Soil
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Structure Observatory (SSO) located in the vicinity of Zürich, Switzerland. We analyzed four
different cases (combinations of two compaction treatments and two soil covers) presenting
different responses but sharing the same soil texture.

4.2 Soil-structure-informed hydrogeophysical modeling

Our hydrogeophysical modeling scheme is based on a new pedophysical model of electrical
properties that is combined with 1D simulations of water-flow and heat transfer in a lay-
ered soil profile. We account for macropore water flow (Durner, 1994) and use soil-specific
evaporative properties to define water loss functions. The water flow model considers soil
structure-specific evaporation properties that are derived from water retention and trans-
port properties (e.g., van Genuchten properties, van Genuchten, 1980) using the model by
Lehmann et al. (2020). We converted modeled time-series of water content to their corre-
sponding soil dielectric permittivity for comparison with Time-Domain Reflectometry (TDR)
measurements of dielectric permittivity. Our new pedophysical model is used to calculate
electrical conductivity profiles from soil properties, water content and temperature profiles
resulting from the water-flow and heat-transfer simulations. The electrical conductivity pro-
files were then used to calculate apparent electrical resistivity for comparison with measured
data. Subsequently, Markov chain Monte Carlo (MCMC) is used to infer posterior probability
density functions of unknown parameters of interest. Details of our modeling scheme are
described below.

4.2.1 Pedophysical model of electrical conductivity

The electrical properties of structured soils are modeled with a new pedophysical model that
account for the arrangement of soil constituents. The soil electrical conductivity is predicted
by considering the combined impact of the soil matrix and soil macropores (see also Day-
Lewis et al., 2017). The soil matrix is composed by a water-air fluid mixture containing soil
inclusions, while the macroporous region is composed by a water-air fluid-mixture. The total
porosity (¡T ) is expressed as a function of the soil matrix porosity (¡sm) and the macroporous
region (¡mac = 1), and the volumetric fraction occupied by the soil macropores (wmac ) and
the soil matrix (1°wmac ):

¡T = (1°wmac )¡sm +wmac¡mac . (4.1)

The predicted electrical conductivity of the soil is obtained by applying three main mixing
steps (Figure 4.1a) to derive: (1) the electrical conductivity of the partially saturated soil matrix,
(2) the electrical conductivity of the partially saturated macropores and (3) the electrical
conductivity of the structured soil (soil matrix with embedded macropores).

We first model the electrical conductivity of the soil matrix (æsm). In this context, soil surface
conductivity (æs) plays an important role in determining the electrical conducitivity of soils
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(a)

(b) (c)

S

Figure 4.1 – (a) Simplified conceptual illustration of the pedophysical model used to predict
electrical properties for structured soils. The electrical conductivity of the soil aggregates is
modeled by considering a fluid mixture with inclusions of soil grains. The electrical conduc-
tivity of the structured soil is modeled by considering the soil as soil porous matrix (formed
by aggregates) with inclusions representing soil macropores. The electrical conductivity of
the partially saturated inter-aggregate space and macropores are modeled using Archie’s
second law. (b) Comparison of electrical resistivity as a function of water content for three
combinations of the Msoi l exponent (Msoi l =5, 2 and 5) and macroporosity (wmac = 0.05, 0.05
and 0.02 cm3cm°3). The soil matrix porosity (¡sm = 0.46 cm3cm°3), matrix cementation ex-
ponent (msm = 2), saturation exponents (Nsm = Nmac = 2), the water conductivity (æw = 0.03
S/m) and the surface conductivity (æs = 0.1 S/m) are the same for the three cases. (d) Relative
change of electrical resistivity calculated at a water content of µ = 0.38 cm3cm°3 as a function
of Msoi l and wmac with respect to the base case (Msoi l =5 and wmac = 0.05 cm3cm°3).
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with high clay contents (e.g., agricultural soils Friedman, 2005). Traditional electrical models
by Archie (1942) were developed for highly resistive rock formations and ignore the contri-
bution of surface conductivity.5 Surface conductivity is often accounted for in pedophysical
models by considering that electrical pathways of soil grains and pore spaces are parallel (i.e.,
the high salinity limit Waxman and Smits, 1968; Linde et al., 2006). Dispite such restrictive
assumptions, these models are widely used in soil science and hydrogeophysics (Seladji et al.,
2010; Linde et al., 2006; Tran et al., 2017). In this work, we propose to account for surface
conductivity without imposing restrictive assumptions of being in the high salinity limit using
Differential Effective Medium theory (Bussian, 1983). We modeled the electrical conductivity
of the partially saturated soil matrix (æsm) as:

æsm =¡msm
sm æ fsm

µ1°æs/æ fsm

1°æs/æsm

∂msm

, (4.2)

where msm is the cementation exponent of the soil matrix, æ fsm is the effective electrical
conductivity of the fluid mixture in the soil matrix and æs is the surface conductivity of the
soil grains.

The effective electrical conductivity of the matrix fluid mixture is given by (Archie, 1942):

æ fsm =
µ

µsm

(1°wmac )¡sm

∂Nsm

æw , (4.3)

where µsm is the volumetric water content of the soil matrix, Nsm is the saturation exponent
that accounts for the water distribution of the soil matrix, andæw is the electrical conductivity
of the pore water. Similarly, the electrical conductivity of the macropores can be expressed as:

æmac =
µ
µmac

wmac

∂Nmac

æw , (4.4)

where µmac is the water content filling the macropores and Nmac is the saturation exponent
describing the water phase in the macropores. Finally, the electrical conductivity of the soil is
obtained by applying DEM theory once again in order to predict the combined effects of the
electrical conductivity of the soil matrix and the electrical conductivity of the macropores:

æsoi l = (1°wmac )Msoi læsm

µ
1°æmac /æsm

1°æmac /æsoi l

∂Msoi l

, (4.5)

where Msoi l is an exponent that is inversely related to the connectivity between soil ag-
gregates. The symbol is capitalized here to better differentiate it with the more traditional
cementation exponent msm for which large data sets are available (see Bussian, 1983; Lesmes
and Friedman, 2005; Friedman, 2005; Cosenza et al., 2009). Equation 4.5 implies that the
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presence of macroporosity (when unsaturated, which is the most common state) hinders
electrical conduction in the structured soil by (1) decreasing the volumetric proportion of
the electrically conductive soil matrix (1°wmac ) and (2) by interrupting electrical pathways
between soil aggregates (Msoi l ).

We tested the sensitivity of the model to changes in wmac and Msoi l by predicting the electrical
resistivity of a soil as a function of water content (Figure 4.1b) considering three different
combinations of Msoi l and wmac : a base case (Msoi l =5, wmac = 0.05 cm3cm°3), a reduction
in Msoi l (Msoi l =2, wmac = 0.05 cm3cm°3), and a reduction of macroporosity (Msoi l =5, wmac

= 0.02 cm3cm°3). The remaining parameters were kept constant and chosen as typical values
found in the literature: the soil matrix porosity (¡sm = 0.46 cm3cm°3), aggregate cementation
exponent (msm = 2), the saturation exponents (Nsm = Nmac = 2), the water conductivity
(æw = 0.03 S/m) and the surface conductivity (æs = 0.1 S/m). At full water saturation, the
electrical resistivity is the same for all cases. The decrease of electrical resistivity with a
decreasing water content is increased both by reducing Msoi l and reducing wmac as expected
in response to soil compaction. Correspondingly, the model predicts a decrease in electrical
resistivity of soils in response to soil compaction when considering a constant water content.
This behvior is in agreement with laboratory and field observations reported in the literature
(Seladji et al., 2010; Besson et al., 2013; Keller et al., 2017). Figure 4.1c illustrates the relative
impact of combined changes in Msoi l and wmac on electrical resistivity. The values were
calculated at a water content close to field capacity in agricultural soils (µ ª 0.38 cm3cm°3)
using the base case (Msoi l =5, wmac = 0.05 cm3cm°3) as the reference. For this example, the
combined effects of reductions in Msoi l and wmac lead to a decrease of electrical resistivity
by up to 20%.

4.2.2 Hydrological process modeling in structured soils

Soil water flow and heat transfer were performed using the 1D finite-difference software
HYDRUS-1D (Simunek et al., 2013).

Water flow modeling

One-dimensional water flow in unsaturated media is governed by Richards equation, written
as (Richards, 1931):

@µ

@t
= @

@z

∑
Ksoi l

µ
@h
@z

+1
∂∏

°°, (4.6)

where h is the water pressure head, µ is the volumetric water content, z is the spatial coordi-
nate, ° is the sink term, and Ksoi l is the unsaturated hydraulic conductivity. To account for
macropore water flow, we used the approach by Durner (1994), which considers the porous
medium to be divided by two overlapping domains representing (1) the pore system in the
soil matrix and (2) the macropore system. In this parametrization, the water retention and the
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hydraulic conductivity function of the soil are expressed as a combination of the functions
ascribed to the two considered domains:

Se =
µ°µr

µs °µr
= wsm[1+ (Æsmh)nsm ]1° 1

nsm +wmac [1+ (Æmac h)nmac ]1° 1
nmac , (4.7)

and

Ksoi l = rk Ksm

°
wsmSesm +wmac Semac
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∂1° 1
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, (4.8)

where Se is the effective saturation of the soil, µs = ¡T is the soil saturated water content
(i.e., the total porosity), µr is the residual water content, ni is the van Genuchten exponent
(which is related to soil texture) and Æi is the inverse of the air-entry pressure. The saturated
hydraulic conductivity of the soil KSS = rk Ksm is defined as the product of the saturated
hydraulic conductivity of the soil matrix Ksm and the ratio rk (= KSS/Ksm) which is a function
of the soil macroporosity. The indices i = sm and i = mac represent the soil matrix and the
macroporous region, respectively.

Increased saturated hydraulic conductivity in structured soils is often an effect of macropore
networks created by bioturbation (earthworm moving and decaying roots). Soil biological
activity and related soil organic matter decays exponentially with respect to soil depth (Kramer
and Gleixner, 2008; Hobley and Wilson, 2016). For this reason, we consider that the saturated
hydraulic conductivity of the soil KSS decays exponentially with soil depth to the saturated
hydraulic conductivity of the soil matrix Ksm as:

KSS(z) = Ksm +aK0 e°z/∏K , (4.9)

where aK0 is the increase in saturated hydraulic conductivity at the soil surface due to macro-
porosity and ∏K is the depth at which macroporosity-induced increase has reduced by a
factor 1/e.

Representing soil structure effects on evapotranspiration

Soil surface evaporation is spatially limited by the so-called soil evaporation characteristic
lenght (LC ) (Lehmann et al., 2008; Or and Lehmann, 2019), which is soil structure-specific
and represents the limiting depth at which there is an interruption in soil capillary flow that
supports the so-called Stage-I evaporation, which is much more efficient than the diffision
limited Stage-II evaporation (see more details about soil surface evaporation in Or et al.,
2013). Similarly, it exists an associated critical pressure head (hcr i t ) that marks the disruption
of soil capillary paths. We employed the physical model by Lehmann et al. (2008) to calculate
soil evaporation properties (LC and hcr i t ) as a function of the water retention and hydraulic
properties of the soil matrix. This is then used to define soil evapotranspiration functions
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that are, in turn, used in the water-flow model. The soil evaporation characteristic length can
be expressed as (Or and Lehmann, 2019):

Lc =
hcr i t °hb

1+ E0
4Ksoi l (hcr i t )

=
1

nsmÆsm

≥
1+ nsm

nsm°1

¥(2° 1
nsm

)

1+ E0
4Ksoi l (hcr i t )

, (4.10)

where E0 is the Stage I evaporation rate typically taken as the mean potential yearly evapo-
transpiration. The critical pressure head hcr i t can be written as:

hcr i t =
1

Æsm

≥
nsm°1

nsm

¥2° 1
nsm

. (4.11)

For interpretative purposes, we will sometimes present results in terms of a critical water
content µcr i t (hcr i t ).

The characteristic evaporation length (equation 4.10) and the critical pressure head (equa-
tion 4.11) are used in combination with soil potential evapotranspiration (ETp ) to define
treatment-specific (vegetated and bare soil, compacted and non-compacted) potential evap-
orative water losses. We modeled the potential water losses as the product of: (1) a linear
combination of a root density function that is depth-dependent (RU (z)) and a soil evapora-
tion function that draws water from different depths (compacted and non-compacted soil)
(SE (z)); (2) a scaling function varying between zero and one that depends on the soil pressure
head (Ø(h)) and (3) surface potential evapotranspiration rate determined by meteorological
conditions as:

°ET =Ø(h)

√

(1°¬ev )
RU (z)

RZ
0 RU (z)d z

+¬ev
SE(z)

RZ
0 SE(z)d z

!

ETp (t ), (4.12)

where Z is the depth of the soil profile, ¬ev is the percentage of flux associated with soil
evaporation. The potential evapotranspiration ETp is calculated using the empirical function
based on soil temperature by Jensen and Haise (1963). For simplicity, the depth dependent
evaporation function is defined as a function of the soil characteristic evaporation depth that
is normalized. It is expressed as:

SE(z) =

8
>><

>>:

5
3Lc

z < 0.2Lc
2.0833

Lc

≥
1° Lc°z

Lc

¥
0.2Lc < z < Lc

0 z > Lc .

(4.13)
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The depth dependent root distribution function is chosen as an exponential function decay-
ing with depth (e.g., Zuo et al., 2006):

RU (z) = RU0e°z/∏r oo , (4.14)

where RU0 is the root density at the soil surface and ∏r oo is the depth at which root density
has decayed to 1/e of RU0. We defined the scaling function Ø(h) as a S-shape function:

Ø(h) = 1

1+
≥

h
h50

¥p , (4.15)

the exponent p determines how fast Ø drops for increasing pressure head and h50 is the
pressure head at which Ø is equal to 0.5 (Feddes, 1982).

For bare soil, we have that ¬ev = 1 (i.e., no transpiration) and the function Ø can be used to
approximate the soil evaporation function representing the transition from Stage-I evapora-
tion to Stage-II evaporation. In such case, we approximated the h50 as the critical capillary
pressure hcr i t . Conversely, 1°¬ev determines the fraction of water available for root-water
uptake in vegetated soils and Ø represents the so-called root water stress function (see
Van Genuchten, 1987).

Heat transfer modeling

Heat transfer is described by a convection-dispersion equation, defined for a one-dimensional
system as:

Cp (µ)
@T
@t

= @

@z

∑
∏(µ)

@T
@z

∏
°Cw q

@T
@z

, (4.16)

where T is the temperature, ∏(µ) is the coefficient of the apparent thermal conductivity
of the soil, Cp and Cw is the volumetric heat capacity of the porous media and the water,
respectively, and q is the Darcy fluid flux. The volumetric heat capacity of the soil can be
expressed as (De Vries, 1963):

Cp (µ) = (1°¡T )Cs +µCw , (4.17)

Cs and Ca are the volumetric heat capacity of the soil solid phase and the air, respectively.
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4.2.3 Coupled hydrogeophysical modeling

A coupled hydrogeophysical modeling scheme is used to investigate the soil structure sig-
natures on soil water dynamics (see Section 4.2.2) and their corresponding geoelectrical
signatures (see Section 4.2.1). The modeling is divided in two main steps (see Figure 4.2) that
are described below.

4.2.4 Forward modeling of water flow and heat transfer

The soil hydraulic and transport properties are used to compute the soil evaporative prop-
erties. All properties are used to model water-flow in Hydrus 1D. From this, we obtain soil
evapotranspiration, time-series of water content and temperature at specific depths and
profiles of water content and temperature. The time series of water content at specific depths
are converted to a dielectric constant by using a volumetric mixing model known as the
Complex Reflective Index Model (CRIM) (Roth et al., 1990). The dielectric constant of the soil
is expressed as:

p
∑soi l = fs

p
∑s + fw

p
∑w + fa

p
∑a + fi

p
∑i , (4.18)

where ∑soi l , ∑s , ∑w , ∑a , ∑i are the dielectric constants of the soil, the soil grains, the soil
water, the air and the ice, respectively. Similarly, fs = 1°¡T , fw = µ(1°Si ce ), fa =¡T °µ and
fi = µSi ce refer to the fraction of soil grains, water, air and ice, respectively. The ice saturation
(Si ce ) is approximated at a given time as a linear function of the mean soil temperature from
the previous 24 hours at the evaluated soil depth. The onset for obtaining non-zero values in
ice content was defined when the mean temperatures fell bellow 0.5 oC.

4.2.5 Inverse modeling of soil electrical data

The simulated water content profiles are fed to the pedophysical model (equation 4.5) to
derive electrical resistivity profiles. Subsequently, the temperature profiles are used to cal-
culate profiles of electrical resistivity accounting for temperature effects with the model by
Campbell et al. (1948). Finally, the apparent resistivities are simulated for a desired electrode
array. In this study, we solved the 1D DC-resistivity problem (e.g., Parker, 1984) for a Wenner-
Schlumberger array using an electrode spacing of a = 50 cm and various current-electrode
spacings ((2 j +1)a). This was achieved using the implementation by Ingeman-Nielsen and
Baumgartner (2006) that is based on digital filter theory.

The pedophysical electrical properties (P) are inferred using the Markov-chain Monte Carlo
(MCMC) method by Laloy and Vrugt (2012) (the so-called differential evolution adaptive
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Figure 4.2 – Flowchart for hydrogeophysical forward and inverse modeling including soil
evaporation constrains. The flowchart is divided in blocks containing different modeling
steps involved in the coupled model. In A, water retention and transport properties are used
to calculate treatment-specific evaporation properties. The water retention, transport and
evaporation properties are used to perform a hydro-thermal simulation with Hydruys-1D
resulting in soil water fluxes, water content and temperature. In C, the water content time-
series are used with the CRIM model to model dielectric constant for comparison with TDR
data. The inverse modeling of the electrical data is presented in D. The water content and
temperature are used with the new pedophysical model to compute electrical resistivity
profiles that are in turn used to compute apparent electrical resistivity. The pedophysical
electrical properties are inferred using MCMC.

Metropolis, DREAM(Z S)) to infer the posterior probability density function of the electrical
properties using the following likelihood function

L(P|d) =
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where F (P;µ,T ) and d are the simulated and measured apparent resistivity, respectively, æd
is the standard deviation of the apparent resistivity data error and n is the number of data.
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4.3 Methods

4.3.1 Data monitoring

DC-resistivity monitoring at the Soil Structure Observatory

To evaluate the value of electrical resistivity monitoring for capturing long-term effects of soil
compaction and soil structure effects on soil moisture dynamics, we conducted monitoring
(seasonal and hourly) of geoelectrical data. The monitoring was carried out at an experimen-
tal field site located in the vicinity of Zürich, Switzerland (8o31’04 E, 47o25’39 N) (Keller et al.,
2017). This Soil Structure Observatory (SSO) is a long-term experiment designed to study the
evolution of soil structure, following a compaction event in the spring of 2014, for different
types of post-compaction management (see Figure 4.3). The SSO has a strip-plot design
with three blocks (replicates). Each strip-plot corresponds to a different post-compaction
management, their area is evenly divided in the three compaction treatments (compaction
on the full surface, compaction by tracks and no experimental compaction) and they are
separated by a 2 m wide space of untreated soil. We monitored the DC-resistivity response
of experimental plots with two different covers (bare soil and ley soil) and two compaction
treatments (compaction on the full surface and no compaction). The four combinations
are referred to as full compacted ley (grass-legume mixture), non-compacted ley, full com-
pacted bare soil and non-compacted bare soil. The soil properties (and texture) prior to
the compaction event were similar at all monitoring sites (Keller et al., 2017) allowing us to
attribute differences in the corresponding electrical signatures to different soil covers and
treatments. For the seasonal monitoring, the DC-resistivity acquisition array comprised
two lines of 48 stainless steel electrodes: one line on the ley soil and the other on the bare
soil. The electrode spacing was 1 m, resulting in 47.5 m long DC-resistivity lines. In order
to improve spatial resolution, the electrode spacing was changed to 50 cm in the spring of
2015. With this change, 24 electrodes were placed on the compacted treatment and 24 on
the non-compacted treatment for each electrode line in the ley and bare soil. The seasonal
campaigns extend from March 2014 (a few weeks before the compaction event) until March
2021.

For hourly monitoring, the electrodes were connected to a 96-switch Syscal-Pro powered
by a 12 V battery located in an operation box at the edge of the soil plots (see Figure 4.3).
The Syscal-Pro was controlled by a laptop operating the Comsys-Pro geophysical software
(see http://www.iris-instruments.com/download) continuously during the full monitoring
campaigns. A DC-resistivity acquisition sequence was programmed to be continuously
repeated every two hours. Data were first collected from the bare soil profile and consecutively
from the ley soil profile. The same subsequence (considering only 48 electrodes) was applied
to both lines: from 1 to 48 for the bare soil and from 49 to 96 for the ley soil. A full DC-resistivity
acquisition consisted of 464 data points (no stacking) for each profile, the duration of the
current injection cycle was set to 250 ms and the full acquisition was completed roughly in
one and a half hours. We used a Wenner-Schlumberger electrode array with 50 cm spacing
between potential electrodes and four different spacings ((2 j +1)a) for current electrodes
corresponding to j =1, 2, 3 and 4 (see Figure 4.3c). As the soil treatments are assumed to
be laterally homogeneous and we focused on larger-scale differences at the plot scale, the
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Figure 4.3 – (a) Schematic representation of the soil compaction experiment showing the
different compaction treatments and post-compaction management strategies at the Soil
Structure Observatory. (b) Schematic representation of the DC-resistivity lines deployed in
the block A. (c) DC-resistivity line located in the bare soil.
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different lateral values of apparent resistivity were averaged to obtain one value for each level
at each plot at a given acquisition time. Data were collected from the 15th of February to the
8th of July of 2018.

Time-Domain Reflectometry and Temperature

Time-domain reflectometry (TDR, TDR 100 by Campbell Scientific with MDX multiplexers)
probes for soil water content measurements and temperature probes were installed in all
plots, and were continuously collecting data every hour at four different depths (10, 20, 40,
and 70 cm, Figure 4.3c). Meteorological data were continuously monitored at an on-site
station.

Ancillary data

Aboveground biomass was measured in the ley treatments for all blocks to evaluate soil
compaction effects on plant growth. Measurements were made in the Spring of 2017 only.
Hereafter we will present values averaged values considering all blocks for each treatments.

4.3.2 Impact of soil structure on measured apparent resistivity and soil
water storage

Figure 4.4a presents the apparent resistivity time-series (j=1 of Wenner-Schlumberger array)
for all soil cases and Figure 4.4b presents corresponding soil water storage storage estimated
from TDR data. We used a one-year long time window from August 2017 to August 2018.
No clear differences in apparent resistivity data are observed for the different soil covers
during wet periods (i.e., high values of water storage for all treatments, before March 31).
The apparent resistivity clusters according to the compaction treatment, presenting higher
values for non-compacted ley and bare soil than for compacted ley and bare soil. Under these
conditions (see data before March 31 in Figure 4.4a), the effect of soil compaction can be
clearly identified as a decrease in soil electrical resistivity (ª 15%). This effect continues to be
present during the full monitoring period in the bare soil, in which apparent resistivities of
compacted bare soil are consistently shifted to lower values compared with non-compacted
bare soils. The apparent electrical resistivity of the bare soil follows a mainly temperature-
driven seasonal trend. The apparent resistivity of ley soil strongly responds to water storage
variations during dry periods in May, June and July 2018. Therein, differences in water
dynamics (see Figure 4.4b), according to the compaction treatment, impact the electrical
resistivity producing similar values for compacted and non-compacted ley (see e.g., the last
data points in Figure 4.4). The differences in water storage between compacted and non-
compacted ley are larger. For this reason, the values of apparent resistivity may be similar or
higher for compacted ley than for non-compacted ley during this period.

The compacted ley soil is persistently drier than the non-compacted ley soil during long
dry periods as indicated by the monitored apparent electrical resistivity and TDR data. The
measured aboveground biomass averaged for all blocks in compacted ley (85 g /0.25 cm2)
was approximately 70% of the biomass measured in the non-compacted ley (125 g /0.25
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(b)

Figure 4.4 – (a) Apparent electrical resistivity time series collected for all soil treatments
corresponding to j=1 of the Wenner-Schlumberger array. (b) Soil water storage in the upper
one meter of the soil calculated from TDR data for all soil treatments presented in this study.
The time axis goes from the middle of 2017 to the middle of 2018.
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cm2) implying that plant transspiration in the compacted ley is roughly 70% of the plant
transpiration in non-compacted ley (see e.g., Steduto et al., 2007).

4.3.3 Modeling of hydrogeophysical data

The selection of soil water retention and hydraulic properties for the different soil cases was
based on qualitative expectations based on observations in Section 4.3.2 and our knowledge
of soil hydraulic properties for compacted and non-compacted soils at the SSO informed
by the laboratory measurements by Keller et al. (2017). We use a simple parametrization to
differentiate between soil structure effects of compacted and non-compacted only in terms
of: (1) the saturated hydraulic conductivity as a function of soil depth, (2) the macroporosity
as a function of soil depth and (3) the Van Genuchten parameter Æsm that is constant with
depth. The remaining model parameters are considered constant with depth and the same for
compacted and non-compacted soils. The choices of soil model parameters are summarized
in Table 4.1 and detailed below.

We assume that the saturated hydraulic conductivity of the soil matrix Ksm is the same for
compacted and non-compacted soils. Based on this, the saturated hydraulic conductivity
KSS(z) of both compacted and non-compacted soils are modeled by equation 4.9 with a
common Ksm . The parameters of equation 4.9 were obtained by fitting laboratory data of
saturated conductivity of compacted and non-compacted soil at the SSO (Keller et al., 2017)
(see Figure 4.5a). We obtained Ksm = 5.7 cm/h for both compacted and non-compacted soils
and ∏K = 31 and 44 cm; and aK0 = 8.3 and 34.6 cm/h for compacted and non-compacted
soils, respectively.

The macroporosity as a function of soil depth is obtained from the derived KSS(z) (Figure
4.5a). Equation 4.8 is a simplified parametric expression to account for macropore water
flow. To link KSS with soil macroporosity, we impose that the hydraulic conductivity function
used here (Equation 4.8) approximates a linear superposition (weighted by their volumetric
fractions) of (1) the hydraulic conductivity function of the soil matrix Kmatr i x(h, z) and (2)
the hydraulic conductivity function of the macropore system Kmacr opor e (h, z) as:

Ksoi l = wsmKmatr i x(h, z)+wmac Kmacr opor e (h, z). (4.20)

With such assumptions, we infer a macroporosity at the soil surface of 1.1 and 3.1 % for
compacted and non-compacted soils, respectively (see Figure 4.5b).

We hypothesized that soil structure and compaction status play an important role on soil
evaporation and soil transpiration. Soil evaporation properties strongly depend on three
main properties: (1) the van Genuchten exponent nsm , (2) the inverse of the air-entry pressure
ofÆsm and (3) the hydraulic conductivity of the soil matrix Ksm (equations 4.10 and 4.11). The
exponent nsm is often regarded as a surrogate variable for soil texture which is approximately
the same for the soil treatments studied here (roughly 25% clay, 25% sand and 50% silt,
see Keller et al., 2017) and is, consequently, considered the same for all soil cases. We
account for subtle soil compaction impacts on the soil matrix using the parameter Æsm .
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Table 4.1 – Soil water retention, transport, evaporation, dielectric, electrical and other Hydrus
properties considered in this study for non-compacted ley (NL), compacted ley (CL), non-
compacted bare soil (NB) and compacted bare soil (CB). The properties showing a value are
fixed during the inversion whereas the properties showing an xi are considered unknown.
Note that there are properties that are common and properties that are different for each
soil structure in both variable and fixed properties. Additionally we added the number of
equation in which all properties are used in commented on the motivations for electing these
properties.

Water retention, transport and evaporation properties
N L N B C L C B Equation Comments

µr (cm3cm3) 0.08 4.13 from Carsel and Parrish (1988)
¡sm (cm3cm3) 0.47 0.45 4.1,4.2,4.3 from Carsel and Parrish (1988)
µs (cm3cm3) (1°wmac )¡sm +wmac 4.13,4.17 computed
aK0 (cm/h) 31 8.3 4.9 assumed property
Æsm (cm°1) 0.04 0.02 4.13,4.8,4.10,4.11 assumed property
nsm (°) 1.15 4.13,4.8,4.10,4.11 assumed property
Ksm (cm/h) 5.7 4.8,4.10,4.11 based on lab data
Æmac (cm°1) 1 4.13,4.10,4.11 assumed property
nmac (°) 2 4.13,4.8,4.10,4.11 assumed property
hcr i t (cm) 250 500 4.10,4.11 computed
µcr i t (cm3cm°3) 0.35 0.33 - computed
Lc (cm) 31 63 4.10 computed

Other Hydrus-1D properties
N L C L N B C B Equation Comments

∏RU (cm) 20 4.14 assumed property
∏K (cm) 44 31 4.9 assumed property
p (°) 2 4.15 assumed property
h50 (cm) 105 105 hcr i t hcr i t 4.15 approximated
Cs (Jm°3oC°1) 1.92£106 4.17 from De Vries (1963)
Cw (Jm°3oC°1) 4.18£106 4.17 from De Vries (1963)

Dielectric properties
N L C L N B C B Equation Comments

∑s (°) 5 4.18 from Annan (2005)
∑w (°) 80 4.18 from Annan (2005)
∑a (°) 1 4.18 from Annan (2005)
∑i (°) 3.4 4.18 from Evans (1965)

Electrical properties
N L C L N B C B Equation Comments

Msoi l (°) x1 x2 4.5 inverted properties [1,5]
æs (Sm) x3 4.2 inverted property [0,0.25]
æw (Sm) x4 4.3,4.4 inverted property [0.02,0.05]
Msm (°) x5 4.2 inverted property [1.5,2.5]
Nsm (°) 2 4.3 assumed property
Nmac (°) 2 4.4 assumed property
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(a) (b)

Figure 4.5 – (a) Measured and modeled saturated hydraulic conductivity as a function of soil
depth for compacted and non-compacted soils. (b) Estimated macroporosity as a function of
soil depth for compacted and non-compacted soils.

Therefore, we assign the same Æsm for a compaction treatment regardless of soil cover. This
assumption can be linked the existence of subtle changes in mesoporosity (pore diameters in
the range of 30-100 µm) between compacted and non-compacted soils. This is supported by
observations by Meurer et al. (2020) who found differences in mesoporosity of compacted and
non-compacted soils at the SSO. Here, we do not explicity account for three domains (micro-,
meso- and macropores) as done by Meurer et al. (2020). To simplify the analysis, we account
for mesoporosity reduction as a reduction of Æsm for compacted soils and incorporate its
corresponding effects in evaporation properties (equations 4.10 and 4.11). The parameter
Æsm should decrease with compaction due to the closure of mesopores in the matrix induced
by the applied stresses. The selected properties were Æsm = 0.04 cm°1 for non-compacted
soils, Æsm = 0.02 cm°1 for compacted soils. These values are within the range of properties
for loamy-clay soils reported by Carsel and Parrish (1988). The exponent was set nsm = 1.15
for all soil treatments. The resulting evaporation properties are LC = 31 cm and hcr i t = 250
cm for non-compacted soils, and LC = 63 cm and hcr i t = 500 cm for compacted soils. The
macroporosity, the total porosity (equation 4.1) and saturated hydraulic conductivity of the
soil vary with the soil depth. We selected a Æmac = 1 cm°1 and nmac = 2, leading to a pore
size distribution of the soil macroporosity with a maximum pore radius of 1.5 mm.

Water flow and heat transfer simulations were made in a 3.5 m deep soil profile. We discretized
the soil in 20 different soil layers. Based on the TDR data, we assumed that the growing season
(i.e., period in which both evaporation and transpiration are active in the ley soil) begins on
the second week of April and ends on the third week of September.

The dielectric properties of the soil are considered the same for all soil treatments. The
dielectric properties of soil solid constituents, water, air and ice were taken from the literature
(Annan, 2005; Evans, 1965). Similarly, the values of the volumetric heat capacity of water and
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soil solids were chosen as typical values reported in the literature (De Vries, 1963). These
values are reported in Table 4.1.

4.3.4 MCMC inversion of electrical properties

All electrical properties were considered to be constant with soil depth. The inversion strategy
for electrical data considers that most electrical properties are the same for all soil treatments
and data from all soil treatments are considered together in the data vector d. As mentioned
before, the exponent Msoi l represents the connectivity of electrical pathways (inversely
related to the connectivity between soil aggregates) in the structured soil that is hindered
by the presence of macroporosity. Thus, the exponent Msoi l was set to be the distinctive
property for the compaction state of the soils. In contrast, the surface conductivity (æs), the
water conductivity (æw ), the cementation exponent of the soil matrix msm were set to be
same for all soil cases. For simplicity, the saturation exponents (nsm = nmac = 2) appearing in
equations 4.3 and 4.4 were considered the same for all soil cases. The ranges of the uniform
prior probability density functions of the inversion parameters are provided in Table 4.1. The
data error was selected as 10% of each data point and the scale of the model proposal in the
DREAM(Z S) algorithm was tuned to achieve an adequate acceptance rate. Figures 4.6a and
4.6b present the log-likelihood and the R̂-diagnostic (Gelman and Rubin, 1992) of the inverted
parameters as a function of the number of model evaluations in the MCMC inversion process.
The R̂-diagnostic criteria by Gelman and Rubin (1992) was used to declare convergence when
it is below 1.2 for all variables.

4.4 Results

4.4.1 Inverted electrical properties

Figures 4.6c, 4.6f, 4.6g and 4.6f present the posterior samples after burn-in (the first 5000
iterations). Figure 4.6d and 4.6e show the difference and the crossplot, respectively, of the
sampled values for exponents Msoi l of compacted and non-compacted soils. The exponents
Msoi l presents mostly lower values for compacted soils (Figure 4.6d). This indicates that soil
aggregates of compacted soils are more connected (i.e., the macroporosity is less connected)
than for non-compacted soils. The reduction of Msoi l together with the inferred decrease in
macroporosity explain the observed lower values of electrical resistivity of compacted soils
even for similar values of water storage (see apparent resistivity data and water storage in
Figure 4.4). The sampled values of water conductivity and surface conductivity fall within
reasonable ranges according to the work of Farahani et al. (2018) and Revil et al. (2017),
respectively. The posterior mean of the cementation exponent of the soil matrix is 1.65.
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Figure 4.6 – Results from MCMC inversion of geoelectrical data. (a) Log-likelihood function
and (b) R̂-diagnostic for 24000 iterations. MCMC sampled values after the iteration 5000 for
(c) the exponent Msoi l for non-compacted and compacted soil, (f) the surface conductivity
(æs), (g) water conductivity (æw ) and (h) the cementation exponent (msm). The latter three
properties are shared for non-compacted and compacted soils. (d) Difference between sam-
pled values of Msoi l for non-compacted and compacted soils. (e) Crossplot of the sampled
values of Msoi l for non-compacted and compacted soils.
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4.4.2 Water content dynamics

The dielectric constant is measured directly by the TDR probes. For this reason, we chose
to present bulk dielectric constant data instead of water content data. We first focus on the
simulated dielectric constant of the bare soil (Figures 4.7a and 4.7b). The simulated dielectric
constant captured the small differences between compacted and non-compacted bare soil
observed in the data. Differences during wet periods can be interpreted as slight differences
in total porosity between the two compaction treatments. The differences in the dry periods
are linked to the differences in evaporation properties. The lower values of dielectric constant
are linked with the critical water content at which Stage-I evaporation is interrupted. The
computed critical water contents are µcr i t = 0.35 cm3cm°3 for non-compacted soils and
µcr i t = 0.33 cm3cm°3 for compacted soils. The simulated dielectric constant underestimates
the measured dielectric constant for some drying events, particularly evident at 40 cm depth
(see Figures 4.7b). Our strategy to estimate the dielectric permittivity of soils with partially
frozen water volumes well reproduced the freezing-thawing events (see Feb-Mar in Figures
4.7a and 4.7b).

The simulated dielectric constant captured the small differences between compacted and
non-compacted ley observed in the data (Figures 4.8a and 4.8b). Differences during wet
periods can be interpreted as slight differences in total porosity between the two compaction
treatments. The lower values of dielectric constant are associated with the combined effect
evapotranspiration. At 10 cm depth, the differences in dielectric constant are small, and in
agreement with the measured data (Figure 4.8a). These differences are determined by the
evapotranspiration function defined in equation 4.12. Here, the lowest values of dielectric
permittivity are initially limited by the pressure head at which root-water uptake rate is
reduced by half (h50) which is the same for compacted and non-compacted ley. These
slight differences are driven by differences in the evaporation depth LC that influences the
evaporation function (equation 4.13). This is more evident at 40 cm depth (Figure 4.8b) where
the differences between simulated dielectric constant of compacted and non-compacted ley
are more visible. The simulated differences are not as large as those observed by TDR data. As
before, our strategy to estimate the dielectric permittivity of soils with partially frozen water
well reproduced the freezing-thawing events (see Feb-Mar in Figure 4.8a).

4.4.3 Apparent electrical resistivity

The predicted apparent resistivity is adversely impacted by the discrepancies of the modeled
and observed soil moisture dynamics discussed above. Yet, the main features observed in
the measured apparent electrical resistivity are qualitatively well reproduced by our mod-
eling scheme and parametrization. Figures 4.7c and 4.7d present measured and simulated
apparent resistivity for non-compacted and compacted bare soil for j = 1 and j = 3, re-
spectively. The shift towards lower apparent resistivities for compacted soils is qualitatively
well reproduced by the model. There are two primary competing factors influencing the
dynamics of soil apparent resistivity: soil temperature and soil water storage. For low temper-
atures and high water storage, temperature effects dominate the apparent electrical resistivity.
Conversely, for low water storage and high temperatures, soil water storage dominates the
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electrical resistivity. Since the soil water storage varies within moderate to high values in
the bare soil during the monitored period (see Figure 4.4a), the corresponding measured
apparent resistivity is mainly responsive to the temperature-driven trends (see also Figures
4.7e and 4.7f). The model overestimated the measured apparent resistivity in early July as soil
water losses are overestimated during this period (see Figure 4.7b).

Figures 4.8c and 4.8d present measured and simulated data of apparent resistivity for non-
compacted and compacted ley soil for j = 1 and j = 3, respectively. The measured apparent
resistivity in the ley soil is strongly influenced by changes in soil water storage in the beginning
of May and in the beginning of July (see also Figures 4.8a and 4.8b). These drying events
are qualitatively well captured in the modeled apparent resistivity. The measured apparent
resistivity in the compacted ley soil switches from being lower than non-compacted ley at
wet conditions to being higher at dry conditions (Figures 4.8c and 4.8d). This suggests that
the compacted ley presents higher water losses during these dry periods. These effects are
not clearly visible in the modeled apparent resistivity, as the modeled differences in water
losses between compacted and non-compacted ley are underestimated.

4.5 Discussion

Field monitoring of apparent electrical resistivity revealed (1) a persistent effect of soil com-
paction leading to a decrease in electrical resistivity of compacted soils and, (2) a strong
influence of soil structure in soil water dynamics in the ley soil driven mainly by evapotran-
spiration.

4.5.1 Long-term compaction effects revealed by geoelectrical data

Compacted soils have lower apparent electrical resistivities than non-compacted soils for
the same soil water storage. In apparent resistivity data, of compacted and non-compacted
soils, this effect can be masked if, at a given monitoring time, differences in water storage
are sufficiently large (see Figure 4.4). This suggests that detecting soil compaction with
geoelectrical methods can be better achieved under wet conditions (i.e., when evapotranspi-
ration is negligible). Decreasing resistivities in compacted soils have been widely reported in
the literature (e.g., Séger et al., 2009; Besson et al., 2013), including at the SSO (Keller et al.,
2017). Four years after the experimental compaction, we observed up to a 15% decrease in
apparent electrical resistivity in compacted soils. This is similar to the changes in inverted
electrical resistivity of compacted treatments (a few days after compaction) compared to
their pre-compaction states at the SSO reported by Keller et al. (2017). Figure 4.9 presents
the relative differences in apparent resistivity data ( j = 1, a = 1 m) considering compacted vs
non-compacted bare soil and compacted vs non-compacted ley soil measured at the same
date and time. We included data from the onset of the experimental compaction and until
March 2021 (ª7 years after compaction). Relative differences from 2018 and 2021 remain
similar to those measured shortly after the compaction event (about 10% decrease). A 10%
decrease in apparent resistivity was captured by long-term simulations of apparent resistivity
(from 2013 to 2019) using the electrical properties inferred for 2018 (Figure 4.9). As suggested
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(a) (b)

(c) (d)

(e) (f)

Figure 4.7 – Modeled and measured dielectric constant of compacted and non-compacted
bare soil at (a) 10 cm and (b) 40 cm depth. Modeled and measured electrical resistivity of com-
pacted and non-compacted bare soils using (c) j =1 and (d) j =3 in the Wenner-Schlumberger
array. Modeled and measured temperature of compacted and non-compacted bare soils at
(e) 10 cm and (f) 40 cm depth. The time axis goes from the middle of 2017 to the middle of
2018.
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(e) (f)

Figure 4.8 – Modeled and measured dielectric constant of compacted and non-compacted
ley soils at (a) 10 cm and (b) 40 cm depth. Modeled and measured electrical resistivity of com-
pacted and non-compacted ley soils using (c) j =1 and (d) j =3 in the Wenner-Schlumberger
array. Modeled and measured temperature of compacted and non-compacted ley soils at (e)
10 cm and (f) 40 cm depth. The time axis goes from the middle of 2017 to the middle of 2018.
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by the modeled results, the 10% differences are mostly seen during wet periods (e.g., winter
months) and may be masked during drier periods (e.g., during spring and summer) due to
the larger differences in water contents. Our results suggest a limited recovery of electrical
properties of the compacted soils.

The prescribed differences in macroporosity are not enough to describe the decrease in
electrical resistivity of compacted soils (see e.g., Figure 4.1c). In addition, we need to account
for an increase in connectivity of the soil aggregates (comprised by a decrease in the expo-
nent Msoi l ). This implies a decrease of connectivity of the macroporosity as a result of soil
compaction. The posterior distribution of Msoi l for the compacted soils is centered at values
in-between those for the cementation exponent of the soil matrix msm and the exponent
Msoi l for non-compacted soil. The interpretation of an increase aggregate connectivity for
compacted soils is consistent with expectations about the dynamics of soil aggregate con-
tacts in response to compaction controlled by soil rheological properties (see e.g., Or and
Ghezzehei, 2002). In addition, similar effects have been observed for hydraulic properties of
partially saturated soils. Carminati et al. (2007) showed that hydraulic conductivity increases
with increasing hydraulic contacts between soil grains. We highlight that a similar result was
observed for soil seismic properties by Romero-Ruiz et al. (2021). Therein, the differences
in seismic velocities (strongly sensitive to mechanical resistance of soils) of compacted and
non-compacted soils were interpreted as increased contact area between soil aggregates.

4.5.2 Soil structure driven water dynamics captured by DC-resistivity data

The apparent electrical resistivity monitoring in 2018 revealed a persistent decrease in electri-
cal resistivity for compacted soils described in the previous section and captured difference in
soil water dynamics associated with soil structure. Additionally, the proposed pedophysical
parametrization and the modeling approach were capable of qualitatively and quantitatively
describe effects for the different soil treatments. The difference in soil water dynamics be-
tween compacted and non-compacted bare soil were insufficient to produce distinguishing
changes in the measured apparent resistivity. The data followed a temperature driven trend
that the model was able to reproduce (see Figure 4.7d) with some discrepancies observed
during the dry periods. The discrepancies might be attributed to overestimation of water
losses in the bare soil (see 4.11b) and changes in the electrical conductivity of soil water
which are not accounted for in our pedophysical model. Furthermore, we did not identify
a strong effect of macropore water flow in the measured and modeled water contents (see
Figure 4.10a) and the related geoelectrical signal. During the monitored period (Spring a
Summer), water flow occurred mainly in the soil matrix.

In the ley soil, we observed a relatively larger influence of soil compaction on soil water
dynamics that was captured by the measured data (Figure 4.4). The model did not entirely re-
produce the dynamics of electrical resistivity of compacted ley compared to non-compacted
ley during dry periods, that changed from values of apparent electrical resistivity that were
relatively lower to relatively higher than for non-compacted soils (see Figures 4.8c and 4.8d).
However, the differences in modeled electrical resistivity of compacted and non-compacted
ley diminished considerably during dry periods, which is consistent with observations. This
slight discrepancy in modeled and observed apparent resistivity might be attributed to the
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(a)

(b)

Figure 4.9 – (a) Measured (mes) and modeled (mod) relative change in apparent electrical
resistivity for compacted and non-compacted ley (CL) and bare soil (CB). (b) Water storage
calculated from TDR data for Compacted Ley (CL), Non-compacted ley (NL), Compacted
bare soil (CB), and Non-compacted bare soil (NB).
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(a)

(b)

Figure 4.10 – Relative soil water content as a function of soil depth and time for (a) bare soil
and (b) ley. The plots present relative value between water content modeled in compacted
soils (µFC ) and non-compacted soils (µNC ). Monitored rainfall data are included.
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previously discussed underprediction of the differences in water storage of compacted ley
relative to non-compacted ley as shown in Figures 4.11a and 4.11b. The main process domi-
nating water content dynamics in the ley soil were soil evaporation and plant transpiration
(see Figure 4.10b). Similarly to the bare soil, we did not observe a major effect of differences
in macropore water flow in the measured and simulated water content and corresponding
electrical signatures.

4.5.3 Influence of compaction on water partitioning between soil and at-
mosphere

The modeling framework and monitored data are used to assess the potential implications of
soil compaction on soil water partitions between soil and atmosphere (Figure 4.11a). For this
purpose, we estimated water losses from TDR data and compare them with the simulated
water losses resulting from Hydrus-1D simulations.

Bare soil water losses in the absence of root water uptake and plant transpiration are ad-
dressed first. The measured annual water losses in the bare soil are approximately 618 and
596 mm for compacted and non-compacted bare soil, respectively (Figure 4.11a). This com-
pares favorably with the simulated annual evaporation of 608 and 561 mm for compacted
and non-compacted bare soil, respectively (Figure 4.11b). However, the simulated total
water losses (i.e., combining evaporation and drainage) are complemented by drained water
which is 363 and 389 mm for compacted and non-compacted bare soil, respectively. Annual
drainage from non-compacted bare soil is 26 mm larger than non-compacted bare soil. The
simulated total water losses overestimate the measured water losses by over 300 mm/year,
implying that evaporation and/or drainage are overestimated by the model. This is evident in
the time-series of simulated and measured dielectric permittivity presented at 20 and 40 cm
depth (Figures 4.7b and 4.7c). The simulated cumulative evaporation as a function of time
(presented in Figure 4.11d) shows a very similar trend that the measured water losses as a
function of time, suggesting that the model specially overestimates water drainage and may
still offer a good prediction of evaporation. Annual excess in water losses related to enhanced
evaporation of compacted bare soil with respect to non-compacted bare soil are 40 mm.

The measured annual water losses were 1101 and 954 mm for compacted and non-compacted
ley, respectively. The simulated annual water losses were 1057 and 1039 mm for compacted
and non-compacted ley, respectively. Contrary to what is observed for bare soil, the simulated
total water losses in ley soils provide a good estimation of total water losses observed from
TDR data (4.1% and 8.9% difference for the compacted and non-compacted ley, respectively)
as observed in Figure 4.11c. However, the excess of water losses in compacted ley relative to
non-compacted ley was much higher in the measured (147 mm/y) than in the simulated (16
mm/y) water losses. This is consistent with the resulting differences in simulated dielectric
permittivity between compacted and non-compacted ley which are underestimated at 40 cm
depth (Figure 4.8d).

In order to interpret the water losses in ley soil and separate the contributions of soil evapora-
tion, transpiration and drainage for the two compaction states, we relied on (1) our proposed
conceptual description of soil potential evapotranspiration based on the spatial distribution
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(a) (b)

(c) (d)

Figure 4.11 – (a) Measured total annual water losses in the top meter of soils (estimated from
TDR data). (b) Total annual water losses in the top meter of soils resulting from the Hydrus
simulations. The different soil fluxes are marked with different colors for each soil case. (c)
Measured and simulated cumulative total water losses as a function of time for compacted
and non-compacted ley. (d) Measured total water losses and simulated evaporation as a
function of time for compacted and non-compacted bare soil. The time axis goes from the
middle of 2017 to the middle of 2018
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of water uptake and transpiration (equation 4.12) and (2) constrains for the plant water use
derived from aboveground biomass observations. We note that the estimated evaporation
depth for the non-compacted ley (LC = 31 cm) was only 8 cm larger than root-density skin
depth (∏RU = 20 cm), implying that evaporation and root water uptake occur from the same
soil volume for non-compacted ley. This is supported by TDR data at 40 cm depth, presenting
relatively small variations of dielectric permittivity in the non-compacted ley (Figure 4.8).
For this reason, we assume that there is no evaporation in the non-compacted ley during
the growing season. The simulated evapotranspiration during the growing season (473 mm)
can be fully attributed to transpiration (this is shown in Figure 4.11b). We estimate the
total transpiration of compacted ley using information about aboveground biomass. The
measured biomass imply that transpiration in compacted ley is 70% of the transpiration in
the non-compacted ley, leading to an estimation of annual transpiration of 329 mm for the
compacted ley.

The results above suggest that the increased water losses in the compacted soils are delivered
by soil evaporation occurring only in compacted ley during the growing season. This adverse
effect might be linked with a decrease in leaf area index (LAI) due to the reduced above-
ground biomass in compacted ley (see Assaeed et al., 1990). Using this information, the
estimated annual evaporation were 386 mm and 215 for compacted and non-compacted ley,
respectively. The model predicts an annual increase of 171 mm in evaporation for compacted
ley relative to non-compacted ley. Herein, we interpret this result as the combination of two
effects produced by soil compaction: (1) the increment in evaporation capabilities and (2)
the reduced LAI in compacted soils due to increased mechanical resistance in soil that leads
to a decrease in crop growth capabilities. Our observations and modeling suggest that soil
compaction might have a large impact in soil-atmosphere water partitions. We offer an initial
qualitative description and modeling that is consistent with our observations. Yet, this topic
merits further and more detailed investigation.

4.6 Conclusions

We developed a coupled hydrogeophysical modeling scheme that accounts for soil-specific
evaporation properties to study the influence of soil structure on soil moisture dynamics
captured by geoelectrical data. The modeling scheme includes a new pedophysical model
that allows to interpret electrical properties of structured soils based on macroporosity and
connectivity of soil aggregates. The modeling scheme was used to interpret DC-resistivity
monitoring data from a soil compaction experiment. The apparent electrical resistivity
data revealed that compacted soils are less resistive at the same water content than for
non-compacted soils and the monitoring results provided insights of the influence of soil
structure on the soil water dynamics. Small scale point observations of TDR data revealed soil
compaction-induced variations in soil water regime. Such effects were captured at the plot-
scale with monitored DC-resistivity data. Using the pedophysical model, we interpreted the
differences between compacted and non-compacted electrical resistivity signals as a decrease
in macroporosity and its connectivity due to compaction. Higher water losses in compacted
ley than in non-compacted ley revealed by TDR and DC-resistivity data suggested increased
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evapotranspiration in compacted ley. Since increased biomass production in non-compacted
ley implies higher transpiration, this suggests a considerable contribution of evaporation
to water losses in the compacted ley. The model scheme was capable of reproducing the
main differences in soil water dynamics of bare soil by considering a larger evaporation
length and lower critical water content for Stage-I evaporation in compacted ley and bare
soil. The differences in moisture dynamics of compacted and non-compacted ley were
qualitatively well described but underestimated by the model. We stress that the partition
of soil water in compacted vegetated soils deserves further investigation. Our proposed
modeling scheme and newly proposed pedophysical model expands our monitoring tools
and strategies to capture and interpret geoelectrical signatures of soil structure. It provides
insights of how small differences in soil physical properties may induce significant changes
in soil-atmosphere water (and energy) fluxes. By illustrating impacts of soil compaction on
soil water dynamics at the plot-scale, the results presented in this work provide evidence that
incorporating soil structure impacts on water dynamics is helpful for improving Earth system
models.
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Chapter 5

Conclusions and Outlook

This PhD thesis addresses the challenge of minimally-invasively characterization of soil
structure at spatial scales that are larger than those provided by traditional techniques and
with enhanced capabilities for in-situ monitoring. We proposed that harnessing geophysical
methods, due to their ability to image spatial and temporal dynamics would help us to
achieve this.

The disparity of scales between traditional in-situ point observations and laboratory-based
characterization of soil structure and the larger scales relevant for soil agricultural manage-
ment or land-surface models is a long-standing challenge in soil science (Or, 2020). We used
monitoring and modeling of seismic and geoelectrical data in combination with soil water
flow modeling to advance soil structure characterization at larger scales. Furthermore, we
linked by pedophysical modeling plot-scale observations of seismic velocities and apparent
electrical resistivity to small scale in-situ point observations: TDR, cone penetrometer and
laboratory measurements. In order to evaluate the advances made in this thesis, we consider
bellow contributions in the following (interconnected) categories: linking microscopic and
macroscopic properties, conceptual models of spatial variations of soil properties, monitor-
ing of soil structure-driven processes and larger-scale characterization of soil structure.

Linking microscopic and macroscopic properties. We developed pedophysical models
that link macroscopic P-wave velocities and electrical resistivity to microscopic topological
properties of soil structure. The P-wave velocity was linked to the contact area (A) between
aggregates and, similarly, the electrical resistivity was linked to the connectivity between soil
aggregates (represented by Msoi l ). The two pedophysical models involving either mechanical
contact or electrical connectivity between soil aggregates are linked to each other as indicated
in Figure 5.1).
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Figure 5.1 – Modeled and measured apparent resistivity against seismic velocities as a function
of water content. The measured P-wave velocities correspond to the velocities of the first layer
Chapter 3, while the apparent resistivities correspond to the j =1 in the Wenner-Schlumberger
array in Chapter 4.

Conceptual models of spatial variations of soil properties. Conceptual models of how soil
properties (e.g., porosity, saturated hydraulic conductivity) vary in space is essential to
evaluate the large-scale impacts of soil structure on soil functioning and, ultimately, the cor-
responding geophysical data. In Chapter 4, we consider the saturated hydraulic conductivity,
the total porosity and the macroporosity to be an exponentially decaying function of soil
depth and use this to model water flow and compute geoelectrical data.

Monitoring of soil structure-driven processes. Our work mainly highlights strong links
between measured geophysical data and soil water state. In Chapter 3, we observed a very
strong correlation between S-wave velocities of seismic waves and water content derived from
TDR probes despite that these methods probe very different soil volumes with a wavelength
of ª1 m and ª0.1 m for the seismic method and TDR, respectively. Similarly, plot-scale
apparent resistivity data presented in Chapter 4 were in agreement with observations of TDR
data suggesting that water losses in compacted ley were considerably higher than in non-
compacted ley. This suggests that soil compaction may strongly contribute to the depletion
of groundwater resources by decreasing the recharge to aquifers.

Larger-scale characterization of soil structure. Both of the considered geophysical methods
proved to be sensitive to soil compaction. The P-wave velocities of shallow seismic waves
(i.e., propagating within a soil depth of 20 cm) in compacted soils presented an increase of
ª30% (5 years after compaction) compared to non-compacted soils. This is qualitatively
in good agreement with the increases observed in the averaged (5-15 cm) penetration re-
sistance (ª40%, 4 years after compaction) measured at a given point location. Similarly,
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the apparent electrical resistivity of compacted soils was decreased by ª10% with respect
to non-compacted soils. The methods offer complementary sensitivities to soil properties.
Thus, a combined approach using both methods may help to discriminate the compaction
state of a given field. For example, Figure 5.1 presents a crossplot of apparent resistivity
data ( j =1) and seismic velocities for compacted ley, non-compacted ley and compacted bare
soil. Data were paired as values within a similar range of water content. Similarly, we added
the corresponding modeled values using the model parameters inferred in Chapter 3 and
4. Clearly, data from compacted and non-compacted soils cluster in the proximity of their
corresponding compacted and non-compacted modeled curves. This illustrates the poten-
tial of combined geophysical soil characterization using seismic and geoelectrical methods.
This could circumvent the strong influence of water content as the level of compaction will
determine the position of a data point in such a scatter plot.

5.1 Conclusions

When starting this PhD project, we performed a careful literature review from which we
confirmed the potential of geophysical methods for sensing soil structure. Likewise, we
identified several opportunities to systematically characterize of soil structure with geophys-
ical methods: (1) improved pedophysical models relating soil structure and macroscopic
geophysical properties; (2) improving the currently available monitoring techniques; (3)
combining methods with complementary sensitivity to soil properties and (4) designing
modeling tools to infer soil structure by its indirect influence in soil processes and related
geophysical time-lapse signatures. Our review article (Chapter 2), hence, became the starting
point establishing the basis for the efforts presented in Chapters 3 and 4. In the following, we
highlight the main findings of those studies.

Geophysical data are sensitive to soil structure. Seismic and geoelectrical methods were
selected for experimental testing to demonstrate their complementing sensitivities to the
soil phases and their organization. We monitored seismic and geoelectrical signatures of
soils with different compaction treatments and covers at a controlled experimental field
site, in which a compaction event took place in 2014. The measured P-wave velocities
carried a strong imprint of soil compaction. We observed considerably higher (ª30%) P-wave
velocities for compacted soils than for non-compacted soils five years after the compaction
event. Similarly, the apparent electrical resistivity data revealed that compacted soils are
typically less resistive (ª15%) than non-compacted soils four years after the compaction
event. In addition, dynamics of time-lapse electrical resistivity agreed with TDR water content
dynamics revealing lower values of water storage in compacted ley and compacted bare soil
during dry periods.

New pedophysical models linking soil structure to macroscopic geophysical properties.
We developed new dual-domain pedophysical models for seismic and electrical properties of
structured soils. The seismic model accounts for soil plastic deformation occurring in the
contact area between aggregates during soil compaction. The inferred contact areas between
aggregates at the field site are 2.9 times larger for compacted than for non-compacted soils.
From these contact areas, we calculated volumetric strains (ª3%) that were in agreement
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with volumetric strains calculated from laboratory measurements of bulk density. The new
pedophysical model of electric properties allows interpreting the observed reduction of
electrical resistivity in compacted soils. We find that the main underlying mechanism is an
enhanced ability of the soil frame to conduct electrical currents due to the reduction and
disruption of macroporosity caused by compaction.

Integrative modeling allows mechanistic and quantitative interpretation of soil water dy-
namics. In the electrical resistivity study (Chapter 4), we developed a coupled hydrogeo-
physical modeling scheme that links geoelectrical signatures to a soil water regime that is
dependent on soil structure. In addition, this modeling framework accounts for soil structure-
specific evaporation. This allowed us to interpret higher water losses in compacted soils
than in non-compacted soils as a consequence of increased evaporation in compacted soils
due to the reduction of mesoporosity. We could reproduce qualitative differences in soil
water dynamics of compacted and non-compacted soils by considering a larger evaporation
length and lower critical water content for Stage-I evaporation in compacted soils. The
modeling provided new insights about the water balance in compacted soils compared to
their non-compacted counterparts.

There were no signs of complete soil compaction recovery. Our seismic and geoelectrical
monitoring highlight persistent changes in physical properties several years after the pre-
scribed compaction. Significantly higher P-wave velocities observed in the compacted plots
suggested that the soils are still appreciably impacted by the compaction event and that soil
structure recovery is a slow process. In addition, no significant differences were observed in
P-wave velocities between soil cover (Ley vs. Bare soil), implying that the ley did not play a
significant role in the recovery of soil mechanical properties. Similarly, relative differences in
electrical properties between compacted and non-compacted soils have remained similar
since the compaction event, thereby, offering no strong signs of soil recovery.

5.2 Outlook

Soil structure characterization at spatially relevant scales for management remains a major
challenge. Our proposed modeling schemes and pedophysical models expand the monitoring
tools and strategies available to capture and interpret geophysical signatures of soil structure.
They provide the means to infer differences in soil structure (e.g., macroporosity and binding
of soil constituents) with a strong impact on transport properties from small changes in
macroscopic geophysical properties. This thesis is a first step towards geophysically-based
characterization of soil structure. I hope that this work will motivate future efforts to improve
our monitoring, imaging and modeling capabilities to characterize soil structure and its
impact in physical processes. Below, I highlight some possible directions for future research:

• Laboratory-based characterization of geophysical properties
This thesis did not laboratory-based characterization of geophysical properties in rela-
tion to soil structure. Designing and performing laboratory experiments for measuring
geophysical properties of soil samples with controlled structure would be necessary to
further develop geophysics-based soil structure characterization. For example, testing
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the pedophysical models developed in this thesis would substantially improve our
understanding of how geophysical properties sense soil structure.

• Other geophysical methods and properties
The time-frame of a PhD thesis made it difficult to test all potentially interesting geo-
physical methods for soil structure characterization. As highlighted in Chapter 2, the
induced polarization method might be highly sensitive to soil structure and merits
further investigation in this context. Another example relates to seismic attributes that
were not explored in this thesis, such as, velocity dispersion and attenuation. Due to
their versatility for practical usage, movement and transportation, the ground penetrat-
ing radar (GPR) method and the electromagnetic induction (EMI) method could offer
enhanced perspectives for soil structure characterization at large scales.

• Survey design
After accumulating the necessary knowledge to sense soil structure with geophysical
methods in relatively small (e.g., plot) scales, there is a need for measuring devices
that act at much larger scales. Adapting unmanned aerial vehicle (UAV) for this task
should be put at the center of development. GPR and EMI methods are the most
suitable methods for this task. Their combined usage could help identifying zones
with degraded soil structure that could be targeted for a more detailed assessment with
other geophysical methods and laboratory analysis.

• Effect of water content on S-wave (or surface wave) velocities
In Chapter 3, we observed a remarkably strong correlation between soil water content
and S-wave velocities. This phenomena deserves further investigation and could lead
to developments of new methods for measuring water content in soils.

• Water partition in compacted vegetated soils
In Chapter 4, we observed a strong effect of soil compaction on the soil water regime
of ley soil. The compacted ley was loosing considerably more water (ª150 mm/year
in average) than the non-compacted ley. We explained this effect as a difference in
annual evaporation due to enhanced evaporative capabilities of the compacted soil.
This effect deserves further investigation through a more detailed characterization of
how water is partitioned in compacted soils.

• Application to other soil types, vegetation and climates
In this thesis, we applied the developed frameworks to interpret data from structured
agricultural soils. Yet, the methods are general and their application could be expanded
to characterize other soil types, different vegetation types and under different climatic
conditions. For example, it is possible that geophysical methods would offer valuable
insights to understand soil structure dynamics and its impact on forest ecology.

• Application to landscape scales for hydrologic and climatic modeling
Soil structure variations occurring at the pore scale have a strong impact on soil ecolog-
ical functions and, ultimately, may influence climate change. Global hydrological and
climatic modeling rely on information of soil properties that is currently incomplete
and soil structure effects have not been accounted for in such models. Geophysical
methods could contribute as an element for hierarchical upscaling of soil structure
effect on soil functions from laboratory measurements to landscape scales sensed by
remote sensing technologies.
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Long-Term Soil Structure 
Observatory for Monitoring 
Post-Compaction Evolution 
of Soil Structure
Thomas Keller,* Tino Colombi, Siul Ruiz, Mervin Pogs 
Manalili, Jan Rek, Viktor Stadelmann, Hans Wunderli, 
Dani Breitenstein, René Reiser, Hansrudolf Oberholzer, 
Stanislaus Schymanski, Alejandro Romero-Ruiz, Niklas 
Linde, Peter Weisskopf, Achim Walter, and Dani Or
The projected intensification of agriculture to meet food targets of a rapidly 
growing world population are likely to accentuate already acute problems of 
soil compaction and deteriorating soil structure in many regions of the world. 
The key role of soil structure for soil functions, the sensitivity of soil structure 
to agronomic management practices, and the lack of reliable observations 
and metrics for soil structure recovery rates after compaction motivated 
the establishment of a long-term Soil Structure Observatory (SSO) at the 
Agroscope research institute in Zürich, Switzerland. The primary objective of 
the SSO is to provide long-term observation data on soil structure evolution 
after disturbance by compaction, enabling quantification of compaction 
recovery rates and times. The SSO was designed to provide information on 
recovery of compacted soil under different post-compaction soil manage-
ment regimes, including natural recovery of bare and vegetated soil as well 
as recovery with and without soil tillage. This study focused on the design of 
the SSO and the characterization of the pre- and post-compaction state 
of the field. We deployed a monitoring network for continuous observation 
of soil state variables related to hydrologic and biophysical functions (soil 
water content, matric potential, temperature, soil air O2 and CO2 concen-
trations, O2 diffusion rates, and redox states) as well as periodic sampling 
and in situ measurements of infiltration, mechanical impedance, soil poros-
ity, gas and water transport properties, crop yields, earthworm populations, 
and plot-scale geophysical measurements. Besides enabling quantification 
of recovery rates of compacted soil, we expect that data provided by the 
SSO will help improve our general understanding of soil structure dynamics.

Abbreviations: BS, bare soil; CEP, compaction of entire plot; CT, conventional tillage; CWT, 
compaction in wheel tracks; ERT, electrical resistivity tomography; FDR, frequency do-
main reflectometry; GPR, ground-penetrating radar; NOC, no compaction; NT, no-till; 
PG, permanent grass; SOC, soil organic carbon; SSO, Soil Structure Observatory.

Soil compaction due to agricultural operations is a serious threat to soil productiv-
ity and soil ecological functions in modern agriculture (Hamza and Anderson, 2005; 
Schjønning et al., 2015). The susceptibility of soil to compaction is a combination of 
inherent soil properties, soil moisture status at the time of field operations, soil and 
land management, and the machinery used. Soil compaction problems are therefore 
especially widespread in agriculture involving heavy machinery and/or moist soils; such 
is the case in large parts of Europe and North America or parts of South America and 
Australia. According to Jones et al. (2003), more than one third of European subsoils 
are highly susceptible to compaction, and Schjønning et al. (2015) suggested that a 
quarter of all European soils were compacted. Hamza and Anderson (2005) cited figures 
of compacted areas of 68 Mha (worldwide), 33 Mha (Europe), and 4 Mha (Australian 
wheat belt). The aggravation of soil compaction is linked with modern trends of steadily 
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increasing power and weight of agricultural vehicles and imple-
ments, which today may reach wheel loads in excess of 10 Mg 
for self-propelled harvesters or slurry spreaders (Schjønning et 
al., 2015). Economical and efficiency considerations suggest no 
slowing of this trend unless a technological breakthrough or a 
paradigm shift (e.g., small autonomous vehicles, fixed tracks) 
would occur. Considering the increasing pressures on agriculture 
for production of food, fiber, and biofuels, the continual degrada-
tion of soil resources due to compaction is expected to escalate 
in the future. Many modern agricultural vehicles induce stresses 
in the soil that exceed the mechanical strength of soils under 
most conditions, resulting in soil deformation and modification 
of the spatial arrangement of soil constituents and voids (pores), 
altering a critical component of soil structure. The reduction 
in pore volume and the change in pore structure (size distribu-
tion, connectivity, tortuosity) decrease transport capability (fluid 
and gas transport by advection and diffusion) and water storage 
capacity, increase mechanical resistance for root growth, change 
prevailing chemical reactions and the availability of nutrients 
(anoxic conditions), and modify physical habitats of soil organ-
isms. These changes consequently affect biodiversity and a range 
of ecosystem services including the production of food, fiber, and 
fuel, water provision and purification, and atmospheric regula-
tion (e.g., Zhang et al., 2007).

The real costs of soil compaction are borne by the cumulative 
loss of soil functionality (e.g., yield loss in agricultural systems) 
following a significant compaction event, integrated over the 
time period until a soil has effectively recovered to its pre-com-
paction functionality. Hence, quantifying compaction costs (and 
therefore the severity of compaction) requires knowledge about 
soil structure recovery rates after compaction. We differentiate 
between instantaneous compaction impact and compaction damage 
(Fig. 1), and define instantaneous compaction impact 
as the immediate effect of a compaction event on soil 
functions, whereas compaction damage relates to the 
compaction effect integrated over the structure recov-
ery time. Considering the conceptual sketch in Fig. 1, 
we may describe compaction damage (CD) as

	 
\ ^	 
rCD CI 1 d dC t t t  ¯� �¢ ±¨  

where CI is the immediate compaction impact (imme-
diate change in a soil metric), Cr is the soil structure 
recovery rate (a function of time), and t is the elapsed 
time since compaction. The compaction damage can be 
expressed in terms of compaction costs, i.e., by valua-
tion of ecosystem services, although this is not an easy 
exercise (e.g., Loomis et al., 2000; Farber et al., 2002). 
The costs of compaction relate to ecological costs but 
also to direct monetary value, e.g., for farmers in terms 
of reduced profit due to yield decline. A review of com-
paction costs was given by Chamen et al. (2015). We 

note that partial recovery times, e.g., 90% recovery, are typically 
used in ecological studies (e.g., MacNeil et al., 2015). Partial recov-
ery times provide more useful estimates because simplistic recovery 
functions (e.g., logarithmic functions) may display unrealistic 
asymptotic behavior at large recovery times (Webb and Wilshire, 
1980; Webb, 2002). While recovery describes a process, resilience is 
defined as the ability to recover a property, capacity, or function to 
its initial value when the disturbance (i.e., stress) is removed (e.g., 
Lal, 1993; Gregory et al., 2007). Resilience is typically quantified 
in terms of a resilience index that relates the initial impact (i.e., 
impact at time 0) to the effect at time x (e.g., Orwin and Wardle, 
2004). Hence, resilience quantifies the amount of recovery at a 
certain time step after the disturbance.

Our knowledge regarding soil compaction recovery rates and 
recovery times is anecdotal and sketchy. Experimental evi-
dence of compacted soil recovery periods from field studies 
suggests a wide range, from months (Drewry et al., 2004) and 
years (Culley et al., 1982; Blackwell et al., 1985; Langmaack et 
al., 1999; Radford et al., 2007; Besson et al., 2013) to decades 
(Håkansson and Reeder, 1994; Peng and Horn, 2008; Berisso 
et al., 2012) and centuries (Webb, 2002). In these studies, only 
a few properties and functions were addressed. Traditionally, 
crop yield has been the focus of such evaluations (e.g., Culley 
et al., 1982; Håkansson and Reeder, 1994), while more recent 
work has addressed soil structure and transport functions (e.g., 
Peng and Horn, 2008; Berisso et al., 2012; Besson et al., 2013) 
or earthworm abundance (Langmaack et al., 1999). Estimates 
of recovery rates based on laboratory studies (e.g., Arthur et al., 
2013) are typically higher than those observed in field studies, 
thus potentially underestimating recovery times and compac-
tion costs. The conf licting evidence of compaction recovery 
times, and the discrepancy in recovery rate estimates between 

Fig. 1. Schematic figure showing immediate compaction impact, compaction recov-
ery rate Cr(t), compaction recovery time tr, and compaction damage. Case 1 in blue 
indicates a large immediate impact but a fast recovery, thus moderate damage (e.g., 
topsoil compaction), while Case 2 (red) shows a moderate immediate impact but slow 
recovery, thus large damage (e.g., subsoil compaction).
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field and laboratory studies, is a manifestation of the partial 
and incomplete knowledge of the key processes involved in soil 
structure recovery and, more generally, soil structure dynamics. 
Although the relevant mechanisms are generally well established, 
their quantitative and predictive representation remain limited. 
The key natural mechanisms involved in soil structure recovery 
following compaction are grouped according to climatic and abi-
otic processes induced by wetting–drying and freezing–thawing 
phenomena, and biotic processes (root growth and root water 
uptake, burrowing of earthworms and other soil fauna, micro-
biological activity). Additionally, anthropogenic effects such as 
mechanical loosening and fragmentation by soil tillage play an 
important role in enhancing soil structure recovery. It is clear, 
however, that one-time tillage cannot simply reverse compaction 
effects, and it has been shown that compaction effects persist in 
the tilled layer for several years despite regular tillage (Arvidsson 
and Håkansson, 1996; Weisskopf et al., 2010).

A more definitive understanding of compacted soil recovery 
rates and times is not only needed for estimation of the real 
costs of compaction (see above and Fig. 1), but a more quantita-
tive description of natural compaction recovery mechanisms and 
recovery pathways could also be used to develop site-specific soil 
management methods (or strategies) that accelerate compaction 
recovery (Dexter, 1991). More generally, improved understand-
ing of soil structure dynamics due to biophysical processes 
could offer a path for harnessing biological processes to improve 
the physical and ecological conditions of soil for agricultural 
production (Dexter, 1991; Hallett et al., 2013). Protocols for 
enhancing soil structure recovery (and more generally, soil struc-
ture formation) are urgently needed, with the growing threat of 
soil compaction as a result of the intensification of agriculture 
to enhance food production.

A framework for combining in situ monitoring, modeling, and 
small-scale mechanistic experiments targeting the different 
compaction recovery processes is necessary to better understand 
the complex biophysical interactions and feedback mechanisms 
involved in soil structure dynamics. A major gap in our knowledge 
of soil structure dynamics as identified above is the discrepancy in 
temporal and spatial scales between laboratory investigations and 
field studies under natural climatic conditions and the lack of sys-
tematic field observations at the proper (i.e., years to decades) time 
scale. Consequently, research on soil structure evolution requires, 
among others, long-term field studies including adequate research 
infrastructure for monitoring.

To address these challenges, we designed a long-term field experi-
ment for monitoring post-compaction evolution of soil structure, 
referred to as a soil structure observatory. Here we describe the 
objectives, the design, the implementation, and monitoring 
concept of our soil structure observatory and present the initial 
compaction effects.

 6The Soil Structure Observatory
Conceptual Approach, Rationale, 
and Motivation
An appropriate time (several years to decades) and spatial scale 
(plot scale or larger) is crucial for an adequate monitoring of soil 
structure recovery after compaction. Further key design factors 
include monitoring of climatic variables (precipitation, tempera-
ture, etc.), monitoring of soil state variables, and observations of 
soil and crop properties at regular intervals.

The general aim of the Soil Structure Observatory (SSO) is to pro-
vide long-term observation data on soil structure evolution after 
disturbance in the form of compaction. This will allow quanti-
fication of compaction recovery rates and times and therefore 
quantification of compaction costs (cf. Fig. 1). We aim at combin-
ing the data obtained from the SSO with modeling and small-scale 
mechanistic experiments to increase our understanding of soil 
structure dynamics and particularly soil structure recovery after 
compaction. The SSO may hereby serve as a platform for inte-
grating the contemporary knowledge that is currently fragmented 
across temporal and spatial scales.

The SSO was designed to provide information on both the natural 
recovery of compacted soil structure and evaluation of soil manage-
ment options (e.g., soil tillage) for accelerating soil structure (and 
function) recovery. Consequently, the SSO includes treatments 
with and without interference by farming operations. Moreover, 
we intended to isolate, as much as possible, predominantly physi-
cal natural recovery (i.e., without plants and limited soil fauna) 
from combined biological and physical natural recovery. Hence, 
treatments with and without plants and without any mechanical 
post-compaction disturbance were included in the SSO. In these 
treatments, it is important to prohibit any field traffic after the 
initial experimental compaction to study the natural recovery 
of soil structure after compaction. This substantially increases 
operational demands on the infrastructure (e.g., fencing) as well 
as workload in the field because all field operations have to be per-
formed by hand. The SSO has been designed to test the following 
main hypotheses:

 • Soil structure recovery is accompanied by measureable changes 
in soil biophysical properties and crop performance

 • Biological activity increases the rate of soil structure recovery

 • Tillage facilitates soil structure recovery

 • Roots and soil mesofauna (e.g., earthworms) avoid compacted 
zones when possible (such as wheel tracks).

Study Site and Pre-compaction 
Field Management
The SSO was established on a deep gleyic Cambisol (IUSS Working 
Group WRB, 2006) with loamy soil texture (see Table 1) at the 
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Agroscope research institute in Zürich, Switzerland (47.4n N, 8.5n 
E; 444 m asl). The mean annual temperature is 9.4nC, and the mean 
annual precipitation is 1054 mm (data obtained from the Swiss 
Federal Office of Meteorology and Climatology, MeteoSwiss). The 
SSO is designed as a decade-long (or longer) observatory. Selected 
soil properties are presented in Tables 1 and 2.

The site (?1.5 ha) was sown with a grass mixture in April 2013, 
roughly 1 yr before initiating soil compaction in March 2014. We 
used the grass–white clover (Trifolium repens L.) mixture SM 
442 (Suter et al., 2008) reinforced with an additional 4 kg ha−1 
of lucerne (Medicago sativa L.). This grass mixture was chosen 
because it contains species with different root systems and depth-
distributions of roots, and because it is known to be robust under 
a wide range of unfavorable soil physical conditions (e.g., water log-
ging and O2 stress). After sowing the mixture, no more traffic with 
agricultural machinery was allowed over the experimental area, 
except for a small self-propelled mower used for periodic cutting 
of the grass. The initiation of the ley 1 yr prior to initial compac-
tion and the prohibition of any farm machinery traffic aimed at 
allowing the soil to “rest” before establishing the SSO.

A permanent meteorological station run by MeteoSwiss is located 
within 300 m from the experimental field, delivering hourly data 
on, among others, air temperature, precipitation, relative humidity, 
and global radiation.

Experimental Design
The SSO includes two experimental factors—compaction level 
and post-compaction soil management (see below)—and is based 
on a strip-plot design (Fig. 2) with three blocks (replicates). There 
are three compaction levels and four management treatments, as 
detailed below, amounting to a total of 36 plots. Each plot is 17 m 
long and 10 to 12 m wide. A one-time compaction was performed 
in the in-sown ley (see above) in March 2014, and the four post-
compaction soil management treatments were immediately started 
thereafter. Thus, the (soil) conditions during compaction were the 
same (ley) in all treatments. No further experimental compaction 
is foreseen in the SSO.

Compaction Treatments
The SSO includes three compaction levels (Fig. 2): compaction of the 
entire plot area, i.e., track-by-track (CEP), compaction in wheel tracks 
(CWT), and control, i.e., no experimental compaction (NOC). The 
same compaction intensity (i.e., the same machinery and the same 
number of machinery passes) was applied in CEP and CWT.

Treatment CWT allows studying soil structure evolution under 
conditions where roots and soil organisms can avoid compacted 
zones (wheel tracks) (Capowiez et al., 2009), in comparison with 
processes under CEP, where the entire near-surface volume is 
compacted. Soil compaction recovery might be slower in the com-
pacted zones under the wheel tracks if roots and soil organisms 

Table 1. Basic soil properties at the Soil Structure Observatory, Zürich, Switzerland. 

Block
Clay 
(<2 Nm)

Silt 
(2–50 Nm)

Sand 
(50–2000 Nm) Organic C Particle density pH (CaCl2)

Cation exchange 
capacity

——————————————————    g g−1 —————————————————— Mg m−3 cmolc kg−1

0–0.2-m depth

A 0.254 (0.014)† 0.518 (0.015) 0.228 (0.018) 0.018 (0.001) 2.56 6.3 (0.3) 17.4 (0.6)

B 0.273 (0.014) 0.486 (0.040) 0.241 (0.040) 0.017 (0.001) 2.62 7.1 (0.2) 17.8 (0.7)

C 0.275 (0.013) 0.464 (0.019) 0.261 (0.026) 0.015 (0.001) 2.61 7.2 (0.2) 17.6 (0.5)

0.3–0.5-m depth

A 0.307 (0.018) 0.487 (0.017) 0.206 (0.030) 0.008 (0.000) 2.60 6.6 (0.3) 18.0 (0.6)

C 0.269 (0.038) 0.450 (0.026) 0.281 (0.054) 0.007 (0.004) 2.65 7.4 (0.2) 15.3 (2.6)

† Means and standard deviations (in parentheses) of 12 (topsoil) and eight (subsoil) sampling locations.

Table 2. Soil physical and biological properties prior to compaction, from samples taken during October 2013, i.e., 5 mo before the compaction event, 
including bulk density (BD), total porosity (TP), air-filled porosity at 100 hPa water suction (Fa,100hPa), relative gas diffusion coefficient at 100 hPa 
water suction (Dp,100hPa/D0), air permeability at 100 hPa water suction (ka,100hPa), saturated hydraulic conductivity (Ksat), microbial biomass (MB, as 
microbial C [Cmic]), and basal respiration (BR). 

Depth BD TP Fa,100hPa Dp,100hPa/D0 log ka,100hPa log Ksat MB BR

m Mg m−3 —————— m3 m−3 —————— log Nm2 log mm h−1 mg Cmic kg−1 Ng CO2–C g−1 h−1

0.1 1.38 (0.01)† 0.47 (0.01) 0.09 (0.01) 0.019 (0.002) 1.29 (0.15) 2.08 (0.07) 482.5‡ (15.4) 0.55‡ (0.05)

0.3 1.52 (0.01) 0.42 (0.01) 0.06 (0.01) 0.010 (0.001) 0.93 (0.02) 2.18 (0.20) 161.8§ (0.81) 0.33§ (0.10)

0.6 1.53 (0.03) 0.42 (0.01) 0.04 (0.01) 0.005 (0.001) 0.43 (0.07) 1.63 (0.10)

† Means and standard errors (in parentheses; n = 3 experimental blocks).
‡ 0–0.2-m depth.
§ 0.3–0.5-m depth.
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avoid these zones. On the other hand, it could be argued that recov-
ery in CWT would be faster than in CEP because the compacted 
zone has a larger interface with uncompacted soil, from which 
recovery could be initiated. Treatment CWT would more often 
occur in practice; however, modern agricultural machinery (e.g., 
self-propelled sugarbeet harvesters, self-propelled forage harvesters, 
self-propelled slurry tankers) are equipped with offset steering and 
therefore track the entire surface area as in treatment CEP.

Post-compaction Soil Management 
and Cropping Systems
The SSO includes four post-compaction soil management–crop-
ping systems: bare soil (BS), permanent grass (PG), crop rotation 
under no-till (NT), and crop rotation under conventional till-
age (CT). No farming traffic and no mechanical disturbance are 
allowed in systems BS and PG; these systems therefore provide 
insights into uninterrupted natural processes of soil structure regen-
eration, with plants signifying normal biological activity (PG) and 
without plants suggesting reduced biological activity (BS). The two 
cropping systems (NT and CT) enable insights into soil structure 
recovery under common agricultural practices with minimal (NT) 
and conventional mechanical soil disturbance (CT).

Plants on the bare soil treatments (BS) are suppressed by 
periodic application of nonselective herbicides (glyphosate 
[N-(phosphonomethyl)glycine], glufosinate-ammonium [2-amino-
4-(hydroxymethylphosphinyl)butanoic acid monoammonium 
salt]). The herbicide is applied manually using a knapsack sprayer 
with a 2.5-m swath width. The treatment PG represents a grass 

mixture that was established in spring 2013 (see above), i.e., the 
grass survived the compaction without any resowing. The grass is 
cut four to five times per year using a small self-propelled motor 
mower (total mass ?200 kg). The cut grass is then manually 
removed from the experimental area.

Triticale (qTriticosecale, cultivar Trado) was sown in the NT and 
CT plots on 3 Apr. 2014, i.e., 8 d after compaction. Glyphosate 
was applied to the BS and NT plots on 29 Mar. 2014 to control 
the ley that was established in 2013 (see above). The crop was sown 
without any prior tillage with a no-till drill in the NT plots, while 
the soil was moldboard plowed to about 0.25 m and harrowed to 
about the 0.06-m depth using a rotavator on 2 Apr. 2014 in the CT 
plots. Fertilization of the NT and CT plots is performed accord-
ing to the Swiss fertilization recommendation (GRUDAF) (Flisch 
et al., 2009), and crop protection (weed and disease control) in 
NT and CT is done according to the principles of “integrated pest 
management” aiming to suppress pest populations below the eco-
nomic injury level, largely relying on pesticides. The crop rotation 
for NT and CT, to date, is: triticale (qTriticosecale, 2014)–silage 
maize (Zea mays L., 2015)–winter wheat (Triticum aestivum L., 
2016)–winter rapeseed (Brassica napus L., 2017).

 6Monitoring and 
Sampling Concept
Observations at the SSO include continuous monitoring of soil 
state variables (soil moisture, temperature, soil air CO2 and O2 

Fig. 2. Experimental design of the Soil Structure Observatory (SSO) in Zürich, Switzerland.
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concentrations, redox potential, and O2 diffusion rates), for which 
a network of sensors was installed at various depths (0–1 m), and 
periodic sampling and measurements of soil physical, chemical, and 
biological properties, earthworm abundance, and crop measures. 
The monitoring and measurements cover different spatial scales: 
soil core, soil profile (e.g., root characteristics), and the plot scale 
(e.g., geophysical measurements, crop biomass). The observation 
scheme includes pre-compaction soil characterization (October 
2013), measurements during the compaction event (March 2014), 
post-compaction soil characterization (March–May 2014), and 
post-compaction monitoring (April 2014 to date). An overview of 
all the measurements is provided in Supplemental Table S1.

Soil sampling and in situ measurements during pre-compaction 
soil characterization were performed at 12 randomly selected sam-
pling or measuring locations per experimental block. Earthworm 
sampling was done at five randomly selected locations within 
each block. Geophysical measurements were performed in tran-
sects, with one electrical resistivity tomography (ERT) transect (48 
electrodes, 1-m spacing) per block and three ground-penetrating 
radar (GPR) transects per block (one transect in the north–south 
direction and two in the east–west direction). Selected soil proper-
ties measured during the pre-compaction soil characterization are 
given in Table 2. The ERT and GPR results revealed only subtle 
lateral heterogeneities within and between transects, thereby indi-
cating similar soil profiles across the SSO.

Post-compaction soil characterization was done 2 wk after compac-
tion except for earthworm sampling, which was performed 2 mo 
after compaction. Three sampling or measuring locations were ran-
domly selected in each NOC and CEP plot. For CWT, sampling 
or measuring was done at three positions, namely the track center, 
track edge, and between tracks, with three randomly selected sam-
pling or measuring locations per plot for each position, amounting 
to a total of nine sampling or measuring locations in each CWT 
plot. Earthworms were sampled at two randomly selected locations 
per experimental block in the CEP and NOC plots.

Sampling and measurements during post-compaction monitor-
ing will be performed at intervals of half a year (within the first 
1–2 yr after compaction) to 1 yr (from the third year after com-
paction; and possibly larger time intervals at later stages). The 
sampling and measuring locations will be randomly selected 
within each plot. A minimum distance between plot edge and 
sampling and measuring locations of 1 m, as well as a minimum 
distance between previous and subsequent sampling and mea-
suring locations of 1 m will be considered. The post-compaction 
monitoring includes fewer sampling or measuring locations 
than the post-compaction characterization and may not always 
include all sampling depths because recovery is expected to 
be slower at greater depths. Additional measurements such as 
greenhouse gas emissions could potentially be added later or for 
some periods of time.

Compaction Stresses in the Soil
During the compaction event, we measured soil mechanical 
stresses at the 0.2-, 0.4-, and 0.6-m depth using custom-made 
Bolling probes (Bolling, 1987), which are f luid-inclusion-type 
probes used to determine mean normal stress (Berli et al., 2006). 
These measurements were performed between the three experi-
mental blocks (Fig. 2) to avoid damaging the experimental plots. 
The Bolling probes were installed as described by Keller et al. 
(2016). We acquired information from four field replicates, i.e., 
we installed the probes at four different locations within the field. 
We collected undisturbed soil samples (0.1-m diameter, 0.06-m 
height) at depths of 0.2, 0.4, and 0.6 m. Sampling locations were 
adjacent to the locations of soil stress measurements for determina-
tion of Poisson’s ratio, v, in the laboratory according to the method 
of Eggers et al. (2006) based on uniaxial confined and unconfined 
compression tests. The mean normal stress, Tm, was then calcu-
lated from the Bolling probe pressure, pi, and v using Eq. [20] and 
[23] of Berli et al. (2006).

Monitoring Changes in Soil Surface 
Elevation Using Lidar
As part of the monitoring, we examined the potential of a modern 
lidar system for capturing soil surface elevation changes due to the 
prescribed compaction treatment and subsequent rebound. Such 
a system requires reference points of known position and eleva-
tion, so that measurements can be translated to surface elevation 
changes. Six ground screws (0.8 m in length; Krinner GmbH), 
serving as fixed points, were drilled into the soil at positions 
between the experimental plots. During measurements (scan-
ning), spherical targets mounted on ?1.5-m-long aluminum rods 
are fixed to the ground screws, defining a fixed coordinate system 
(see also Friedli et al., 2016). Measurements were performed using 
a Faro Focus 3D S 120 laser scanner (Faro Technologies Inc.) that 
was mounted on a tripod at a height of about 3.5 m (Friedli et al., 
2016). See Friedli et al. (2016) for more details on the scanner and 
the field setup.

An additional setup was used to perform scans immediately before 
compaction, immediately after trafficking, and 0.5, 1, and 2 h after 
trafficking, to quantify vertical surface displacements and poten-
tial rebound effects. Wooden square reference plates of 0.25 m2 
were placed into the center of two experimental plots (one plate per 
plot) after the vegetation was cut. Three spheres of 0.1-m diameter 
mounted on poles at a height of 0.75 m were arranged in a triangle 
and served as reference points to determine the displacement of the 
plates. The scanner was mounted on a tripod at a height of 3.5 m 
above the land surface. The horizontal distance from the scanner 
to the plates was 12.5 m, and the distance to the spheres was 1 m 
(one sphere) and 25 m (two far-off spheres). Scans were performed 
with a measuring rate of 244,000 scan points per second at half of 
the maximum resolution provided by the system. The distances 
between single scan points on the plates and the far-off spheres 
were 3.9 and 7.7 mm, respectively.
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In Situ Sensors for Monitoring 
Physicochemical Soil State Variables
Sensor probe banks (Fig. 2) consisting of probes at various depths 
(Fig. 3) were installed post-compaction for continuous monitoring 
of the evolution of soil moisture states, soil temperature, soil air 
composition (O2 and CO2 concentrations), O2 diffusion rates, and 
redox states. Installation started 5 d after the compaction event 
and was completed 10 d after the compaction event. Two banks 
were established in the CWT plots (Fig. 2): one in the center and 
one at the edge of a wheel track. The depths considered were 0.1, 
0.2, and 0.4 m (all probes), and additionally 0.7 and 1 m (soil mois-
ture probes). The probes were installed either horizontally from a 
pit or from above ground (Fig. 3). The distance between plot edge 
and sensing head was at least 0.6 m. In each bank, two to four 
replicate probes were installed per depth. Probes at the 0.1- and 
0.2-m depths in the CT plots are removed and reinstalled at each 
tillage occasion. The sensor system was automated using CR800 
and CR1000 dataloggers and AM16/32B multiplexers (all from 
Campbell Scientific Ltd.). Wired connection of the sensors to the 
dataloggers and multiplexers started as soon as the sensor probes 
were in the ground, but completion of the datalogging system 
took several weeks. Data are recorded every 30 min (for technical 
reasons, readings of redox potentials and O2 diffusion rates are 
taken only every 8 h; see below) and automatically transferred via 
General Packet Radio Service (GPRS) communication to a data-
base on a web server (WebDAVIS 3.0, Solexperts AG).

The soil moisture conditions are monitored by measuring soil 
water suction and soil water content. Soil water suction is mea-
sured with a combination of tensiometers (in-house production; 
Klute, 1986) and calibrated heat dissipation sensors (pF-Meter, 
ecoTech). The latter sensors yield indirect matric potential 
measurements and were installed due to the limited range of 
tensiometers in dry soil (tensiometers fail at water suctions >800 
hPa). Soil water content is measured using in-house-produced 
three-prong time-domain ref lectometry (TDR) probes (Jones 
et al., 2002) and frequency-domain reflectometry (FDR) profil-
ers (EnviroScan, Sentek). The FDR profilers are easily removed 
from the soil, an operation that needs to be done in the two crop 
rotation treatments (CT and NT) during field operations (soil 
tillage, seeding). Some plots are equipped with both TDR and 
FDR sensors to allow cross comparisons. Two FDR profilers and 
two tensiometers per depth were installed in Block B at the end of 
summer 2013 (i.e., more than half a year before the compaction 
event). Apart from getting a “general feeling” for the soil water 
dynamics of the site, measurements from these probes were used 
to define an appropriate time for the compaction event (e.g., soil 
water content similar to the soil water content at the maximum 
Proctor density; ASTM, 1992; Aragón et al., 2000; Botta et 
al., 2008). Soil temperature is measured using standard copper-
constantan thermocouples. Soil temperature dynamics affect 
biological activity and may also carry a structural signature (e.g., 
higher thermal conductivity for compacted layers).

Redox potentials (EH) and O2 diffusion rates (ODR) are moni-
tored with a system consisting of Pt glass electrodes, calomel 
reference electrodes, and a brass anode, as detailed by Reiser et al. 
(2012). An 8-h logging interval, from one EH–ODR data pair to 
the next, allows relaxation of the electrode polarization and regen-
eration of the depleted O2 concentration near the Pt electrode.

Soil O2 and CO2 concentrations were initially measured manu-
ally at biweekly intervals according to a method described by 
Weisskopf et al. (2010). Porous polypropylene tubes of 0.5-m length 
were horizontally installed at the 0.1-, 0.2-, and 0.4-m depths for 
measurements of O2 and CO2 concentrations in the soil air using 
a CheckMate 9900 head space gas analyzer (PBI Dan-sensor A/S). 
Probes for continuous measurements were developed later.

Electrical Resistivity Tomography 
Monitoring and Ground Penetrating Radar
Repeated (two to three times per year) ERT measurements are per-
formed in the SSO in an attempt to observe geophysical signatures 
of structural changes with time at the plot scale. Stainless steel 
electrodes were installed along transects (48 electrodes per tran-
sect; electrode spacing: 1 m) in the BS and PG plots, as indicated 
in Fig. 2. The electrodes were left in the ground to ensure that 
subsequent data acquisitions were acquired with exactly the same 
electrode geometry. This enables more consistent interpretations 
and makes it possible to use advanced time-lapse inversion strate-
gies. The ERT data are acquired using a Syscal Switch Pro system 
(http://www.iris-instruments.com) in a Wenner-Schlumberger 
electrode configuration. The ERT data are inverted using the 
algorithm described by Günther et al. (2006) and implemented 
in the BERT software. Ground-penetrating radar measurements 
are performed using dual-frequency antennas operating at 300 and 
800 MHz (UtilityScan DF by GSSI). The GPR data are analyzed 
using Reflexw (Sandmeier geophysical research) and in-house 
MATLAB scripts.

Soil Geochemical Properties
Soil samples are taken from the 0.0- to 0.2- and 0.3- to 0.5-m depth 
intervals. Soil texture is measured using the pipette method. Soil 
organic C (SOC) is determined by the wet combustion technique 
following ISO 10694. Soil pH was measured in CaCl2. Total N is 
measured using the Dumas combustion method with an element 
analyzer (varioMAX CNAnalyser, Elementar Analysensysteme 
GmbH) (ISO 13878). The concentrations of exchangeable bases, 
i.e., Ca, K, Mg, Na, and P, are measured by the NH4OAc method 
at pH 4.65. All analyses are performed according to Swiss standard 
protocols (Swiss Federal Research Stations, 1996).

Microbial Biomass
Soil samples are collected at two different depths, 0.0 to 0.2 and 
0.3 to 0.5 m. Soil microbial biomass is obtained by two methods: 
as Cmic estimated according to Anderson and Domsch (1978) and 
as Cmic–SIR calculated from soil initial respiration (SIR) rates 
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Fig. 3. (a) Schematic overview of a sensor bank, showing number and depths (0.1, 0.2, 0.4, 0.7, and 1.0 m) of the various sensor probes (but not neces-
sarily the exact locations) installed from a profile wall at the plot edge through drilled holes of 0.6-m length; and (b) photo of a sensor bank where soil 
probes have been installed into the profile wall at various depths. The profile wall is at the plot edge.
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according to Kaiser et al. (1992). Soil basal respiration is measured 
in preincubated samples (20 g soil dry matter for 7 d at 22nC) as 
CO2 evolved during a period of 48 h (from the 24th to the 72nd h 
of incubation). All measurements are done according to the refer-
ence methods of the Swiss Agricultural Research Stations (Swiss 
Federal Research Stations, 1996).

Undisturbed Cylindrical Soil Cores 
for Characterization of Soil Structure
Undisturbed cylindrical soil cores (100 cm3; diameter: 0.05 m; 
height: 0.05 m) are sampled at the 0.1-, 0.3-, and 0.6-m depth. The 
samples are stored at 2nC until measurements are done. On each 
sample, saturated hydraulic conductivity and air permeability and 
gas diffusivity at three levels of water suction (30, 100, and 300 hPa) 
are measured in the laboratory. Saturated hydraulic conductivity 
is measured using the constant-head method (Klute and Dirksen, 
1986). Air permeability is obtained by measuring the air f low 
through the sample at an overpressure of 2 hPa, and gas diffusivity 
is measured in a one-chamber apparatus that uses O2 as the diffusing 
gas assuming steady-state diffusion (Martínez et al., 2016). A subset 
of the soil core samples is scanned at 100 hPa water suction with 
X-ray micro-computed tomography (Phoenix Votmex x s 240, GE 
Sensing and Inspection Technologies GmbH) for visualization and 
characterization of soil pore architecture. The soil cores are dried in 
an oven at 105nC for at least 48 h after the various measurements, 
and the water content and bulk density are calculated.

Penetration Resistance 
DQG�:DWHU�,QÀOWUDWLRQ
Penetrometer resistance is measured by means of a hand-pushed 
Eijkelkamp cone penetrometer (cone base area 1 cm2, cone apex 
angle 60n) to a depth of 0.8 m. Two insertions are made at each 
sampling location.

Steady-state infiltration is measured at the soil surface using a disk 
permeameter (diameter: 0.2 m) (Perroux and White, 1988). Two infil-
tration measurements per sampling location are made. The infiltration 
rates are derived from the cumulative infiltration vs. time relationship.

Earthworm Abundance and Biomass
Earthworms are sampled in an area of 0.5 by 0.5 m using the 
following procedure. The top ?0.3 m of soil is excavated, and 
earthworms are collected by hand sorting. Then a 0.5% formal-
dehyde solution is applied to repel and thus extract earthworms 
from the subsoil (Kramer et al., 2008). Adults are determined to 
the species level, juveniles to ecological groups. Abundance and 
biomass are determined for each taxonomic group.

Crop Response Measurements
Both below- and aboveground crop properties are measured peri-
odically. The root mass depth distribution for treatments PG, NT, 
and CT is obtained from sampling soil cores (0–0.75-m depth) and 
washing out roots (Colombi and Walter, 2016). Root architectural 

traits and root anatomy are measured for the NT and CT treat-
ments as described by Colombi and Walter (2016). Aboveground 
measures include biomass in the PG plots (separately for grass and 
legumes) for the first and last cut of a season and plant height, leaf 
area index, and shoot dry biomass at different stages in NT and 
CT plots (Colombi and Walter, 2016). Crop productivity on a 
per-hectare basis, being either grain or silage yield, is determined 
by harvesting multiple rows of a defined length within the plots 
(NT and CT).

 6 ,QLWLDO�&RPSDFWLRQ�(ႇHFWV
Soil compaction was performed on the ley on 26 Mar. 2014 at an 
average water content close to field capacity using a self-propelled 
two-axle fully loaded agricultural self-propelled vehicle. The vehicle 
was equipped with 1050/50R32 tires inflated to 330 kPa. The wheel 
load, measured with portable vehicle scales (Radlastwaage WL 103, 
Haenni Instruments AG) on site, was 8.9 Mg on the front axle and 
7.2 Mg on the rear axle (total vehicle mass: 32.2 Mg). Three vehicle 
passes (forward each time) were conducted on both CEP and CWT 
plots. The vehicle driving speed was maintained constant at 2 m s−1.

Soil Moisture at Compaction
The soil moisture conditions on the day of compaction (26 Mar. 
2014) were “ideal” for effective soil compaction (i.e., the soil water 
content was close to the water content at the maximum Proctor 
density; e.g., Aragón et al., 2000; Botta et al., 2008). We mea-
sured average soil water suctions, obtained from tensiometers, of 
54, 60, 86, and 105 hPa at the 0.1-, 0.2-, 0.4-, and 0.7-m depths, 
respectively. For the same depths, the volumetric water contents, 
R, obtained from FDR profilers, were 0.35, 0.32, 0.28 and 0.24 m3 
m−3, respectively, corresponding to gravimetric water contents, w, 
of 0.26, 0.22, 0.18 and 0.15 g g−1, respectively. These values are 
slightly above the “optimum water content,” wopt, associated with 
the maximum density obtained in a Proctor test: Naderi-Boldaji 
et al. (2016) obtained wopt = 0.18 g g−1 from soil sampled at the 
0.25-m depth in the immediate vicinity of the SSO (on the same 
field). This is identical to w measured at 0.4 m but slightly lower 
than w = 0.22 g g−1 that we measured at 0.2 m. Note that the opti-
mum water content would be larger than the 0.18 g g−1 reported 
by Naderi-Boldaji et al. (2016) at the 0.1-m depth because of the 
higher SOC concentration in the topsoil, and lower than 0.18 g 
g−1 at 0.7 m because of the lower SOC concentration in the subsoil 
than at the 0.25-m depth. Hence, w at the time of the compaction 
event was close to wopt at all considered depths.

Soil Stress, Surface Displacement, 
and Bulk Density
The mean normal stress under the agricultural vehicle decreased 
from ?150 kPa at 0.2 m to ?50 kPa at 0.5 m (Fig. 4a). The increase 
in bulk density (Fig. 4b) was large at 0.1 m (from ?1.3 to 1.5 Mg 
m−3) and 0.3 m (from ?1.5 to 1.6 Mg m−3), while there was only 
a small increase in bulk density at the 0.6-m depth. The depth of 
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compaction of about half a meter is consistent with the results pre-
sented by Keller et al. (2012), who analyzed data from a large number 
of trafficking experiments on various soil textures and found that 
vertical strain was observed when the vertical stress exceeded ?40 
kPa. We calculated the vertical soil displacement from the mea-
sured changes in bulk density by interpolating between measuring 
depths, which resulted in a vertical displacement at the soil surface, 
i.e., rut depth, of 50 mm (Fig. 4c). This compared well with manual 
measurements using a ruler, from which we obtained rut depths 
between 37.5 (between tire lugs) and 61.3 mm (on tire lugs). The 
vertical surface displacement obtained from the lidar measurements 
(se above) was on average 22 mm. The smaller surface displacement 
is explained by the fact that the reference plates were lying on the 
highest points of the soil surface and thus measured the minimum 
vertical displacement. Lidar measurements at 0.5, 1, and 2 h after 
compaction did not reveal any rebound.

We estimated the maximum Proctor density, SProctor, using Eq. [8] of 
Naderi-Boldaji et al. (2016) and the soil textural data given in Table 1 
to 1.66 and 1.70 Mg m−3 for the 0.1- and 0.3-m depths, respectively. 
The degree of compactness, DC, given as the ratio of the actual bulk 
density to SProctor, increased due to compaction from 78 to 90% at 
the 0.1-m depth, and from 88 to 94% at the 0.3-m depth. Critical 
limits of DC with respect to crop yield reported in the literature 
are 84 to 87% (Carter, 1990; Håkansson and Lipiec, 2000; Naderi-
Boldaji and Keller, 2016). Using the relationship between DC and 
the Dexter (2004) soil quality index S developed by Naderi-Boldaji 
and Keller (2016), the DC values of the 0.1-m depth (topsoil) trans-
late into S values of 0.044 (uncompacted) and 0.027 (compacted), 
indicating a shift from “good” soil physical quality to “poor” soil 
physical quality. These estimations suggest that the compaction 
inflicted in the SSO created soil physical conditions that are con-
sidered poor and expected to be limiting for crop development.

Soil Structure, Transport Properties, 
and Mechanical Impedance
The internal soil deformation and increase in bulk density (i.e., 
decrease in total porosity; see above) due to the trafficking by the 
agricultural vehicle caused significant changes to the soil pore 
structure and soil transport properties (Table 3). Figure 5 presents 

Fig. 4. (a) Mean normal stress under the agricultural vehicle (triangles: front wheel; rhombi: rear wheel) used for inflicting compaction; (b) average bulk 
density of uncompacted (circles) and compacted soil (squares), measured on samples collected 2 wk after the compaction event; and (c) vertical dis-
placement estimated from measured changes in bulk density (curve) and surface displacement (rut depth) obtained from lidar measurements (rhombi) 
and from manual measurements using a ruler (gray horizontal bar indicating the range resulting from readings between tire lugs and under tire lugs).

Table 3. Impact of compaction on selected soil physical properties from 
samples taken on 11 Apr. 2014, i.e., 2 wk after the compaction event. 
“Uncompacted” represents mean values for the uncompacted (no 
experimental compaction) reference plots, while “Compacted” repre-
sents mean values for the plots with compaction of the entire plot area. 

Soil property Depth Uncompacted Compacted

m

Total porosity (m3 m−3) 0.1 0.49 (0.01)† 0.42 (<0.01)

0.3 0.44 (<0.01) 0.40 (<0.01)

0.6 0.42 (<0.01) 0.41 (0.01)

Air-filled porosity at 100 hPa 
water suction (m3 m−3)

0.1 0.10 (0.01) 0.04 (<0.01)

0.3 0.07 (<0.01) 0.05 (<0.01)

0.6 0.06 (<0.01) 0.05 (0.01)

Relative gas diffusion coefficient 
at 100 hPa water suction

0.1 0.024 (0.001) 0.006 (0.001)

0.3 0.011 (0.001) 0.005 (<0.001)

0.6 0.009 (0.001) 0.005 (<0.001)

Air permeability at 100 hPa water 
suction (Nm2)

0.1 56.9 (1.1) 3.2 (1.4)

0.3 17.7 (1.0) 4.2 (1.2)

0.6 10.9 (1.3) 3.0 (1.1)

Saturated hydraulic conductivity 
(mm h−1)

0.1 421.3 (1.1) 108.6 (1.2)

0.3 194.9 (1.1) 78.2 (1.1)

0.6 191.0 (1.3) 74.2 (1.2)

Soil surface water infiltration 
(mm h−1)

0 485.5 (50.9) 0.7 (0.6)

† Means and standard errors (in parentheses; n = 3 experimental blocks).
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examples of the pore system (pores detectable on micro-computed 
tomography images, i.e., pore diameter > 120 Nm) of compacted 
and uncompacted soil at the 0.1- and 0.3-m depths. The decrease 
in pore connectivity and in porosity is clearly visible at both depths, 
as also confirmed from measurements of air-filled porosity and gas 
transport properties (Fig. 6).

The decrease in porosity (Fig. 4b, 5, and 6a) drastically reduced 
the saturated hydraulic conductivity, Ksat (Fig. 6b), air permeabil-
ity, ka (Fig. 6c), and the relative gas diffusion coefficient, Dp/D0 
(Fig. 6d). The three different air-filled porosities per treatment 
and depth in Fig. 6c and 6d reflect measurements obtained at 
three water suction values (30, 100, and 300 hPa, respectively). 
A significant decrease in air-filled porosity and transport proper-
ties was measured at the 0.6-m depth (Fig. 6), although there was 
only a small increase in bulk density (Fig. 4b). This shows that 
soil functions related to pore size distribution and pore connectiv-
ity are more sensitive to compaction than macroscopic properties 

such as bulk density (Horn, 2003). Compaction did not affect 
the relationship between Dp/D0 and Fa (Fig. 6d), i.e., it did not 
affect the specific diffusivity (cD = Dp/D0 q Fa

−1), but Dp/D0 
was substantially decreased in the compacted soil due to lower Fa. 
The slope of the log ka vs. log Fa relationship was slightly smaller 
for compacted soil (Fig. 6c), which would imply a slightly higher 
specific air permeability (cA = ka q Fa

−1) at small Fa but a slightly 
lower cA at high Fa. During recovery, it may be expected that cA 
and cD initially increase and later decrease again (Jarvis, 2007; 
Mossadeghi-Björklund et al., 2016).

Water infiltration at the soil surface, measured by means of a disk 
permeameter, exhibited a more pronounced reduction due to com-
paction than Ksat in the soil profile. Infiltration rates decreased 
from 8 to 0.01 mm min−1, i.e., a decrease of almost three orders 
of magnitude. In other words, immediately following compac-
tion, the soil surface became nearly impervious, which could be 
attributed to the excessive smearing of the soil surface by the 

Fig. 5. Representative examples (100-cm3 samples) of soil pore structure detectable on micro computed tomography images (voxel size 60 Nm, cor-
responding to a minimum pore width of 120 Nm) for uncompacted (top) and compacted bare soil (bottom) at the 0.1- (left) and 0.3-m depth (right), 
sampled 2 wk after the compaction event.
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Fig. 6. Initial compaction effects on (a) air-filled porosity, Fa, at different water suctions (circles: uncompacted; squares: compacted; red: 0.1-m depth, blue: 0.3-m depth, green: 0.6-m depth); (b) saturated 
hydraulic conductivity, Ksat (circles: uncompacted; squares: compacted); (c) air permeability, ka, plotted as log ka vs. log Fa (circles: uncompacted; squares: compacted; red: 0.1-m depth, blue: 0.3-m depth, 
green: 0.6-m depth); and (d) relative gas diffusion coefficient, Dp/D0, plotted as a function of Fa (circles: uncompacted; squares: compacted; red: 0.1-m depth, blue: 0.3-m depth, green: 0.6-m depth). 
Note that the legends of Fig. 6d also apply to Fig. 6a and 6c. The data were obtained from soil cores sampled 2 wk after the compaction event. The data represent average values from the three treatments 
without tillage (i.e., bare soil, permanent grass, and no-till).
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agricultural vehicle in addition to the effects of soil com-
paction. As a consequence, water ponded after rainfall 
in the compacted plots and in the wheel tracks. We mea-
sured an appreciable increase in mechanical resistance in 
the compacted topsoil (0–0.3-m depth) relative to the 
uncompacted soil. Penetration resistance was almost 2.5 
MPa in the compacted soil at the 0.1- to 0.25-m depth, 
while the mechanical resistance at this depth was ?1.3 
MPa in the uncompacted soil. Root elongation rates 
decrease with increasing soil penetration resistance (e.g., 
Dexter, 1987). A resistance of 2 MPa is often considered 
critical for root growth (Taylor et al., 1966; da Silva et al., 
1994); it may correspond to a value where root elongation 
rates are about half of the maximum root elongation rate 
(Dexter, 1987).

Earthworms and Microbial Biomass
The earthworm population was drastically reduced due to com-
paction. The estimated biomass in the compacted plots was only 
30% (epigeics) to 41% (anecics) of that in the uncompacted soil 
(Table 4). The decrease was probably caused by increased mortality 
rates during the compaction event (i.e., during loading; McKenzie 
et al., 2009), as well as less favorable living conditions after com-
paction. There were no immediate effects of soil compaction on 
microbial biomass and respiration. However, we expect microbial 
communities and hence microbial biomass and respiration to adapt 
to the changed soil physical conditions with time (Hartmann et 
al., 2013).

Electrical Resistivity Tomography
An example of a preliminary analysis is given for the bare soil in 
Block B (Fig. 7). In this figure, the relative difference between the 
estimated electrical resistivity on 7 Apr. 2014 (12 d after compac-
tion) and 21 Mar. 2014 (before the compaction) is shown. The soil 
electrical resistivity decreased by 10 to 15% for the part of the block 
that had undergone CEP treatment, and decreases were also found 
under the wheel tracks for the CWT treatment. These results were 
obtained by an inversion process that smoothens actual variations 
in resistivity, which implies that the compaction-affected depth 
range is probably smaller than the approximately 0 to 1 m that is 
indicated in this figure.

 6Outlook
The SSO aims at providing long-term data on the post-compaction 
soil structure evolution under contrasting post-compaction soil 
management regimes. The long-term time scale and tight inter-
vals of observations (continuous measurements provided by various 
sensor probes in combination with regular sampling and in situ 
measurements) are crucial. We expect that the observations will 
allow quantification of recovery rates and recovery times of com-
pacted soil and a better understanding of the (relative importance 
of the) recovery mechanisms, considering both natural biotic and 
abiotic mechanisms as well as soil tillage. Furthermore, we expect 
that the generated knowledge will help define strategies and guide-
lines for accelerating soil structure recovery, and more generally, 
improving soil structure in modern agriculture.

Sampling and in situ measurements have so far been done at half-
yearly intervals after the compaction event, and sensor probes were 
installed in the weeks after the compaction event. Initial compac-
tion increased the soil bulk density to about 0.5-m depth, decreased 
soil gas and water transport capability (air permeability, gas diffu-
sivity, saturated hydraulic conductivity), and increased mechanical 
impedance. Water infiltration at the soil surface was drastically 
reduced (see also Fig. 8). Initial results from the post-compaction 
monitoring indicate projected recovery rates of years to decades, 
with different recovery rates for different properties and decreasing 
recovery rates with soil depth. Furthermore, the data indicate that 
soil tillage may immediately recover macroscopic soil total porosity 
but not soil functions (e.g., gas transport properties).

It would be highly desirable to establish similar SSOs under dif-
ferent soil and climatic conditions based on the concept outlined 
here. Additional SSOs could also include different compaction 
levels or different post-compaction soil management regimes. 
Data from other SSOs would increase our knowledge on how soil 
compaction recovery (and more generally, soil structure dynamics) 
is influenced by soil, climate, crops, and their interactions, allow 
estimates of compaction recovery rates and times across a wide 
range of soil and climatic conditions, and provide a wider basis for 
the development of soil management strategies.

Table 4. Earthworm biomass 5 mo before and 2 mo after compaction. 
Mean values of five samplings per block (2013) and six samplings per 
treatment (two per block) in 2014.

Ecophysiological category 2013

2014

Control Compacted
Compacted/
control

——————————  kg ha−1 ——————————

Epigeic 106.7 114.7 34.6 0.30

Endogeic 499.2 476.2 154.8 0.33

Anecic 1581.5 1483.7 605.0 0.41

Total earthworm biomass 2187.3 2074.5 794.4 0.38

Fig. 7. Relative changes in inferred electrical resistivity between 7 Apr. 2014 (12 d 
after compaction) and 21 Mar. 2014 (5 d before compaction). The example shown 
is for bare soil in Block B. The patterns were similar for permanent grass and for the 
other blocks.
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Fig. 8. Ponding water after rainfall in (a) compacted plots and (b) wheel tracks of the bare soil treatment in April 2015 (i.e., 1 yr after compaction).
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Appendix B

Editor’s Vox - The Geophysical Signatures
of Soil Structure

Alejandro Romero-Ruiz, Niklas Linde, Thomas Keller and Dani Or.

Published1 in Eos and herein slightly adapted to fit the theme of this thesis.

1Romero-Ruiz et al. (2019). The geophysical signatures of soil structure. Eos, 100, doi:10.1029/2019EO112545
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The authors of a recent review paper in Reviews of Geophysics describe how geophysical
methods may offer new opportunities for soil structure characterization over varied spatial
and temporal scales.

Figure B.1 – The tillaged (left) and vegetated (rigth) soils have a very different structure and
functioning despite belonging to the same soil type. Quantitative characterization of soil
structure over space and time remains a challenge. Credit: Free-photos

Soil is a vital natural resource that supports global food production and serves as a climate
regulator but characterizing soil structure remains a challenge for scientists. A recent review
article in Reviews of Geophysics explores how selected geophysical methods can offer insights
into the variability of soil structure. Here the authors of the paper answer some questions
about basic concepts and methodological developments in this field.

What is "soil structure"?

Soil structure refers to the spatial arrangement of the constituents (minerals and organic
matter) and voids (pores) of soil. Soil structure may vary considerably, even within a localized
area, due to variations in biological activity (e.g., plant roots, earthworms), mechanical
disturbances (e.g., tillage, compaction, trampling), and natural cycles (e.g., wetting-drying or
freezing-thawing).
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Evidence suggests that biological activity is an important agent for soil structure formation
and maintenance. For example, earthworms and decaying plant-roots introduce additional
large pores ("biopores") to the primary pore-network of the soil (spaces between soil solid
particles) and combine with bacterial activity to generate organic binding agents that attach
soil particles to form aggregates stabilizing soil structure.

On the other hand, agricultural activities often degrade soil structure. For example, tillage
operations fragment the soil, while soil compaction by heavy farm implements reduces and
disrupts the pore network, especially biopores.

Figure B.2 – The same type of soil can have a very different structure depending on factors such
as the presence of plant roots and earthworms (center) or compaction by agricultural machin-
ery (right). Credit: Romero-Ruiz et al. (2018), Figure 1 https://doi.org/10.1029/2018RG000611
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Why is soil structure important for soil functioning?

Soil has a range of ecological, agricultural and hydrological functions (such as carbon cycling,
water cycling, plant growth) that rely on physical processes (such as water retention and
transport, gas exchange, soil mechanical resistance, soil stability), and these are ultimately
governed by soil structure.

The presence of soil biopores, for example, affects significantly the transport of water and gas,
thereby increasing water and oxygen availability for plant roots and facilitating groundwater
recharge. These preferential "flowpaths" can act as pathways to the groundwater and may
also enable nutrient losses and pesticide leaching.

Conversely, when soil structure is degraded by compaction, there is a decrease in the water
and oxygen available to plants and an increased difficulty for root growth. This also reduces
the ability of soil to infiltrate moisture which may result in surface water runoff and soil
erosion, as well as anoxic conditions that may lead to greenhouse gas emissions by anaerobic
bacterial respiration.

Figure B.3 – Ponding water in compacted soils from farm fields. Credit: Gerd Altmann
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Why is it so difficult to define and measure soil structure at
relevant scales?

Soil structure is remarkably difficult to define rigorously. This is because a small change in
the arrangement of soil constituents can have a significant impact on soil functioning; for
example, a 1% change in macroporosity may induce several orders of magnitude changes
in saturated hydraulic conductivity. Additionally, favorable soil structure for plant growth is
determined by carbon spatial distribution and mechanical properties that are invisible to the
eye.

Present methods for soil structure characterization are based on time-consuming destruc-
tive sampling, laboratory measurements or field assessment. In fact, most descriptions of
soil structure are obtained under laboratory (not in-situ) conditions simplifying reality and
resulting in a limited capacity to infer temporal variations and functioning under natural
conditions. Similarly, certain aspects of the soil response to rainfall or other such factors
become observable only at certain scales (such as the profile, plot or catchment). Alternative
means to examine the spatial variability of soil structure at the profile scale are often subjec-
tive, empirical, highly invasive and incapable of addressing soil structure changes over time.
However, geophysical methods have the potential of filling the scale-gap in soil structure
characterization.

How could geophysical methods improve soil structure quan-
tification?

Geophysical methods are used to study the interior of the Earth (e.g., composition and physi-
cal processes) and were developed mainly in the context of oil, gas and mineral exploration,
and hydrologeology. They rely on natural or artificially created physical fields, typically
measured at the surface of the Earth, to infer a spatial distribution of subsurface physical
properties.

Our review examines how geoelectrical, electromagnetic and seismic methods have been
used in soil studies and discusses how they can be used to infer soil structure by investigating
signatures of soil structure captured by (1) geophysical properties and (2) monitored soil
processes. These methods have the advantage of being non-invasive, providing information
at larger integrative scales, and offering insights into the inherent variability of soil structure
under field conditions.
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Can you give some specific examples of how geophysical sig-
natures capture soil structure?

The soil is composed of an heterogeneous mixture of minerals, water, air and organic matter.
The properties inferred by geophysical methods are sensitive to (1) physical properties of
the soil’s individual components and (2) the way they are spatially distributed and how they
connect.

Soil structure is expected to have strong signatures on electrical and seismic properties. The
electrical conductivity of soils is governed by electrical flow and polarization mechanisms
that strongly depend on the soil pore network and, thus, carries information related to pore
sizes, connectivity, and tortuousity. A well connected pore network will increase the ability
of soil to conduct electricity and a similar effect is expected in the presence of large pores
saturated with water. Meanwhile, seismic methods and seismic velocities can be used to
interpret the stability of soil structure, compaction, aggregation and, in general, mechanical
aspects that are not visible with geoelectrical methods.

What are the main opportunities and challenges in geophysi-
cal applications to soil structure?

We still have an incomplete knowledge of how soil structure affects geophysical properties.
This is partly because the established theoretical relationships between soil properties and
geophysical properties are based on a simplified conceptualization of soil structure. Further
theoretical development of specific "pedophysical" models and their associated experimental
verification are needed to advance the field.

Likewise, the systematic inference of soil structure by geophysical time-lapse responses is
an attractive topic for future research. Our review highlights possible ways of combining
geophysical, hydro-mechanical and biological modeling to obtain quantitative information
about soil structure. Choosing the best approach for such integrative framework remains
a largely unexplored and challenging task. The multiple influences of soil properties on
geophysical properties can lead to ambiguous interpretations. This shortcoming can be
partly overcome by using combinations of geophysical data types (sensitive to different
properties) and other more traditional measurements.

Finally, adapting geophysical survey configurations to soil investigations (shallow depths
and extensive land areas) is a challenging methodological task. Our review describes how
geophysical measuring devices, monitoring strategies, and data integration approaches could
emerge to fulfill the spatial demands in soil structure characterization.
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