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A B S T R A C T   

In naturalistic situations, sounds are often perceived in conjunction with matching visual impressions. For 
example, we see and hear the neighbor’s dog barking in the garden. Still, there is a good chance that we recognize 
the neighbor’s dog even when we only hear it barking, but do not see it behind the fence. Previous studies with 
normal-hearing (NH) listeners have shown that the audio-visual presentation of a perceptual object (like an 
animal) increases the probability to recognize this object later on, even if the repeated presentation of this object 
occurs in a purely auditory condition. In patients with a cochlear implant (CI), however, the electrical hearing of 
sounds is impoverished, and the ability to recognize perceptual objects in auditory conditions is significantly 
limited. It is currently not well understood whether CI users – as NH listeners – show a multisensory facilitation 
for auditory recognition. The present study used event-related potentials (ERPs) and a continuous recognition 
paradigm with auditory and audio-visual stimuli to test the prediction that CI users show a benefit from audio- 
visual perception. Indeed, the congruent audio-visual context resulted in an improved recognition ability of 
objects in an auditory-only condition, both in the NH listeners and the CI users. The ERPs revealed a group- 
specific pattern of voltage topographies and correlations between these ERP maps and the auditory recogni
tion ability, indicating a different processing of congruent audio-visual stimuli in CI users when compared to NH 
listeners. Taken together, our results point to distinct cortical processing of naturalistic audio-visual objects in CI 
users and NH listeners, which however allows both groups to improve the recognition ability of these objects in a 
purely auditory context. Our findings are of relevance for future clinical research since audio-visual perception 
might also improve the auditory rehabilitation after cochlear implantation.   

1. Introduction 

The detection and recognition of complex natural sounds, in partic
ular auditory objects (Murray et al., 2006; Shinn-Cunningham, 2008), is 
essential for the perception of the auditory environment. Following the 
predictive coding theory (Friston, 2005; Rao and Ballard, 1999; Rescorla 

and Solomon, 1967), the recognition of auditory objects is likely based 
on recurrent and interactive bottom-up and top-down auditory pro
cessing. Specifically, the theory suggests that in response to an incoming 
auditory signal, previously established memory representations are 
recruited to build up top-down expectations about environmental sig
nals and to guide the recognition of auditory scenes, objects or features 
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(Bar, 2007; Gazzaley and Nobre, 2012; Kral et al., 2017; Näätänen et al., 
2007; Rönnberg et al., 2013; Stefanics et al., 2014). Within this frame
work, incoming sensory information can be correctly classified, as either 
matching (hit) or mismatching (correct rejection) the previously formed 
expectation. On the other hand, if the sensory information is insufficient 
and cannot be mapped correctly onto prior expectations, this might 
provoke a mismatch (i.e. no clear match) and an additional explicit 
processing of the sensory information (compare Bar, 2007; Rönnberg 
et al., 2013). As a result, the object might be misclassified (miss, false 
positive), or might lead to correct classification (hit, correct rejection), 
while binding additional processing resources. 

Perceptual expectations are influenced not only by intra-modal but 
also by cross-modal information. The recognition of complex natural
istic objects is even enhanced when these objects were previously 
experienced in a congruent multisensory context (Thelen and Murray, 
2013). This indicates that a multisensory stimulus context allows more 
accurate access to memory representations which can be utilized for 
subsequent top-down unisensory stimulus recognition. Consistent with 
this view, it has been previously shown that an audio-visual context – 
when compared to a unisensory context – facilitates the later recognition 
of visual (Murray et al., 2005, 2004; Thelen et al., 2012) and auditory 
objects in normal-hearing (NH) listeners (Matusz et al., 2015; Thelen 
et al., 2015). 

It is currently not well understood how multisensory facilitation in 
the context of auditory object recognition is affected by auditory 
deprivation and the use of hearing devices. In patients with severe to 
profound sensorineural hearing loss, cochlear implants (CI) can restore 
hearing by electrically stimulating the residual fibers of the auditory 
nerve (House and Urban, 1973; Simmons et al., 1965). However, elec
trical hearing is challenging due to the fact that the CI signal is char
acterized by a limited spectro-temporal specificity and a small dynamic 
range (Drennan and Rubinstein, 2008; Friesen et al., 2001; Kral, 2007; 
Wilson and Dorman, 2008). These limitations negatively affect auditory 
recognition and speech intelligibility (Lorenzi et al., 2006) and will 
likely lead to a mismatch between the (top-down) recruited auditory 
memory representations, and the incoming (bottom-up) electrical input 
in complex listening situations (compare Kral et al., 2017; and Rönnberg 
et al., 2013). This mismatch will be alleviated with increasing CI expe
rience, but listening might remain effortful and may require additional 
or alternative neuronal resources (Finke et al., 2016, 2015). 

Previous studies have shown that hearing loss and cochlear im
plantation can induce functional changes in the auditory cortex (Green 
et al., 2008; Klinke et al., 1999; Kral et al., 2006; Kral and Sharma, 2012; 
Sandmann et al., 2015; Sharma et al., 2002a, 2002b) and other cortical 
regions (Bottari et al., 2014; Chen et al., 2016; Heimler et al., 2014; 
review in Kral et al., 2016). These adaptations may also affect in
teractions between the different sensory modalities (Lomber et al., 2010; 
Rouger et al., 2007; Schierholz et al., 2015; Schorr et al., 2005; Strel
nikov et al., 2015). In particular, post-lingually deaf CI users show cross- 
modal reorganization in the auditory cortex (Rouger et al., 2012; 
Sandmann et al., 2012) and reveal stronger audio-visual interactions in 
the auditory cortex when compared with normal-hearing listeners 
(Schierholz et al., 2017). These cortical alterations in CI users may allow 
better lip-reading abilities and enhanced audio-visual integration skills 
(Stropahl et al., 2017; Stropahl et al., 2015), fostering speech- 
comprehension recovery after cochlear implantation (Strelnikov et al., 
2013). Furthermore, it has been recently suggested that audio-visual 
processing in postlingually deafened CI users – when compared to NH 
listeners – differs in terms of an increased attentional weighting of visual 
information in an audio-visual context (Butera et al., 2018), which 
might result in an enhanced benefit from (congruent) visual informa
tion. In sum, it can therefore be speculated that CI users show a strong 
facilitation in the recognition of unisensory auditory objects if these 
were preceded by congruent audio-visual stimuli. 

The current study used electroencephalography (EEG) and a 
continuous recognition paradigm with a sequence of auditory and 

audio-visual environmental objects (Matusz et al., 2015). As far as we 
are aware, this is the first EEG study to compare the effect of cross-modal 
context on later auditory recognition between CI users and NH listeners. 
We analyzed event-related potentials (ERPs) to auditory and audio- 
visual stimuli, reflecting earlier (P1-N1-P2-complex at 50–250 ms after 
auditory stimulus onset) and later cortical processing stages (N2 and 
P3a/P3b at 250–500 ms). Previous studies using unisensory auditory 
stimuli have reported that N1, N2 and P3a/P3b ERPs of CI users are 
reduced in amplitude and/or prolonged in latency when compared to 
NH listeners, suggesting difficulties in the sensory (N1) and the higher- 
level cognitive processing (N2 and P3a/P3b) of the limited CI input 
(Finke et al., 2016, 2015; Henkin et al., 2014; Henkin et al., 2009; 
Sandmann et al., 2009). ERP differences between CI users and NH lis
teners have also been reported in studies using basic audio-visual stimuli, 
pointing to an enhanced visual modulation of auditory ERPs in elderly 
CI users when compared to NH listeners (Schierholz et al., 2017; Stro
pahl et al., 2015). Based on these ERP results and on the observation of a 
multisensory facilitation effect in NH listeners, we predicted that 
implanted individuals show a significant audio-visual facilitation for 
auditory object recognition as well. Our behavioral results confirmed a 
facilitatory effect of the congruent audio-visual context on the later 
auditory object recognition, in both the CI users and the NH listeners. 
However, a group-specific pattern of ERP results suggests that the CI 
users’ behavioral improvement is based on altered cortical processing of 
audio-visual objects, likely reflecting compensatory changes due to 
auditory deprivation and/or degraded sensory input after implantation. 

2. Materials and methods 

2.1. Participants and procedure 

In total, twenty-seven participants, including twelve NH controls and 
fifteen post-lingually deafened CI users from the Hanover Medical 
School, were tested in the current study. Three CI users were excluded 
from the analysis, due to an undocumented usage of a hybrid CI device 
(N = 1) or due to neurologic confounds (N = 2). Therefore, twelve CI 
users (age: 60 ± 5 years (yr; mean ± standard deviation (SD)); range 
51–68 yr; 5 female) and twelve NH controls (age: 59 ± 5.5 yr; range 
51–68 yr; 5 female), matched for handedness, gender, age and side of 
auditory stimulation, were included in the final sample. All CI users of 
the present sample were highly experienced (CI experience with the 
tested ear: 69 ± 29.7 months (mos); range 30–117 mos). Detailed in
dividual information on the CI device, demographic factors and residual 
hearing are provided in Table 1. All participants had normal or 
corrected-to-normal visual acuity. Speech intelligibility in noise was 
assessed by the Göttinger sentence test (GöSa; Kollmeier and Wessel
kamp, 1997). Auditory, visual (lip-reading) and audio-visual mono
syllabic word recognition performance was evaluated (Schierholz et al., 
2017; Stropahl et al., 2015) using words from the Freiburg Monosyllabic 
Word Test (Hahlbrock, 1970). Auditory stimuli were presented at 65 dB 
SPL. Participants were reimbursed for their participation. The study was 
conducted in agreement with the declaration of Helsinki and with the 
consent of the local ethical committee of the Hanover Medical School. 
Written informed consent was provided by every participant prior to the 
experiment. 

2.2. Cognitive tests 

Cognitive tests were applied to explore potential differences in 
cognitive abilities between CI users and NH listeners (Heydebrand et al., 
2007; Mosnier et al., 2015). Working memory was assessed by the verbal 
digit and the non-verbal block span tests (forward and reverse order) 
from the Wechsler Memory Scale (WMS-R; Härting et al., 2000). 
Furthermore, non-linguistic immediate and delayed open-set recall, as 
well as recognition were tested, in order to exclude general memory 
deficits (Rey Complex Figure Test (RCFT); Meyers and Meyers, 1995). 
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The MWT-B (Mehrwachwahl-Wortschatz-Intelligenz-Test; Lehrl, 1999) 
was applied to assess lexical recognition. Age-appropriate percentile 
ranks were evaluated for each test and respective subtests. The obtained 
values were compared between groups by means of separate indepen
dent t-tests. 

2.3. Continuous recognition task 

The experimental paradigm was based on a version of the continuous 
recognition paradigm described in Matusz et al. (2015; Fig. 1). In this 
paradigm, participants were presented with a continuous sequence of 
auditory and audio-visual environmental objects. The participants per
formed a two-alternative forced choice task, in which they pressed a key 
on a keyboard to indicate whether the current stimulus occurred for the 
first time (initial presentation) or whether it was previously presented in 
the current experimental block (repetition trial). The first presentation 

of each object was either auditory (stimulus condition A) or audio- 
visual. For the audio-visual stimulus conditions, the sound object was 
either paired with a congruent pictogram (stimulus condition AVc) or 
with a meaningless picture (stimulus condition AVm). The repetition of 
an object was always purely auditory, here referred to as the stimulus 
conditions A- (following stimulus condition A), A+c (following stimulus 
condition AVc), and A+m (following stimulus condition AVm; Fig. 1A). 

In total, 54 objects were presented twice (initial presentation, repe
tition trial) in each of six experimental blocks. Each block consisted of 
108 trials, resulting in overall 648 trials across the experiment. The in
terval between the first occurrence of an object and its repetition was 
pseudo-randomly set to three, six or nine intervening trials. The order of 
trials within blocks and the order of blocks were counter-balanced to 
avoid sequence effects. 

Participants performed a training sequence in order to familiarize 
with the task. In addition, a closed-set identification block was 

Table 1 
Detailed information on CI users included in the study. Gender is indicated as F (female) or M (male). Implant devices that were used for stimulation during the 
experiment are marked with bold text. “Duration of Deafness” and “CI Experience” were quantified with respect to the ear that was stimulated during the experiment. 
Word Recognition was measured using the Freiburg monosyllabic word test (Hahlbrock, 1970). Göttinger sentence test represents the hearing in noise ability (n.a. =
not applicable, due to technical reasons). 4PTA represents the pure tone average for four frequencies (0.5, 1, 2, 4 kHz).  

# Gender Age 
[y] 

Etiology Hearing Device (Right/ 
Left) 

Duration of 
Deafness [m] 

CI Experience 
[m] 

Word Recognition 
(Stimulation Side) [%] 

Göttinger 
Sentence Test 
[SNR] 

4PTA (Right/ 
Left) [dB HL] 

1 F 53 unknown AB HiRes90K Helix /AB 
HiRes90K Helix 

3 81 45 11.8 > 80 / > 80 

2 M 63 unknown MedEl Concerto Standard 
/Hearing Aid 

563 57 95 6.5 > 80 / 66 

3 M 64 unknown AB HiRes90K Advantage 
/AB HiRes90K Advantage 

9 30 95 8.8 > 80 / > 80 

4 F 51 acute hearing- 
loss 

Nucleus CI422 / - 8 40 85 10.6 73 / 19 

5 F 59 unknown - / Nucleus CI512 6 64 90 2.1 > 80 / > 80 
6 M 65 cholesteatoma Nucleus CI512 / - 155 54 100 − 1.9 73 / 10 
7 M 58 unknown AB HiRes90K Helix /AB 

HiRes90K Helix 
36 106 75 4.1 > 80 / > 80 

8 F 60 genetic AB HiRes90K Helix/AB 
HiRes90K Helix 

1 52 80 7.7 > 80 / > 80 

9 M 68 acute hearing- 
loss 

Nucleus CI24RE / Hearing 
Aid 

111 117 85 3.9 > 80 / 54 

10 F 60 meningitis Nucleus CI512 /Nucleus 
CI24RE 

614 72 30 n.a. > 80 / > 80 

11 M 56 unknown - / MedEl Concerto Flex 
EAS28* 

1 42 55 9.7 > 80 / > 80 

12 M 57 genetic Nucleus CI 24R/Nucleus 
CI24RE 

73 115 15 17.2 > 80 / > 80  

Fig. 1. Continuous recognition paradigm. A) During a continuous recognition paradigm, naturalistic auditory objects were presented twice during each of six 
experimental blocks. Initial auditory stimuli were either unisensory (A) or they were paired either with a meaningless visual stimulus (AVm) or paired with a 
congruent visual stimulus (AVc). Repetitions of objects were always auditory only (A+m, A− , A+c, respectively). B) A closed-set identification block revealed that CI 
users can identify the naturalistic auditory stimuli well above chance-level of 33%. Nevertheless, NH participants showed higher identification scores when compared 
with CI users. Mean ± standard error of the mean is presented, respectively. 
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conducted prior to the continuous recognition paradigm to validate the 
auditory intelligibility of the environmental objects (Fig. 1B). Herein, 
participants had to match each auditory object from the experiment to 
one of three pictograms, presented on the screen via button press. 

2.4. Audio-visual stimuli 

The sound stimuli and congruent pictograms of the environmental 
objects were taken from a set of audio-visual stimuli, applied in previous 
studies (e.g. Matusz et al., 2015). Meaningless versions of the pictograms 
were computed as scrambled versions of the meaningful pictogram’s 
pixels. Sounds were linearly ramped for 10 ms at the onset and the offset 
to avoid click perceptions. Auditory stimulation was provided to one ear 
only. For CI users, the RMS-normalized sounds were presented via free- 
field from two loudspeakers (HECO victa 301), each located at 26◦ az
imuth to the left and right side of the participant. For bilateral CI users, 
the subjectively reported better ear was selected for stimulation. Hear
ing devices of the contralateral ear (CI, hearing aid) were detached for 
the time of the experiment. The respective ear was additionally closed 
with an earplug. NH controls were stimulated on the side corresponding 
to their matched CI counterpart by means of an insert earphone (3 M E- 
A-RTONE 3A). The non-stimulated ear, however, was provided with a 
silent insert earphone. Sound volume was set to 65 dB SPL. As used in 
previous studies (Sandmann et al., 2015, 2010, 2009; Schierholz et al., 
2017; Stropahl et al., 2015), a seven-point subjective loudness scale was 
applied to ensure sufficient and comfortable perceptual volume for each 
participant. 

Congruent and meaningless pictures consisted of black pictograms 
on a white background with a Michelson contrast of 85% (background: 
327 cd/m2; picture: 27 cd/m2; Konica Minolta LS 100). Pictures spanned 
about 7◦ of visual angle (congruent: 6.6◦ ± 0.6◦, meaningless: 7.4◦ ±

0.7◦). The pure auditory stimulus condition (A) was accompanied by a 
white background (327 cd/m2), which was also displayed after each 
trial. Visual stimuli were presented on a 27-inch screen (1920 × 1080 ×
32 bit, 60 Hz refresh rate) at 1.5 m distance. 

Auditory stimuli lasted for 500 ms. In the audio-visual stimulus 
conditions (AVc, AVm), pictures were presented with a stimulus onset 
asynchrony (SOA) of − 130 ms visual lead. This SOA was chosen to 
approximate the time window of multisensory integration, which has 
been previously reported for audio-visual speech (van Wassenhove 
et al., 2007), while ensuring that the visual stimulus still affects auditory 
processing (semantic priming). Offset of pictures and sounds were syn
chronous. During each trial, a fixation point was presented at the center 
of the screen, 300 ms before stimulus onset. The post-stimulus interval 
was jittered uniformly between 1700 and 2100 ms in steps of 100 ms. 
The software Presentation (Neurobehavioral Systems, Berkeley, CA, 
USA) was employed for stimulus presentation and documentation. 

2.5. Behavioral data analysis 

We computed hit rates (% of correctly identified repetition trials), 
reaction times (of correct responses), as well as sensitivity and bias 
based on signal detection theory (i.e. d’ and c, respectively; Macmillan 
and Creelman, 2005; see also Matusz et al., 2015). Sensitivity indicates 
the perceptual discriminability between each pair of initial and repeated 
object presentations (AVc and A+c, AVm and A+m, A and A− ). It was 
computed separately for each pair of stimulus conditions, using proba
bilities of correct responses (HIT) and false positive responses (FP) as 
d’ = [z(HIT)− z(FP)]. The function z(p), p ∈ [0,1], represents the inverse 
of the cumulative distribution function of the standard normal distri
bution. To control for possible extreme values, HIT and FP were 
computed as p(x) = x+0.5

N+1 , where × reflects the sum of correct responses 
or false positives, respectively, and N reflects the corresponding number 
of trials. Correct responses were defined as the first correct response to a 
repetition trial, occurring between 100 ms post-stimulus and the onset of 

the next trial. First presentations that were mistakenly identified as 
repetitions were labeled as false positive response. d’ values will be 
denoted as recognition conditions d’AVm, d’A and d’AVc, for the trials with 
meaningless audio-visual, pure auditory and congruent audio-visual 
stimuli, respectively. Furthermore, response bias c (cAVm, cA, cAVc) was 
computed as c = [0.5*z(HIT) + z(FP)]. Sensitivity (d’AVm, d’A and d’AVc), 
response bias (cAVm, cA, cAVc) and repetition hit rates (% for A+m, A− , 
A+c) were evaluated using separate mixed model repeated-measures 
ANOVAs with Recognition Condition (sensitivity: d’AVm, d’A, d’AVc; 
response bias: cAVm, cA, cAVc; hit-rates: % for A+m, A− , A+c) as the 
within-subject factor and Group (CI, NH) as the between-subject factor. 
Median reaction times (RT) of correct responses were computed for 
every block and averaged for each participant. RTs were evaluated 
separately for initial presentations and repetitions by means of two 
mixed model repeated-measures ANOVAs with Stimulus Condition 
(initial: AVm, A, AVc; repetition: A+m, A− , A+c) as the within-subject 
factor and Group (CI, NH) as the between-subject factor. Follow-up t- 
tests were computed and corrected for multiple comparisons using 
Bonferroni-correction, respectively. 

Nonparametric Spearman rank correlations were computed between 
behavioral parameters from the experiment on the one hand, and de
mographic variables and cognitive test measures on the other hand. The 
p-values were corrected using the Bonferroni-Holm correction (Holm, 
1979). 

2.6. EEG data acquisition and preprocessing 

EEG data were recorded using a BrainAmp EEG amplifier system 
(BrainProducts, Gilching, Germany) and a sampling rate of 1 kHz. An 
analog filter between 0.02 and 250 Hz was applied. Ninety-six Ag/AgCl 
electrodes were placed in an equidistant layout, with the online- 
reference placed at the nose tip and a fronto-polar ground electrode 
(Easycap, Herrsching, Germany). Two electrodes were placed below the 
eyes to record the electrooculogram. Electrode impedances were kept 
below 20 kΩ. Electrodes around the CI processor and the transmitting 
coil were spared and excluded from the data analysis. Among the CI 
users, 7.6 ± 0.1 electrodes were omitted this way. 

EEG data were processed using custom MATLAB scripts (The Math
works Ltd., Natick, MA, USA) and the EEGLAB toolbox (Delorme and 
Makeig, 2004). Data were digitally down-sampled to 500 Hz. To correct 
for typical electrophysiological artifacts, an extended infomax indepen
dent component analysis (ICA) was applied to the data (Bell and Sej
nowski, 1995; Lee et al., 1999). For this purpose, continuous data were 
high- and lowpass-filtered between 1 and 40 Hz and cut into epochs of 1 
s duration. Artefactual components related to vertical eye-movements, 
eye-blinks, heart-beat, muscle activity and the electrical artifact from 
the CI were identified by visual inspection (Debener et al., 2008; 
Sandmann et al., 2009; Viola et al., 2011; Viola et al., 2010). ICA 
components which reflect the electrical artifacts in the EEG of CI users 
show a pedestal in the time course and a centroid in the topography 
which is lateralized to the side of stimulation (Sandmann et al., 2009; 
Viola et al., 2011). The weights of identified artifact components were 
set to zero and applied to the raw data. ICA-corrected data were digitally 
filtered between 0.4 and 40 Hz half amplitude cutoff, using separate 
Kaiser-windowed zero-phase FIR-filters (Kaiser-β = 5.65) for high- 
(transition bandwidth: 2 Hz) and low-pass filtering (transition band
width: 0.8 Hz; Widmann et al., 2014). Epochs were extracted from –700 
to 1000 ms, centered on the auditory stimulus onset. Data were cor
rected using a 200 ms baseline before fixation onset, respectively. Non- 
stereotyped artefactual epochs were rejected using a joint probability 
criterion of 3 SD, resulting in 74 trials for every subject and stimulus 
condition on average. Finally, data were re-referenced to a common 
average reference, and channels missing due to the CI device were 
interpolated using a spherical spline. In general, the signal-to-noise ra
tios of the resulting ERPs were evaluated and did not differ between 
groups (see Supplementary Material A). 
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2.7. Analysis of Event-Related potentials (ERPs) 

ERPs from correct trials were computed separately for CI users and 
NH listeners for both the initial presentations (AVm, A, AVc) and the 
repetition trials (A+m, A− , A+c). As detailed below, our ERP analyses 
mainly focused on the two audio-visual conditions from initial pre
sentations in order to explore the electrophysiological correlates of the 
multisensory congruency effect on recognition memory (AVc vs. AVm). 
Comparing the ERPs between these two conditions (AVc vs. AVm) al
lows to draw inferences about the specific effect of additional congruent 
visual information on cortical multisensory processing as well as the 
associated improvement in auditory recognition (reviewed in Matusz 
et al., 2017). Moreover, prior research has shown that modulations in 
brain responses to multisensory stimuli – but not to unisensory stimuli – 
are correlated with memory performance (Thelen et al., 2014). 

2.7.1. ERP analysis: Global field power (GFP) and global map dissimilarity 
(GMD) 

For each group, difference ERPs were calculated for initial object 
presentations (CIAVc - AVm and NHAVc - AVm) and their repetitions (CIA+c - 

A+m and NHA+c - A+m). These difference ERPs were then separately 
compared between the two groups. We evaluated these ERP group dif
ferences (CIAVc - AVm vs. NHAVc – Avm and CIA+c - A+m vs. NHA+c - A+m) by 
computing the the global field power (GFP) and the global map dissimilarity 
(GMD) to quantify differences in response strength and response 
topography, respectively (Murray et al., 2008). 

The GFP was computed as GFPx =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n*
∑n

i=1x2
i

√

and GFPy =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n*
∑n

i=1y2
i

√

, respectively. Herein, n represents the number of electrodes 
and xi and yi represent the two ERP signals at the i-th electrode, 
respectively. The GMD, by contrast, is a measure to identify differences in 
ERP topographies (and by extension the underlying neural generator 
configurations) between two experimental conditions, independent of 
signal strength (Lehmann and Skrandies, 1980; Murray et al., 2008). It is 

computed as GMD(x, y) =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n*
∑n

i=1(
xi

GFPx
−

yi
GFPy

)
2

√
. Herein, n represents 

the number of electrodes and xi and yi represent the two average- 
referenced ERP signals (CIAVc - AVm and NHAVc - AVm or CIA+c - A+m 
and NHA+c - A+m, respectively) at the i-th electrode, respectively. In 
other words, the GMD computes the sample-by-sample Euclidean dis
tance between reference-independent spatio-temporal field distribu
tions across the scalp with n electrodes of two ERP signals x and y, 
normalized by the respective GFP. 

Group differences in GFP (ERP strength) and GMD (ERP topography) 
were analyzed by means of a non-parametric permutation test (Maris 
and Oostenveld, 2007) computed at every sample point of the ERP 
segment. The permutation test compared the ERP amplitudes between 
the two groups (GFP) and explored for a significant spatial correlation 
between the ERP maps of the two groups (GMD). These analyses were 
conducted on the difference ERPs separately for the initial trials (CIAVc - 

AVm vs. NHAVc – Avm) and the repetition trials (CIA+c - A+m vs. NHA+c - 

A+m) by using 5000 permutations and an FDR-correction across the time 
samples to control for multiple comparisons (false discovery rate; Ben
jamini and Hochberg, 1995). 

Unisensory auditory ERPs (A, A− ) were not included in the GFP and 
GMD analysis, due to the nature of auditory ERPs which is inherently 
different from audio-visual ERPs (compare Fig. 3 and Supplementary 
Material B). 

2.7.2. Topographic clustering analyses 
To further explore the ERP differences between CI users and NH 

listeners, the group-averaged data from the AVc and AVm conditions 
from both groups were submitted to a hierarchical clustering using the 
CARTOOL freeware (Brunet et al., 2011), identifying template topog
raphies in circumscribed time windows of interest. Specifically, we used 
the atomize and agglomerate hierarchical cluster analysis that has been 

devised for ERPs and considers the global explained variance of a cluster 
and thus prevents blindly combining or agglomerating clusters of rela
tively short duration. Conceptually, topographic clustering identifies the 
minimal set of topographies that account for (i.e. explain the greatest 
variance) a given dataset (here: the pooled group-averaged ERPs from 
both conditions and groups). This is predicated on the empirical 
observation that the ERP topography does not vary randomly across 
time, but rather remains in a stable configuration for periods of time 
before assuming a next, different topography. This has been commonly 
referred to as microstates (reviewed in Michel and Koenig, 2018). A full 
description of the approach can be found in Brunet et al. (2011) as well 
as (Murray et al., 2009). 

Single-subject fitting of the identified template topographies (Mur
ray et al., 2008) was performed to evaluate the preponderance of spe
cific voltage topographies during the AVm and AVc conditions on the 
single-subject level. More specifically, for each subject and condition, 
sample-wise spatial correlations were computed between the observed 
voltage topographies and each template topography. Each sample was 
assigned to the one template map showing the highest spatial correla
tion. As output, we obtained the total number of samples that were 
assigned to each template topography. 

These total time samples were evaluated using mixed model 
repeated-measures ANOVAs with initial Stimulus Condition (AVm, AVc) 
and Template Map as the within-subject factors and Group (CI, NH) as 
the between-subject factors, separately for each time-window of inter
est. Group-wise mixed model repeated-measures ANOVAs (Condition ×
Template Map) were computed in case of significant three-way in
teractions. Finally, follow-up t-tests were computed and corrected for 
multiple comparisons using the Bonferroni-Holm correction (Holm, 
1979), respectively. Correlations were computed between the discrim
inabilities (d’AVc, d’AVm) and the preponderance of condition-specific 
topographies during the respective condition (AVc, AVm), separately 
for each group. Non-parametric Spearman rank correlation coefficients 
(ρ) were computed and p-values were corrected using the Bonferroni- 
Holm correction (Holm, 1979). 

2.8. Statistical analysis software 

IBM SPSS Statistics (IBM Corp., Armonk, NY, USA) and MATLAB 
were utilized for statistical analyses. In general, for both behavioral and 
electrophysiological data, significance levels were set to α = 0.05, and a 
Greenhouse-Geisser correction was applied in case the sphericity 
assumption was violated. If not indicated otherwise, mean (M) and 
standard error of the mean (SEM), as well as corrected p-values are re
ported. Partial η2 (η2

p) and r were denoted as estimates of effect size for 
parametric tests, respectively. 

3. Results 

3.1. Behavioral data 

3.1.1. Discrimination ability, recognition and reaction times 
In the closed-set identification block, task performance was above 

chance level in both groups (CI users: 67.4% ± 3.9%; NH listeners: 
91.5% ± 1.5%), indicating that both groups were able to correctly 
recognize the sound objects (Fig. 1B). NH listeners showed an enhanced 
ability to identify auditory objects when compared with CI users (t14.2 =

− 7.2, p < .001, r = 0.86). 
Regarding the continuous recognition paradigm, both groups 

showed enhanced hit rates for auditory objects if they were presented 
previously in a congruent audio-visual context (A + c) as compared to an 
audio-visual meaningless (A + m) or an auditory-only stimulus context 
(A-; Table 2). For the hit rates, a mixed-model repeated-measures 
ANOVA revealed main effects for Stimulus Condition (F2,44 = 27.94, p <
.001, η2

p = 0.56) and Group (F1,22 = 5.63, p = .027, η2
p = 0.20). However, 
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the Group × Stimulus Condition interaction was not significant (p =
.941). Hit rates for stimulus condition A + c were significantly increased 
when compared to A + m (t23 = 6.95, p < .001, r = 0.82) and A- (t23 =

5.62, p < .001, r = 0.76). However, no difference was observed between 
hit rates for A + m and A− (t23 = − 1.39, p = .53). In sum, the results of 
the hit rates indicate that both groups have a multisensory facilitation on 
the subsequent recognition of auditory objects specifically in the 
congruent audio-visual recognition condition. 

Next, we conducted analyses of d’ and c to ascertain if the above 
multisensory facilitation was more likely due to perceptual sensitivity or 
response bias. A Group (CI, NH) × Recognition Condition (AVm, A, AVc) 
repeated-measures ANOVA for d’ revealed main effects of Group (F1, 22 
= 27.1, p < .001, η2

p = 0.6) and Recognition Condition (F1.5, 32.2 = 109.3, 
p < .001, η2

p = 0.83). The Group × Recognition Condition interaction 
was not significant for the d’ values (p = .462). Overall, CI users showed 
a significantly reduced d’ when compared to NH participants. Further
more, post-hoc analysis revealed a significantly higher d’ in both groups 
(Fig. 2A) when the initial object had been a congruent audio-visual 
stimulus pair, compared to when it was either an audio-visual mean
ingless pair or a unimodal auditory stimulus (d’AVc > d’AVm: t23 = 11.2, p 
< .001, r = 0.92; d’AVc > d’A: t23 = 13.5, p < .001, r = 0.94). Moreover, 
higher sensitivities (Fig. 2A) were also observed for initial unisensory 
auditory compared to audio-visual meaningless objects (d’AVm < d’A: t23 
= -3.2, p < .004, r = 0.56). Importantly, the response bias c was com
parable across all recognition conditions (effects of Group, Recognition 
Condition, Group × Recognition Condition: all p > .05; Fig. 2B). 

Median RTs for initial stimulus presentations indicated overall slowed 
RTs for CI users when compared to NH listeners (Main effect of Group: 
NH < CI: F1, 22 = 8.6, p = .008, η2

p = 0.28). Further, we observed a main 
effect of initial Stimulus Condition (F1.4, 30.4 = 31.63, p < .001, η2

p =

0.59), which was caused by faster RTs in stimulus condition AVc, 
compared to stimulus condition AVm, which in turn was significantly 
faster when compared to stimulus condition A (RTAVc < RTAVm: t23 =

-5.1, p < .001, r = 0.73; RTAVc < RTA: t23 = -6.6, p < .001, r = 0.81; 
RTAVm < RTA: t23 = -3, p = .006, r = 0.53; Fig. 2C.1). There was no 
Group × Stimulus Condition interaction (p = .320). For the repetition 
trials, a significant main effect of Group was observed, indicating overall 
slowed RTs in CI users compared to NH listeners (NH < CI: F1, 22 = 11.7, 
p = .002, η2

p = 0.35; Fig. 2C.2). However, there was no main effect of 
repetition Stimulus Condition (p = .229), nor a Group × Stimulus 
Condition interaction (p = .818). 

In sum, these behavioral results indicate for both the CI users and the 
NH listeners a multisensory facilitation of the recognition of auditory 
objects specifically by preceding congruent audio-visual stimuli (AVc). 

3.1.2. Speech recognition ability and cognitive tests 
Speech recognition ability of monosyllabic words (presented without 

background noise) was high in both the NH listeners (A and AV: 100%) 
and the CI users (A: 71 ± 8.1%, AV: 89 ± 2.1%; AV > A: t11 = 2.52, p =
.028, r = 0.60). Lip-reading skills were comparable between the two 
groups (NH: 11 ± 2.3%, CI: 19 ± 4.1%; p = .132). Speech-in-noise 
intelligibility – assessed by the GöSA sentence test – was significantly 
worse in CI users compared to NH listeners (NH: − 4.2 ± 0.2, CI: 7.3 ±
1.4; NH < CI:t10.4 = 7.29, p < .001, r = 0.91). 

Group-specific percentile ranks of the cognitive tests are provided in 
Table 3. Regarding the tests assessing the working memory capacity, the 
percentile ranks did not significantly differ between the CI users and the 
NH listeners, neither for the verbal digit span task (p = .119) nor for the 
non-verbal block span task (p = .519). Furthermore, general memory 
function, as assessed by the non-verbal Rey Complex Figure Test (RCFT), 
showed comparable performance for the immediate (p = .982) and the 
delayed free recall (p = .788), as well as for the cued recognition (p =

Table 2 
Mean hit rates and SEM for auditory repetition stimulus conditions, following 
initial audio-visual meaningless pairing (A + m), auditory objects (A− ), or 
audio-visual congruent pairing (A + c).  

Hit-Rates [%] CI NH 

A + m 72.2 ± 3.8 81.6 ± 2.6 
A- 73.9 ± 3.7 83.1 ± 2.4 
A + c 80.6 ± 3.0 90.4 ± 1.7  

Fig. 2. Behavioral results of the CI users and the NH 
listeners. A) Mean and standard error of the mean 
(SEM) are given for the sensitivity index d’, B) the 
response bias c, and C) the RTs for the initial (C.1) and 
repetition (C.2) stimulus conditions. The results indi
cate increased d’ values in the audio-visual congruent 
recognition condition in both the CI users and the NH 
listeners (A). By contrast, no significant differences 
between conditions or groups were observed for the 
response bias (B). For initial stimulus presentations, 
RTs were faster for the audio-visual congruent 
compared to the audio-visual meaningless and the 
auditory-only stimulus condition (C.1). By contrast, 
repetition trials revealed no stimulus-condition effect 
for RTs (C.2). Overall, NH participants showed higher 
accuracies and faster reaction times compared to CI 
users.   
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.254) of the complex figure. These results indicate that no general 
memory deficits were observed in CI users, compared to NH listeners. 

Finally, lexical access, as assessed by the MWT-B percentile ranks, 
was significantly lower for CI users compared to NH controls (NH > CI: 
t22 = -3.39, p = .003, r = 0.59). 

3.2. Event-related potentials 

3.2.1. ERPs to repetition trials 
Auditory ERPs, evoked by the physically identical repetition stimulus 

conditions (A + m, A-, A + c), showed typical ERP components, 
reflecting earlier (P1-N1-P2 complex at 50–250 ms after auditory stim
ulus onset) and later cortical processing stages (anterior N2 and P3a 
around 250–500 ms; Supplementary Fig. 2). Evaluation of the signal-to- 
noise ratio of the ERPs indicated a sufficient correction of the electrical 
artifact, an appropriate restoration of ERPs, and no group differences in 

the signal-to-noise ratio despite unequal trial numbers across the two 
groups (see Supplementary Material A). However, auditory repetition 
ERPs were similar across stimulus conditions and no group-specific 
differences in GMD or GFP were observed (CIA+c - A+m vs. NHA+c - 

A+m; Supplementary Material B). Thus, we did not observe neurophys
iological evidence for the modulation of congruent audio-visual stimuli 
on subsequent auditory processing, as was indicated by the modulation 
of recognition hit-rates following the AVc condition (section 3.1.1, 
Table 2) (compare Matusz et al., 2015). 

3.2.2. ERPs to initial trials 
In contrast to the repetition stimulus conditions, the ERPs from the 

initial trials showed remarkable differences between the audio-visual 
congruent (AVc) and the audio-visual meaningless (AVm) stimulus 
conditions in both groups (Figs. 3, 4 and 5). Descriptively, both groups 
showed an early visual P1 ERP component (vP1) over posterior scalp 
regions at approximately 80 ms after visual stimulus onset (Fig. 3C and F). 
We also registered audio-visual P1 and N1 responses (with respect to 
auditory stimulus onset) at central sites across both groups and stimulus 
conditions (Fig. 3B and E). With regards to frontal scalp regions (Fig. 3A 
and D), the difference wave between the two audio-visual stimulus 
conditions (AVc – AVm) revealed a positive deflection in both groups, 
peaking at around 200 ms, in the following referred to as Congruency- 
Related Response (CRR). Descriptively, the CI users’ CRR response 
(Fig. 3A) appeared to be extended in time (CI: 80 to 430 ms; NH: 140 to 
330 ms) and of larger amplitude (CI: 2.5 µV; NH: 1.5 µV) when compared 
with NH listeners (Fig. 3D). Finally, we observed a P3b component over 
parieto-occipital scalp regions in the group of NH listeners, which was 
particularly pronounced for the congruent audio-visual stimulus con
dition (Fig. 3F) and which peaked around 350 ms (2.5 µV) after auditory 
stimulus onset. 

Table 3 
Mean percentile ranks and SEM for the applied cognitive tests are shown 
together with the t-values derived from the between-group comparisons. Results 
are provided for verbal and non-verbal working memory tasks (verbal digit span 
and non-verbal block span). Furthermore, non-linguistic memory functions were 
validated using the Rey Complex Figure Test (RCFT) for immediate and delayed 
recall as well as cued recognition of an abstract pictogram. As indicated by the 
asterisk, lexical recognition (MWT-B) was significantly decreased in CI users 
when compared to NH participants (p = .003). Details on statistical results are 
provided in the text.  

Cognitive Test CI NH tdf df 

Digit Span (WMS-R) 34.6 ± 9.0 55.7 ± 9.4 − 1.62n.s. 22 
Block Span (WMS-R) 69.0 ± 9.5 60.8 ± 8.1 0.66n.s. 22 
Immediate Recall (RCFT) 72.1 ± 8.8 72.4 ± 6.3 − 0.23n.s. 22 
Delayed Recall (RCFT) 68.4 ± 9.1 71.4 ± 6.1 − 0.27n.s. 19.3 
Recognition (RCFT) 59.0 ± 9.8 71.9 ± 7.4 − 1.17n.s. 22 
Lexical Recognition (MWT-B) 59.3 ± 6.5 85.0 ± 3.8 − 3.39 * 22  

Fig. 3. ERPs to initial audio-visual stimulus conditions (AVm, AVc) for CI users (A-C) and NH participants (D-F). ERPs are shown for a frontal (A, D), a central (B, E) 
and a parieto-occipital (C, F) electrode cluster. The central electrode cluster (B, E) reveals an audio-visual P1 and N1 component in both groups. Further, the dif
ference wave (AVc – AVm) shows a positivity in the frontal electrode cluster in both groups (A, D), which is inverted in the posterior electrode cluster (C, F). Note also 
the P3b component in response to the congruent audio-visual stimulus condition over posterior scalp locations, particularly pronounced in the group of NH par
ticipants (F). Mean ERPs for the respective stimulus conditions are represented by the colored dashed and solid lines. Grey patches indicate the SEM for each ERP. 
Solid grey lines represent the difference ERP (CIAVc - AVm and NHAVc - AVm). Electrode clusters are indicated on a model head, viewed from top. 
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3.2.3. Erps to initial trials: distinct congruency-related ERP topographies in 
CI users and NH controls 

ERPs to initial trials were compared between the two groups by 
means of the global field power (GFP) and the global map dissimilarity 
(GMD) to quantify group differences in ERP response strength and ERP 
topography, respectively (Murray et al., 2008). The GFP analysis (CIAVc - 

AVm vs. NHAVc - AVm) revealed no differences in ERP response strength 
between the CI users and the NH listeners (Fig. 4B). Regarding the GMD, 
the difference ERPs (CIAVc - AVm vs. NHAVc - AVm) showed distinct 
congruency-related ERP topographies between the two groups around 
338 and 356 ms (Fig. 4C), which points to group-specific configurations 
of intracranial generators for the ERPs at this latency range (Lehmann 
and Skrandies, 1980; Murray et al., 2008). Specifically, the difference 
ERP of CI users (CIAVc – Avm) showed a frontal positivity around 338 and 
356 ms – which corresponds to the offset part of the CRR response in CI 
users (Figs. 3, 4 and 5A). At the same latency range, however, the dif
ference ERP of NH listeners (NHAVc – Avm) revealed a pronounced pos
terior positivity over posterior scalp regions, which corresponds to the 
onset part of the P3b response in NH listeners (NHAVc - AVm, Figs. 3, 4 
and 5A). 

Taken together, these results indicate comparable ERP response 
strength (GFP) across groups but distinct congruency-related ERP to
pographies (GMD) from 338 to 356 ms between the CI users and the NH 
listeners. This suggests group-specific configurations of intracranial ERP 
generators during the perception of audio-visual objects at this latency 
range. 

3.2.4. ERPs to initial trials: hierarchical clustering and single-subject fitting 
of differential ERP topographies 

The hierarchical clustering of group-averaged data from AVc and 
AVm was conducted to ascertain both the temporal stability of ERP to
pographies across time as well as any differences across conditions and 
groups. This clustering identified 14 template maps in 16 clusters that 
collectively explained 90.3% of these concatenated data. Three cir
cumscribed time windows were observed during the clustering of 
averaged post-onset ERP data (0–198, 200–380 and 382–600 ms). 
Identical template maps were observed during early post-sound onset 
periods until 198 ms between groups and conditions. 

Over the 200–380 ms period, three template maps were identified 
(M1, M2, M3) that differentially characterized the ERPs between groups 
and conditions (Fig. 5B.1, see Supplementary Material C). Single-subject 
fitting was performed, and the total presence for each template map 
(M1-M3) was evaluated. The mixed-model repeated-measures ANOVA 
revealed a 3-way interaction (F1.5,32.1 = 4.27, p = .033, η2

p = 0.16), a 
Stimulus Condition × Template Map interaction (F1.5,32.1 = 12.2, p <
.001, η2

p = 0.36) and a main effect for Template Map (F1.4,31.3 = 4.52, p 

(caption on next column) 

Fig. 4. Comparison of the difference waves between the CI users and the NH 
listeners. A) Difference ERPs for CI users (red) and NH participants (blue) for 
initial audio-visual stimulus conditions (CIAVc - AVm and NHAVc - AVm, A.1–3) for 
three different electrode clusters (from top to bottom: frontal, central, parieto- 
occipital). Grey patches indicate the SEM for each difference ERP. Electrode 
clusters are indicated on a model head, viewed from top. Note the ERP maps of 
the differences waves (CIAVc - AVm and NHAVc - AVm) at 350 ms, showing a frontal 
positivity in CI users – referred to as the CRR response (A.1) – and a posterior 
positivity in NH listeners – referred to as the P3b response (A.3). B) Comparison 
of the global field power between the CI users and NH listeners. The figure il
lustrates the difference of GFPs (Δ GFP) between groups and conditions (CIAVc - 

AVm - NHAVc - AVm). There was no significant group difference in the ERP 
response strength at any sample point of the ERP segment. C). Topographic 
group differences were analyzed by the GMD and illustrated here by the 
sample-wise spatial correlations between the difference ERP topographies of 
the two group. After FDR correction, group differences were found in the time 
range from 338 to 356 ms (CIAVc - AVm vs. NHAVc - AVm), as indicated by the red 
and grey bars. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
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Fig. 5. Topographic clustering and single-subject fitting. A) Time course of voltage topographies for the initial audio-visual stimulus conditions AVc and AVm. Time 
windows of the CRR and the P3b ERPs are illustrated (black window: CRR, grey window: P3b; see also Fig. 4A.1 and 4A.3, respectively). The grey shade indicates 
topographies in the significant GMD time window (338–356 ms) of difference ERPs (CIAVc - AVm vs. NHAVc - AVm; see also Fig. 4C). B) Hierarchical clustering identified 
three template maps in the time window between 200 and 380 ms (B.1: M1, M2, M3) and four template maps in the time window between 382 and 600 ms (B.2: M4, 
M5, M6, M7). The number of samples that were assigned to each template map during single-subject fitting are depicted as cumulative map frequencies for maps M1- 
3 (blue, B.1) and M4-7 (green, B.2), for each group and condition separately. In CI users M1 and M2 dissociate between AVc and AVm stimulus conditions during the 
200–380 ms time window (B.1). NH listeners show a dissociation of M5 (AVc) and M6 (AVm) during the 382–600 ms time window (B.2). C) Spearman rank cor
relations revealed for the CI users a positive relation between d’AVc and the occurrence of M1 topographies for AVc, as well as a negative relation between d’AVc and 
the occurrence of M2 topographies for AVm in the 200–380 ms time window (C.1). NH listeners showed a positive relationship between d’AVm and the frequency of 
M5 for AVm in the 382–600 ms time window (C.2). Ranked values are depicted, corresponding to the Spearman correlations. Asterisks indicate significant statistical 
results (p < .05, Bonferroni-Holm corrected) in all panels. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version 
of this article.) 
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= .029, η2
p = 0.17). No other main effect or interaction was observed (all 

p > .9). In light of the significant 3-way interaction, separate ANOVAs 
were conducted for each group. 

For CI users, a significant Stimulus Condition × Template Map 
interaction was observed (F1.4,15.2 = 17.5, p < .001, η2

p = 0.61). No main 
effect was observed (all p > .08). Different patterns of template maps 
characterized ERPs in response to conditions AVc and AVm, respectively 
(Fig. 5B.1). Thus, in CI users the template map M1 better characterized 
responses to the AVc (number of samples 54.6 ± 10.3), compared to 
AVm (15.3 ± 5.4) stimulus condition (t11 = 4.33, p = .002, r = 0.79). At 
the same time, template map M2 better characterized responses to the 
AVm (60.5 ± 8.6) than AVc (24.8 ± 10.6) stimulus condition (t11 =

-4.65, p = .002, r = 0.81). Template map M3 characterized both con
ditions equally (p > .44). 

Neither main effect nor their interaction effect was reliable for NH 
listeners (all p > .22), suggesting a statistically indistinguishable pattern 
of template maps in response to both AVc and AVm stimulus conditions 
in NH listeners during the 200–380 ms time window. 

Over the 382–600 ms period, four template maps were identified 
(M4, M5, M6, M7) that differentially characterized the ERPs between 
groups and conditions (Fig. 5B.2). Single-subject fitting was performed 
and the total number of map presence for each template map (M4-M7) 
was evaluated with a mixed-model repeated-measures ANOVA. A 3-way 
interaction (F3,66 = 3.77, p = .015, η2

p = 0.15) and a Stimulus Condition 
× Template Map interaction (F3,66 = 14.56, p < .001, η2

p = 0.4) were 
revealed. No other main effect or interaction was observed (all p > .19). 
Again, in light of the significant 3-way interaction, separate ANOVAs 
were conducted for each group. 

A significant Stimulus Condition × Template Map interaction was 
observed for CI users (F3,33 = 6.6, p = .001, η2

p = 0.38). No main effect 
was observed (all p > .79). Only template map M7 showed a condition- 
specific difference, better characterizing the AVc stimulus condition 
(41.3 ± 11.3), compared to AVm (12.1 ± 5.4; t11 = 3.31, p = .028, r =
0.71; Fig. 5B.2). No effect was observed for template maps M4, M5 or 
M6 (all p > .08). In NH listeners, a significant Stimulus Condition ×
Template Map interaction was revealed (F3,33 = 10.64, p < .001, η2

p =

0.49). Whereas the template map M5 better characterized the AVc (63.2 
± 13.6) stimulus condition (AVm: 20.2 ± 9.1; t11 = 3.46, p = .016, r =
0.72), template map M6 better characterized the AVm (63.8 ± 13.6) 
stimulus condition (AVc: 11.4 ± 7.1; t11 = -4.51, p = .004, r = 0.72; 
Fig. 5B.2). 

Spearman rank correlations were computed between discrim
inabilites (d’AVc, d’AVm) and the map frequencies for the template maps 
that dissociated between the two stimulus conditions AVc and AVm for 
CI users (M1, characterizing AVc; M2, characterizing AVm; Fig. 5C.1) 
and NH listeners (M5, characterizing AVc; M6, characterizing AVm; 
Fig. 5C.2). In CI users, a positive relationship between d’AVc and the 
number of samples that were assigned to template map M1 (ρ = 0.69, p 
= .04), as well as a negative relationship to M2 (ρ = − 0.89, p < .001) 
were revealed during the AVc stimulus condition (Fig. 5C.1). The same 
template maps were not related to d’AVm in CI users (all p > .9). Note that 
the total number of samples corresponding to M1 is not independent of 
samples corresponding to M2. Thus, the relationship to one map might 
be directly related to an inverse relationship to the other map. However, 
M1 and M2 voltage topographies were related to d’AVc, but not d’AVm, 
indicating a significant behavior-ERP relationship only during the 
audio-visual congruent condition. Still, it is not possible to specifically 
conclude whether behavioral changes in d’AVc were mainly related to the 
occurrence of M1 (positive correlation) or to M2 (negative correlation), 
or any combination of the two topographies. Please also note that 
reduced map counts in one condition might influence the validity of a 
correlation (see M2 during AVc in CI users, Fig. C.1, left panel). It is thus 
important to interpret the presented correlations only in synopsis, as it is 
done here. NH listeners showed a positive relationship between d’AVm 

and the template map M5 during the AVm stimulus condition (ρ = 0.73, 
p = .038; Fig. 5C.2), but no relationship was revealed between d’AVm and 
M6 or between d’AVc and neither template map (all p > .5). 

These collective results reinforce the claim that CI users have a 
distinct processing of multisensory congruence. During the 200–380 ms 
time window, CI users exhibit distinct topographies (and by extension, 
distinct configurations of neural source) in response to congruent audio- 
visual stimuli, compared to audio-visual meaningless stimulus pairs 
(CIAVc: M1, CIAVm: M2; Fig. 5B.1). Critically, the presence of these 
voltage topographies during the AVc stimulus condition relates to the 
discriminability in the same condition (d’AVc; Fig. 5C.1). NH listeners do 
not exhibit distinct responses over this time window. However, during a 
subsequent time window (382–600 ms), topographic differences be
tween stimulus conditions were observed in both CI users and NH lis
teners. Differences in response to congruent audio-visual stimuli 
dissociates in NH listeners (NHAVc: M5, NHAVm: M6; Fig. 5B.2), whereas 
the stimulus condition AVc is specifically characterized by template map 
M7 in CI users, but no dissociation with another template map was 
observed (Fig. 5B.2). 

4. Discussion 

We assessed the role of congruent audio-visual information on 
auditory recognition in elderly post-lingually deafened CI users and age- 
matched NH participants. Behavioral results (Fig. 2A) revealed a 
multisensory benefit for later auditory object recognition in both groups 
of subjects which was specific for the congruent audio-visual condition. 
The finding of such a congruency-specific multisensory facilitation effect 
suggests that the beneficial effect of multisensory stimulus context is 
driven by congruent visual information (benefit in stimulus condition 
AVc) rather than by the simple presence of additional visual information 
(no benefit in stimulus condition AVm). The EEG results (Figs. 3–5) 
revealed group differences in ERP topographies (at 338–356 ms) and a 
group-specific pattern of voltage topographies which were associated 
with (behavioral) auditory recognition ability between 200 and 380 ms 
in CI users and between 382 and 600 ms in NH listeners. In sum, our 
findings suggest that CI users have a distinct processing of multisensory 
congruence, which, however, allows both of these groups to remarkably 
improve the auditory recognition ability. 

4.1. Audio-Visual context enhances auditory recognition 

For young NH participants, Matusz and colleagues (2015) reported a 
significant improvement in auditory object recognition, if the respective 
objects had been associated previously with a congruent visual stimulus. 
This effect, in contrast, was not observed when the auditory objects were 
previously experienced in combination with a meaningless visual object 
or if they were perceived purely auditory. In the present study, the 
behavioral findings by Matusz and colleagues were extended by repli
cating the effect in both, an elderly sample of NH participants and a 
group of post-lingually deafened elderly CI users (Fig. 2). The observa
tion of enhanced discriminability in the audio-visual congruent recog
nition condition suggests that both NH listeners and CI users integrated 
the respective visual and auditory naturalistic stimulus objects (Faivre 
et al., 2014; Noel et al., 2015). 

The recognition of auditory-only (d’A) stimuli was impaired in CI 
users when compared to NH controls. Critically however, CI users 
reached the level of NH participants’ auditory recognition when the 
initial auditory stimuli were paired specifically with congruent visual 
information (i.e., d’AVc was comparable to NH d’A, Fig. 2A). Importantly, 
the results of the sensitivity d’ and the hit rates were consistent in that 
they revealed a beneficial impact on the auditory recognition ability, 
when these were preceded by congruent audio-visual objects (Fig. 2, 
Table 2). The results were further validated by the RTs of initial stimulus 
presentations: Both groups revealed faster RTs for audio-visual 
congruent information compared with audio-visual meaningless and 
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auditory-only stimuli (Fig. 2C.1). This is consistent with previous find
ings, showing that additional visual context improves auditory infor
mation processing with respect to accuracies (Matusz et al., 2015; Seitz 
et al., 2006), as well as RTs (Laurienti et al., 2004; Schierholz et al., 
2017, 2015). Furthermore, previous EEG studies showed that congruent 
audio-visual perception modulates unimodal information processing 
already at the single-trial level (Matusz et al., 2015; Murray et al., 2005, 
2004; Thelen et al., 2012; Thelen and Murray, 2013). 

After implantation, CI users have to adapt to the electrical hearing, 
showing major cortical adaptations over the first few weeks and months 
after implantation (Green et al., 2008; Sandmann et al., 2015). Auditory 
rehabilitation typically approximates a plateau within the first year of CI 
experience (Holden et al., 2013; Lenarz et al., 2012). The present results 
indicate a positive effect of congruent audio-visual perception on the 
recognition of complex auditory objects, even in experienced CI users. 
Future studies will have to examine whether the reported effects also 
manifest in a long-term fashion. First results from NH participants with 
and without vocoded speech, as well as late-implanted deafened ferrets 
have already pointed to the potential effectiveness of audio-visual 
training protocols (Bernstein et al., 2014, 2013; Isaiah et al., 2014; 
Kawase et al., 2009; Seitz et al., 2006). Thus, we speculate that sys
tematic audio-visual training protocols might yield an opportunity for CI 
users to improve recognition of auditory objects, even if this rehabili
tation strategy may be applied several months after CI switch-on. 

Our behavioral results were consistent in that they showed for both 
the CI users and the NH listeners a multisensory facilitation effect on the 
auditory recognition ability. In particular, the ANOVA computed on 
behavioral measures (hit rate, d’) revealed no significant interaction 
effect between the factors Group (CI, NH) and Condition (AVm, A, AVc), 
which suggests a similar pattern of behavioral results across groups (see 
also section 3.1.1 for more details). However, at least on the descriptive 
level, CI users – when compared to NH listeners – revealed a relatively 
stronger improvement in the discriminability for the congruent audio- 
visual recognition condition (d’A vs. d’AVc and d’AVc vs. d’AVc; Fig. 2). 
Indeed, supplementary analyses focusing on the relative changes in per
formance (A vs. AVc, A vs. AVm, AVc vs. AVm) confirmed that CI users – 
when compared to NH listeners – show a relatively stronger improve
ment in auditory object recognition ability when the initial auditory 
presentation was paired with semantically congruent visual information 
(Supplementary Material D). This finding is in line with previous liter
ature, suggesting an enhanced interplay between the auditory and visual 
modality in CI users than in NH listeners (Giraud et al., 2001; Rouger 
et al., 2012, 2007; Schierholz et al., 2017, 2015; Strelnikov et al., 2015). 
The observed audio-visual enhancement in CI users can be explained by 
a compensatory process that CI patients might develop to overcome the 
limited CI input. Indeed, previous studies have reported that CI users 
show a strong bias towards the perception of the visual component of the 
multisensory stimulus, which points to altered processing and/or 
experience-related cortical changes in implanted individuals (Butera 
et al., 2018; Champoux et al., 2009; Rouger et al., 2007; Sandmann 
et al., 2012; Stevenson et al., 2017; Stropahl et al., 2017). However, 
based on the current behavioral results, we are reluctant to draw firm 
conclusions about the relative enhancement of the audio-visual gain in 
CI users. The supplementary results on the relative gains are based on a 
small sample size, and analyzing the relative gains bears the risk that the 
observed group effects are driven by baseline imbalances between the CI 
users and the NH listeners. 

4.2. ERP activity indicates distinct audio-visual processing between groups 

For the difference ERPs – reflecting the difference between the two 
audio-visual conditions (congruent vs. meaningless) – we observed a 
group effect in the ERP topographies for the time range between 338 and 
356 ms (CIAVc - AVm vs. NHAVc - AVm; Fig. 4). Specifically, the difference 
topographies of CI users showed an extended frontal Congruency- 
Related Response (CRR) when compared to NH participants (Figs. 3 

and 4). By contrast, the topographies of NH participants revealed an 
earlier onset of the P3b component (Polich, 2007) as indicated by 
enhanced positivities over parieto-occipital scalp locations (Fig. 4). 
Furthermore, hierarchical clustering and single-subject fitting of tem
plate topographies revealed a topographical pattern in CI users during 
the 200–380 ms time window, dissociating the AVc and AVm stimulus 
conditions (Fig. 5B.1). At the same time, NH listeners showed disso
ciative topographies during the 382–600 ms time window (Fig. 5B.2). 
Given that different topographies indicate distinct configurations of 
neural sources (Lehmann and Skrandies, 1980; Murray et al., 2008), our 
results suggest that CI users show alterations in the processing of 
multisensory congruence when compared to NH listeners. 

4.2.1. ERP topographies reflect perceptual mismatch and the reorientation 
of attention to visual information in CI users 

The ERP results showed a pronounced frontal CRR response in CI 
users (Fig. 4A.1 and Fig. 5A), which highly corresponded to the M1 and 
M2 template maps that dissociated between the congruent and mean
ingless audio-visual conditions in the early time window (200–380 ms; 
Fig. 5B.1). Two different neuro-cognitive mechanisms may account for 
the more pronounced CRR response in CI users than in NH listeners (at 
the latency range 200–350 ms), in particular, 1) perceptual template 
matching/prediction and 2) the allocation of attentional resources. 

Regarding the first mechanism, previous studies have reported on 
the anterior N2 ERP in the latency range between 200 and 350 ms 
(Folstein and Van Petten, 2007). Similarly, we observed in the present 
study a frontally distributed negativity – referred to as the CRR response 
– with more negative amplitudes during the meaningless audio-visual 
condition (template map M2) when compared to the congruent audio- 
visual condition (template map M1; Fig. 4A.1 and 5A). Furthermore, 
an early anterior ERP component in CI users, very similar to the CRR, 
was previously described in the context of an auditory oddball para
digm, indicating a mismatch of deviant syllables, compared to standard 
syllables (Soshi et al., 2014). The anterior N2 has been associated with 
general mechanisms of matching sensory input with predictive template 
representations (Folstein and Van Petten, 2007; Wang et al., 2001, 2004, 
2003, 2002, 2000; Yang and Wang, 2002; Zhang et al., 2003). In this 
prediction framework, the N2 can be interpreted as signaling an error 
between the bottom-up sensation and the top-down expectation (van 
Veen et al., 2004). With regard to the present study, CI users may have 
experienced a conflict between the bottom-up sensation (of the limited 
CI input) and the top-down expectation (enabled by cortical represen
tations), marked by slower responses (Nieuwenhuis et al., 2003; Zhang 
et al., 2003). This conflict may have been more pronounced in the audio- 
visual meaningless condition (AVm) than in the audio-visual congruent 
condition (AVc), because the random dot patterns in the meaningless 
condition did not provide supporting visual context. Thus, the more 
pronounced CRR response in CI users may be explained by the fact that 
in the audio-visual meaningless condition (AVm), the CI users had to rely 
on the ambiguous electrical input, which likely induced a mismatch or 
conflict between the auditory percept (bottom-up processing) and the 
experience-related cortical representations of auditory objects. Accord
ing to Rönnberg and colleagues (2013), a perceptual mismatch changes 
perceptual processing from a fast, implicit information processing to a 
slower, explicit stimulus processing. In the present data, the slow re
sponses in CI users (Fig. 2C) might reflect such an explicit stimulus 
processing, compared to NH participants, substantiating the notion of an 
increased perceptual mismatch in CI users during the ambiguous audi
tory recognition conditions (A, AVm). By contrast, in the congruent vi
sual stimulus condition, CI users could reduce the ambiguity of the 
limited CI signal by considering the congruent visual information. This is 
indicated by enhanced behavioral performance (higher accuracies: 
d’AVc, Fig. 2A.1), faster reaction times (AVc, Fig. 2C.1), and a reduced 
frontal ERP negativity (CIAVc – Avm, Fig. 4A.1). Importantly, the single- 
subject fitting procedure revealed for the CI users an enhanced pres
ence of the M1 map during the audio-visual congruent condition, and an 
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enhanced presence of the M2 map during the audio-visual meaningless 
condition at CRR latency (Fig. 5B.1). Thus, the anterior N2 might well 
correspond to our CRR response, which was observed by the topo
graphical effects in the present data. 

A second mechanism that may account for the more pronounced CRR 
response in CI users than in NH listeners is related to the allocation of 
attentional resources. Previous studies with NH listeners have suggested 
that the positive-going P2 (Crowley and Colrain, 2004) and the P3a ERP 
(with maximal positivity over frontal scalp regions; Polich, 2007) are 
related to attention. Specifically, the P3a may reflect the allocation of 
attention towards a behaviorally relevant object (Berti, 2016; Polich, 
2007), whereas the P2 has been associated with the detection of infor
mative cues, the disengagement of attention (García-Larrea et al., 1992), 
and the focused attention on a single modality (Mishra and Gazzaley, 
2012). It is important to mention that the P2 and the P3a might overlap 
in time depending on the task (Berti, 2016). With regard to the present 
study, the pronounced CRR response in CI users might reflect the 
disengagement of attention from the auditory stream (P2) and/or the 
allocation of attention (P3a) towards the informative congruent visual 
information in the audio-visual congruent (AVc) stimulus condition 
(Butera et al., 2018). However, at this point we cannot exclude that the 
observed topographic differences in CI users are caused by altered 
visual-to-auditory priming (Schneider et al., 2008) or by cortical reor
ganization (Stropahl et al., 2017). Indeed, previous studies have shown 
altered processing of basic or more complex visual stimuli in CI users, 
which may be a consequence of sensory deprivation and/or degraded 
sensory input after implantation (Chen et al., 2016; Sandmann et al., 
2012; Stropahl et al., 2015). 

Taken together, the observed topographic differences (M1: AVc and 
M2: AVm, Fig. 5) and the extended CRR in CI users (Figs. 3 and 4A.1) 
may relate to the signaling of a prediction error in the audio-visual 
meaningless stimulus condition (anterior N2), and/or to the allocation 
of attention towards the visual modality in the audio-visual congruent 
stimulus condition (P2, P3a). Critically, the behavioral performance was 
specifically related to the template topographies only during the 
congruent audio-visual stimulus condition at the 200–380 ms time 
window (Fig. 5C.1; positive relation between d’AVc and M1 and negative 
relation between d’AVc and M2). This indicates that the CI users show a 
modulation of the CRR response in particular when an informative vi
sual context is available. 

4.2.2. P3b topographies reflect resource allocation in NH participants, but 
not in CI users 

CI users and NH listeners showed distinct ERP difference topogra
phies between 338 and 356 ms for audio-visual stimuli, dependent on 
the congruency of auditory and visual information (CIAVc - AVm vs. NHAVc 

- AVm, Figs. 4 and 5). At this latency rage, the NH listeners revealed 
specifically for the audio-visual congruent condition an ERP topography 
with a positivity over parieto-occipital scalp locations (Fig. 3F and 
Fig. 4.A.3). Interestingly, this voltage topography is concordant with the 
template map M5 from the single-subject fitting procedure, which 
characterizes the audio-visual congruent condition specifically in the 
group of NH listeners in the later time window (382–600 ms). We sug
gest that this voltage topography of NH listeners in response to the 
audio-visual congruent condition (Fig. 4; M5 topography in Fig. 5B.2) 
reflects the P3b ERP (Polich, 2007). Together with the later offset of the 
CRR in CI users (Fig. 5A), a relatively early onset of the P3b in NH lis
teners (Fig. 5A) seems to drive the group-specific topographical differ
ences (CIAVc - AVm vs. NHAVc - AVm, Fig. 4). 

Previous studies have associated the P3b with processing effort and 
the allocation of cortical resources in NH participants (Kok, 2001), as 
well as the accessibility of perceptual information in CI users (Henkin 
et al., 2009). Regarding the present study, the NH listeners showed a P3b 
response in the difference ERPs (NHAVc – Avm; Fig. 3F and 4A.3), char
acterizing the audio-visual congruent condition during the 382–600 ms 
time window (template topography M5 in Fig. 5B.2). Here, the P3b 

might reflect the reduced processing effort in NH listeners specifically 
when congruent visual context is available (Kok, 2001). This is 
confirmed by our behavioral results, showing increased discriminabil
ities (d’AVc) and faster RTs (AVc, Fig. 2C.1) in particular in audio-visual 
congruent conditions. 

In contrast to NH listeners, the CI users showed at the same latency 
range (382–600 ms) a template map M7 which characterized the audio- 
visual congruent condition. However, there was no dissociation to 
another template map in CI users (Fig. 5B.2). The reduced P3b in the 
difference ERP (CIAVc - AVm, Fig. 4A.3) and the distinct template to
pographies during the AVc stimulus condition between NH listeners and 
CI users (NH: M5, CI: M7; Fig. 5B), point to a CI-induced resource 
capturing by the complex natural auditory stimuli (Finke et al., 2015). 
Although also CI users showed enhanced sensitivities (Fig. 2A) and 
faster RTs in the audio-visual congruent recognition and stimulus con
ditions (Fig. 2C.1), the reduced listening effort that is induced by 
congruent visual context might not lead to a reduced processing effort in 
total. Instead, CI users may allocate their resources to make increased 
use of the available congruent visual information, as indicated by al
terations in congruent audio-visual processing at CRR latency. In 
contrast, NH listeners seem to use the same visual context information to 
complement and deepen their auditory perception (Rugg et al., 1998; 
Rugg and Yonelinas, 2003), as indicated by a pronounced P3b (Fig. 3F 
and 4) and behavioral improvements (Fig. 2). 

5. Conclusion 

A continuous recognition paradigm was employed to assess the 
facilitating potential of audio-visual perception on auditory object 
recognition in a group of elderly post-lingually deafened CI users and 
age-matched NH controls. An improved recognition ability of auditory 
stimuli was observed when these stimuli were preceded by congruent 
audio-visual context, both in the NH listeners and the CI users. Given 
that the observed performance gain in CI users might be of clinical 
relevance, future studies need to assess a) whether audio-visual strate
gies can improve the auditory rehabilitation after cochlear implantation 
and b) how audio-visual incongruent stimuli affect the observed pro
cessing differences in CI users. 

Despite a similar pattern of behavioral improvements in both groups, 
our ERP results indicate a distinct congruency-related processing of 
audio-visual objects in CI users (before 350 ms) when compared to NH 
controls (after 350 ms). The distinctive ERP topographies in CI users 
may be explained by the processing of a perceptual mismatch (i.e., a 
conflict between the bottom-up and top-down processing) and/or by the 
enhanced allocation of attentional resources towards the available 
congruent visual information. 
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