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A B S T R A C T

The discovery of the FLASH effect has revealed a high potential for treating cancer more efficiently by sparing
healthy tissue. The surge in related medical research activities over the last couple of years has triggered a
demand for technology with the capability of generating and measuring ionizing radiation at ultra-high dose-
rates (UHDR). A reliable dosimetry system is an integral part of a radiotherapy machine. Because existing active
dosimetry methods are unable to handle the dose-rates required for FLASH, UHDR dosimetry has emerged as an
important area of research. In this paper we present an active dosimetry method based on a scintillating screen
and an integrating current transformer. This method provides a simultaneous measurement of the absolute
dose delivery as well as the 2D dose distribution. The measurements have been correlated with corresponding
readings from radiochromic films (RCFs), and a procedure for image processing has been established. Moreover,
different methods of calibrating the active dosimetry system against RCFs have been introduced and evaluated.
Lastly, we present results which demonstrate that an agreement with RCFs of better than 5% can be realistically
expected if camera parameters are carefully optimized.
1. Introduction

FLASH radiotherapy has become an important field of cancer re-
search because of its potential for highly beneficial therapeutic effects.
The optimum therapeutic effect is often described as maximizing the
tumour control, while minimizing damage to healthy tissue. By de-
livering the prescribed dose at ultra-high dose-rates (UHDR), sparing
of healthy tissue compared with conventional treatment at low dose-
rates has been observed. Moreover, UHDR seems to have the same
treatment effect on cancerous tissue as conventional dose rates [1]. The
combination of these two observations, termed the FLASH effect, makes
radiotherapy at UHDR a promising future modality for treating cancer.

Several research groups of biologists, radiation oncologists and
medical physicists around the world are working on understanding the
underlying biological mechanisms that govern the FLASH effect. Along
with the rapid advances in the field, there is an increasing demand to
develop technology capable of delivering the required particle beams.

∗ Corresponding author at: European Organization for Nuclear Research, Genève 23, 1211, Switzerland.
E-mail address: vilde.rieker@cern.ch (V.F. Rieker).

For clinical research in radiation oncology, accelerators and instru-
mentation for dose delivery control and quality assurance, that can
operate reliably and reproducibly under the required conditions, need
to be developed. For FLASH beam conditions physicists are therefore
studying how to obtain the required beam parameters for UHDR with
high precision and reproducibility. Moreover, accurate and reliable
dosimetry is crucial. The response of conventional active dosimeters
such as ion chambers is nonlinear and tends to saturate at UHDR. More
specifically, ion chambers exhibit a significant reduction in collection
efficiency at high dose-per-pulse [2,3]. Alternative approaches to active
dose monitoring at UHDR have therefore become an important field of
research.

In contrast, most passive dosimeters, such as radiochromic films
(RCF), exhibit a dose-rate independent nature [4–7]. However, due
to their lack of temporal information as well as their manual and
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time consuming procedures for data acquisition, they are not suitable
for clinical use. A large scientific community has therefore become
invested in optimizing existing methods, as well as developing new
tools for active dosimetry at UHDR. One such approach is to exploit
the beam instrumentation already present in the accelerator to establish
a calibrated ‘‘beam-based’’ dosimetry method. By using measurements
of the transverse profile and charge of the particle beam, it would be
possible to deduce the resulting dose distribution in a given target.

The CERN Linear Electron Accelerator for Research (CLEAR), is a
versatile research linac that can be used for dose distribution mea-
surements for UHDR. The linac is designed for optimal performance at
∼200 MeV. With the ability to easily tune the charge per particle bunch,
he number of particle bunches per pulse and the pulse frequency at
LEAR, we can effectively tune the dose-rate over a large range. Com-
ined with the high nominal energy, this dose-rate flexibility makes
t one of few machines available for studying FLASH radiotherapy
ith very high energy electrons (VHEE). Being less sensitive to tissue

nhomogeneities than protons, VHEEs can be particularly beneficial for
reating large and deep seated tumours [8].

At CLEAR, we are collaborating with biologists and radiation oncol-
gists who are studying the potential benefits of VHEE combined with
HDR. An important part of this collaboration is developing dosimetry
ethods adapted for VHEE FLASH radiotherapy. Our approach consists

f monitoring the charge using an integrating current transformer
ICT) which is inherently non-destructive. We then combine the charge
easurement with the transverse beam profile to obtain the trans-

erse charge distribution. The beam profile is monitored via a thin
nd minimally disruptive yttrium aluminium garnet (YAG) scintillating
creen. These screens exhibit sufficient light-yield for a range of beam
harges—and a decay time which is suitable for the frequency of the
mage acquisition system and temporal structure of the beam at CLEAR.

Finally, the key element in verifying a beam-based dosimetry system
s to calibrate it with a referenced dosimeter, such as radiochromic
ilms (RCFs). In addition to dose-rate independence, RCFs have the
enefit of providing spatial information about the dose distribution.
CFs are thus in themselves (passive) instruments for beam profile
easurements, and their dose distributions can be directly correlated
ith the charge distributions obtained from the beam instrumentation.
his paper presents the developments at CLEAR in establishing a pro-
edure for active, beam-based UHDR dosimetry using RCFs as passive
eference.

. Experimental setup

.1. Beamline description

The travelling-wave accelerating structures (ACS) at CLEAR have
frequency of 3 GHz, and the klystrons that power them have an

djustable pulse repetition rate between 0.833 and 10 Hz. A photo
njector generates electron bunches, which can be injected in every
ingle or every other radio frequency (RF) bucket. This flexibility
rovides the option of 1.5 or 3 GHz bunch frequency. It is also possible

to adjust the number of bunches sent with every RF pulse from 1 to
∼150. Lastly, the power of the drive laser can be adapted to tune the
bunch charge up to around 1500 pC. The graph in Fig. 1 illustrates these
properties.

Together, these properties make CLEAR a well suited linac for
exploring the requirement for the FLASH effect by varying beam struc-
tures and dose-rates.

Fig. 2 shows a simplified overview of the beamline [9]. Along the
beamline, there are several in-vacuum positions equipped with screen
plus camera systems (beam television, or BTV) and quadrupoles (QFD
and QDD). Respectively, these instruments allow for observation, and
tuning of the transverse beam distribution. There are two spectrometer
lines with dipoles for quantification of the beam energy [10]. Moreover,
both in-air test stands are equipped with BTVs and ICTs, which provide
2 
Fig. 1. An illustration of the beam structure at CLEAR.

real-time information about the final beam profile and charge per
pulse. The robotic sample handling system used for dosimetry studies
is installed in air, at the final test stand.

For the purpose of these studies, we define two separate beam
delivery conditions: FLASH and CONV. At CLEAR, FLASH conditions
are obtained by sending a single pulse composed of multiple bunches,
while CONV, which refers to conventional dose rate, is obtained by
delivering multiple single-bunch pulses. Because we are also interested
in evaluating the dose-rate dependency of a dosimetric system, we tar-
get the same dose in both FLASH and CONV. Effectively, targeting the
same dose means targeting the same total charge, under the assumption
that tuning the beam’s temporal structure does not affect the transverse
beam distribution.

There are a number of ways to obtain the same total charge between
FLASH and CONV. For CONV, the relevant parameters are the bunch
charge, pulse repetition rate and number of pulses delivered. In FLASH
there is the bunch charge, the bunch frequency, and the number of
bunches in the pulse. The optimal dose-rate for the biological FLASH
effect is not yet fully established. Thus, from a dosimetry perspective,
the main goal is to develop a system which exhibits a linear response
in the full operating range from conventional dose-rates to UHDR.

In these experiments, we aimed to keep the bunch charge constant
between FLASH and CONV. Moreover, the instantaneous dose-rate can
still be relatively high even with a single bunch pulse. To ensure that
the CONV dose-rate was as low as possible, we chose a relatively low
bunch charge. Finally, we wanted to target 10 Gy in water as this is
a clinically relevant dose. These considerations resulted in the beam
parameters summarized in Table 1.

2.2. Sample handling

Our goal is to develop a reliable real time dosimeter for FLASH
radiotherapy. Because human tissue mostly consists of water, a water
phantom is commonly used for reference dosimetry. However, in a
clinical setting, one would typically measure the delivered dose be-
fore the patient, correlating it to the one delivered to the patient’s
organs. It is therefore fundamental to establish the relationship between

measurements of beam profiles and dose in both air and water.
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Fig. 2. A simplified drawing of the CLEAR beamline. The YAG screens and the RCFs are positioned within the robot inside the experimental area.
Table 1
Approximate beam parameters used during the experiments, defining the CONV and
FLASH conditions. For FLASH, all the charge is delivered within a single pulse beam
pulse.

Beam parameters

Variable Sym. Unit CONV FLASH

Bunch charge 𝑄𝑏 pC ∼100 ∼100
No. of bunches 𝑁𝑏 1 1 ∼100
Bunch freq. 𝑓𝑏 GHz NA 1.5
No. of pulses 𝑁𝑃 1 ∼100 1
Pulse rep. rate 𝑓𝑃 Hz 0.833 NA
Mean dose rate �̇� Gy/s ∼𝟎.𝟎𝟐𝟓 ∼𝟏𝟎𝟗

Delivery time 𝛥𝑡 s 𝟏𝟐𝟎 𝟔𝟕 ⋅ 𝟏𝟎−𝟗

In order to study the relationship between the two media, while
nsuring efficient and reproducible data collection, a robotic system
as been used. Such a robot was developed in CLEAR in order to move
amples in and out of the beam without accessing the accelerator hall,
hus enabling the collection of large data sets in a short time [11].
ig. 3(a) shows a drawing of the robotic system holding a YAG screen
n front of the beam. One of the robot’s main features is a grabber
rm with a camera attached to it, that can pick up custom 3D printed
olders. The robotic system allows us to customize holders for both
rofile monitors and radiochromic films, and thus ensure that they
re irradiated under comparable conditions. The robot is installed at
he end of the beamline in air. In combination with a water phantom
ounted on a vertical stage within the range of the robot grabber, one

an easily compare in-air and in-water measurements. The robot can
osition samples in a relatively large area, and also has the ability to
erform longitudinal scans with a profile monitor in the beam direction,
hich allows us to study the beam evolution through water or air.

.3. Charge and profile monitoring system

In these studies, we acquired the beam profile by using cerium ac-
ivated yttrium aluminium garnet (YAG:Ce) scintillating crystals. YAG
creens of two different thicknesses, herein referred to as YAG1 and
AG2, were used. The screens were oriented perpendicular to the beam,
nd the scintillation light was reflected towards a vertically displaced
igital camera by a mirror located downstream of the YAG. Moreover,
n order to maximize the light intensity reaching the camera, both
creens had a thin aluminium coating on the upstream face. The coated
AG screen and mirror was mounted in a 3D printed holder adapted

or the robot, which can be seen in Fig. 3(b). The camera was mounted
n the robot arm, and the physical pixel size of the full profile monitor
as calibrated via physical marks on the YAG screen. The details of the
onitoring system are outlined in Table 2.
3 
Table 2
Details of the beam profile monitoring systems.

Beam charge and profile monitor

Camera Basler acA1920-40gm [12]
YAG1 Crytur YAG:Ce, 40 × 40 × 0.5 mm3 [13]
YAG2 Crytur YAG:Ce, 30 × 30 × 0.2 mm3 [13]
Pixel size 34 μm
Charge Bergoz ICT-082-070-5.0 + BCM-IHR-E [14]

Table 3
Details of the RCFs and scanner.

Radiochromic film dosimeters

Film type GafchromicTM HD-V2
10−1000 Gy [15]

Film dimensions 40 × 35 mm2

Scanner Epson® Perfection V800
Scanning resolution 300 dpi
Pixel size 85 μm

2.4. Radiochromic films

RCFs come in different compositions with dynamic ranges adapted
for different dose ranges. For radiotherapy applications, the doses typi-
cally ranges from one Gray up to a few tens of Gray. The ultimate goal
of this study is to extend the calibration of the beam-based dosimetry
system from air to water, such that one may predict the dose in water
from measurements in air. It is therefore meaningful to test the system
in air, with a total charge which corresponds to a clinically meaningful
dose (e.g. ∼10 Gy) in water. For a beam in air at CLEAR, the 1𝜎–beam
size will typically be in the order of 1−2 mm, depending on the exact
beam parameters and distance from the vacuum window. In contrast,
the same beam in water can easily achieve sizes of 5−6 mm due to the
increased scattering. Thus, for the same charge required to achieve a
dose of about 10 Gy in water, a dose of in the order of ∼100 Gy will be
measured in air. The GafchromicTM HD-V2 RCF which has a dynamic
dose range from 10 to 1000 Gy was therefore selected. The films were
cut to rectangles using a laser cutter. The properties of RCFs can be
seen in Table 3.

The holders for the RCFs were designed to allow for several films
placed longitudinally ∼5 mm apart in the same holder, as seen in
Fig. 3(c). This design makes it possible to evaluate the longitudinal
evolution of the dose distribution in air.
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Fig. 3. Drawings of the robotic sample handling system and the 3D printed sample holders.
3. Experimental procedure

3.1. Irradiation

Radiochromic films were irradiated at multiple distances from the
vacuum window, at both CONV and FLASH dose-rates. Each set of film
irradiations was accompanied by longitudinal scans of the beam profile
using a YAG screen. The aim is to assess the consistency of screen- and
charge measurements with the dose readings from the RCFs—because
this is an essential step in establishing the active dose-monitoring
procedure.
4 
3.2. RCF processing

The RCFs were calibrated against an Advanced Markus Chamber
at conventional dose rate, using the 6 MeV Oriatron eRT6 electron
linac at the Lausanne University Hospital [16]. To obtain the dose
distributions, the RCFs were digitized at 300 dpi using a flatbed photo
scanner, and pre-processed according to the procedures described in
Ref. [17]. Moreover, the red channel was selected for dose evaluation,
because this channel had the most sensitive calibration curves for the
doses used.
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Fig. 4. The effect of processing the digital images of YAG2.
Fig. 5. The horizontal (left) and vertical (right) beam profiles obtained from an RCF and superimposed images from YAG2. The vertical lines indicate the transverse beam sizes
𝜎𝑥 and 𝜎𝑦.
3.3. Image processing

Dosimetry with non-uniform beams, such as the Gaussian beam
at CLEAR, requires particular care in measuring the distribution and
beam alignment. An important step is therefore to define a metric for
comparison of the transverse distributions of the RCF and the profile
monitor. This metric must be independent of the absolute intensity of
the profile monitor, so that a relationship between charge and dose
distribution can be established.

Assuming a beam with no coupling between the horizontal and
vertical planes, the beam charge density distribution acquired from
the beam profile monitor can be described by the two-dimensional
Gaussian distribution in Eq. (1),

𝑄′(𝑥, 𝑦) = 𝑄′
max ⋅ exp

[

−

(

(𝑥 − 𝜇𝑥)2

2𝜎2𝑥
+

(𝑦 − 𝜇𝑦)2

2𝜎2𝑦

)]

, (1)

where 𝑄′
max = 𝑄′(𝜇𝑥, 𝜇𝑦) is the charge density at the centre of the

beam, 𝜎𝑥 and 𝜎𝑦 are the transverse beam sizes, and 𝜇𝑥 and 𝜇𝑦 are
the coordinates of the mean. The mean coordinates (𝜇𝑥, 𝜇𝑦) also define
the reference point for the beam position. To be able to compare
such parameters between different images in a systematic manner, it
is imperative to remove any noise which is not related to the beam
5 
from the image. Fig. 4 shows the effect of background subtraction and
subsequent application of a median filter. The first step of subtracting
Figs. 4(a) from 4(b) ensures that any background signal is brought to
zero. By applying a median filter to the resulting image in Fig. 4(c), the
defective pixels are taken out.

It is worth noting that in CONV mode, several subsequent beam
pulses will be accumulated in the same RCF. Since the YAG image
acquisition is triggered with each pulse, these images should therefore
be overlapped to take the beam position jitter into account. This super-
imposition ensures comparable distributions between the YAG image
and the RCF. In FLASH mode, relative position jitter between the YAG
and the RCF is not a concern, because the entire beam is delivered in
a single pulse. Taking these considerations into account, the following
procedure for image processing has been developed in python:

1. Starting with all images as two-dimensional arrays, the back-
ground is subtracted.

2. A 3 × 3 median filter is then applied.
3. For CONV, YAG images corresponding to the number of pulses

are superimposed.
4. The beam centre (𝜇𝑥, 𝜇𝑦) is estimated by the maximum of the

image projections in each direction.
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Fig. 6. The two dimensional distributions of (a) charge from YAG2 and ICT measurement and (b) dose from the film, with the local regions 𝐴𝑖 indicated.
Fig. 7. Predicted doses using the calibration factors 𝐶𝐺 , 𝐶�̄�𝑖
, 𝐶�̄�𝑖 ,𝑟𝜎 and 𝐶𝜎 on the circles 𝐴𝑖 in Fig. 6(a). The corresponding measured doses from Fig. 6(b) are shown in red.
5. Approximate values for 𝜎𝑥 and 𝜎𝑦 are estimated, and the images
are cropped to (𝜇𝑥, 𝜇𝑦) ± 5 × (𝜎𝑥, 𝜎𝑦).

6. Thin strips a few pixels wide around the centre are defined in 𝑥
and 𝑦 directions to generate the separate beam profiles.

7. A Gaussian fit is performed on the profiles to obtain the true
values for 𝜇𝑦, 𝜇𝑦, 𝜎𝑥, and 𝜎𝑦.

After applying these steps, we will compare two different metrics of
correlation between YAG and RCF distributions; namely the 1𝜎 -beam
size, and the overall intensity distribution.

3.4. Semi-analytical approach

Fig. 5 shows the horizontal and vertical profiles obtained via the
procedure described in Section 3.3, for YAG2 and an HD-V2 RCF
irradiated simultaneously in air under CONV conditions.
6 
The deduced beam sizes indicate that the distributions from YAG2
and the RCF are in good agreement. The discrepancies between the
two detectors are 4.3% and 3.4% for the horizontal and vertical planes,
respectively.

The ICT measurement corresponds to the integral of the two-
dimensional Gaussian function in Eq. (1), given by

𝑄tot = ∫

∞

−∞ ∫

∞

−∞
𝑄′(𝑥, 𝑦) d𝑥d𝑦 = 2𝜋𝜎𝑥𝜎𝑦𝑄′

max, (2)

where 𝑄tot is the total charge and 𝑄′(𝑥, 𝑦) is the local charge density.
We assume that the dose distribution 𝐷(𝑥, 𝑦) is proportional to the
charge density 𝑄′(𝑥, 𝑦) in Eq. (1).

We may then estimate a calibration factor 𝐶𝜎 as the ratio between
the 𝐷max and 𝑄′

max. Using the total accumulated charge of 𝑄tot =
10.65 nC measured by the ICT combined with 𝜎𝑥 and 𝜎𝑦 from YAG2,
we find 𝑄′ = 1238 pC∕mm2. From the RCF we find a peak dose of
max
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Fig. 8. The longitudinal evolution of the transverse beam sizes in horizontal (top) and vertical (bottom) directions, under CONV conditions.
r
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𝐶

max = 𝐷(𝜇𝑥, 𝜇𝑦) = 181 Gy, and we obtain

𝜎 =
𝐷max
𝑄′

max
= 0.146

Gy mm2

pC
. (3)

With this calibration factor, the expected transverse dose distribu-
tion for a given beam charge 𝑄tot and transverse beam sizes 𝜎𝑥 and 𝜎𝑦
can be estimated in air

𝐷(𝑥, 𝑦) = 𝐷max ⋅ exp

[

−

(

(𝑥 − 𝜇𝑥)2

2𝜎2𝑥
+

(𝑦 − 𝜇𝑦)2

2𝜎2𝑦

)]

, (4)

ith

max =
𝐶𝜎
2𝜋

⋅
𝑄tot
𝜎𝑥𝜎𝑦

. (5)

.5. Numerical approach

We can also omit the assumption of a Gaussian distribution by
ooking directly at the charge density, and following the same proce-
ure as described in Section 3.3. This method avoids any requirement
egarding nature of the distribution, but is potentially more sensitive
o un-physical artefacts of the monitoring system, such as noise and
efective camera pixels. An accurate estimate of the beam position is
mportant, and particularly in air, where the beam size is small relative

o the pixel size.

7 
The charge distribution 𝑄𝑥𝑦 can be obtained from the YAG via
Eq. (6), by normalization of the intensity distribution 𝑖𝑥𝑦 of the image,
and scaling by the total delivered charge 𝑄tot.

𝑄𝑥𝑦 = 𝑄tot ⋅
𝑖𝑥𝑦

∑

𝑥𝑦 𝑖𝑥𝑦
(6)

Fig. 6(a) shows the resulting charge distribution. The dose distribu-
tion 𝐷𝑥𝑦 in Fig. 6(b) is obtained from the RCF. One way to numerically
estimate the calibration factor from charge density to dose is via the
global integrals of the YAG and RCF distributions in Eq. (7)

𝐶𝐺 =
𝑃 2
𝑅 ⋅

∑

𝑥𝑦 𝐷𝑥𝑦
∑

𝑥𝑦 𝑄𝑥𝑦
= 0.156

Gy mm2

pC
, (7)

where 𝑃𝑅 is the pixel size of the RCF.
Another way is by sampling 𝑁 = 100 normally distributed small

circles 𝐴𝑖 across the distributions. The size of the circles were chosen
such that they are small enough to limit the local variation, yet large
enough to contain the largest pixel size (𝑟 ≃ 0.20 mm ≪ 𝜎). The local
atio of dose to charge density is then determined by evaluating the
ean dose across 𝐴𝑖 from the dose distribution in Fig. 6(b), and the

harge density of the corresponding area in the charge distribution in
ig. 6(a). The local calibration factor 𝐶�̄�𝑖

can then be evaluated as the
verage of all local charge to dose density ratios;

�̄�𝑖
= 1 ∑ 𝐷(𝐴𝑖) = 0.170

Gy mm2
. (8)
𝑁 𝑖 𝑄′(𝐴𝑖) pC
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Fig. 9. The horizontal (left) and vertical (right) beam profiles obtained from the films and YAG screens under CONV conditions. The vertical lines indicate the horizontal and
ertical beam sizes 𝜎𝑥 and 𝜎𝑦.
Fig. 10. The longitudinal evolution of the predicted and measured peak doses under CONV conditions.
A third option is to limit the calculation to the samples 𝐴𝑖 that are
located within e.g. 1 − 𝜎 from the centre,

𝐶�̄�𝑖 ,𝑟𝜎 = 1
𝑁𝑟<𝜎

∑

𝑖𝑟<𝜎

𝐷(𝐴𝑖)

𝑄′(𝐴𝑖)
= 0.165

Gy mm2

pC
. (9)

𝐶�̄�𝑖 ,𝑟𝜎 limits the contribution of the tails, a region in which the doses
approach the lower limit of the dynamic range of the RCF, and the
uncertainty increases. This calibration factor should therefore yield a
better dose estimate for samples located within a radius of 1 − 𝜎 of the

beam centre.

8 
3.6. Method evaluation

To evaluate the accuracy of the different calibration factors, we may
then apply them to the charge density of each individual circle 𝐴𝑖 in
Fig. 6(a). Fig. 7 shows the measured dose of the circles in Fig. 6(b),
as function of measured charge density of the corresponding circles in
Fig. 6(a). The straight lines show the corresponding predicted doses
using the calibration factors 𝐶𝜎 , 𝐶𝐺, 𝐶�̄�𝑖

and 𝐶�̄�𝑖 ,𝑟𝜎 .
A comparison of the different calibration factors along with their

average predictability overall and within a radius of 1𝜎 can be seen

in Table 4. If we omit points outside of the dynamic range of the RCF
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Fig. 11. The longitudinal evolution of the transverse beam sizes in horizontal (top) and vertical (bottom) directions, under FLASH conditions.
able 4
alibration factors obtained via the charge density method.
Calibration factors

Factor Value (Gy mm2∕pC) Overall RMSPE 1𝜎 RMSPE

𝐶𝜎 0.146 14.8% 11.1%
𝐶𝐺 0.156 9.8% 5.8%
𝐶�̄�𝑖

0.170 6.5% 5.9%
𝐶�̄�𝑖 ,𝑟𝜎 0.165 6.8% 4.2%

(<10 Gy), the three numerical calibration factors 𝐶𝐺, 𝐶�̄�𝑖
and 𝐶�̄�𝑖 ,𝑟𝜎

all have RMS prediction errors of less than 10% overall. This error
is reduced to 6% if we limit the prediction to within 1𝜎. The semi-
analytical factor 𝐶𝜎 exhibits a predictability which is clearly below the
numerical methods. 𝐶�̄�𝑖 ,𝑟𝜎 seems to be best performing, with an average
error of less than 5% for predictions within 1𝜎.

It is clear that all the calibration methods exhibit improved pre-
dictability close to the centre of the Gaussian distribution. This may
be partly explained by the fact that the doses in this region are
significantly offset from the edge of the dynamic range of the RCF.

4. Results and discussion

Using the system illustrated in Fig. 3, longitudinal scans in air were
performed to study the longitudinal evolution of the beam profiles and
dose, using both the YAG screen and two RCFs per position (RCF1
9 
and RCF2). The performance of the calibration methods described in
Section 3 was assessed via a separate set of measurements. As opposed
to during the calibration, the profile monitors and RCFs were irradiated
separately.

4.1. CONV mode

The measured beam sizes and their longitudinal evolution for the
YAG screens and RCFs can be seen in Fig. 8. The graphs show the
increase of the beam size as the beam expands in air. Both the RCFs
and YAG1 measures a similar slope for the beam expansion. This
indicates that the measurements from the RCFs and the YAG1 are in
good agreement, apart from a systematic offset of about 10%. Whether
or not this is a physical or instrumental issue is not fully understood.
Only a single point for YAG2 was recorded due to data loss during the
acquisition. Additionally, the transverse profiles for a single position
(∼515 mm) are shown in Fig. 9.

The likely explanation for the difference between the profiles and
beam sizes from YAG1 and YAG2 is that the gain setting was too low
for the amount of light emitted by YAG2 in CONV mode. The same gain
was used for both screens, and with YAG1 being thicker than YAG2, it
is expected that it will emit more light. By looking at the profiles it
appears that the signal-to-noise ratio (𝑆∕𝑁) is too low in the tails of
the YAG2 profile in Fig. 9. Moreover, the ∼10% discrepancy between
YAG1 and the RCFs is also slightly higher than what was found during
the calibration in Fig. 5. The gain could also play a role in explaining
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Fig. 12. The horizontal (left) and vertical (right) beam profiles obtained from the films and YAG screens under FLASH conditions. The vertical lines indicate the horizontal and
ertical beam sizes 𝜎𝑥 and 𝜎𝑦.
his, but the difference in timing for the YAG and RCF irradiation could
lso have an impact. The YAG and RCF were irradiated simultaneously
uring the calibration, while approximately two hours apart during the
xperiment. One potential explanation for the discrepancy between the
wo irradiations could therefore be variations in beam stability.

If we then look at how well the calibration factor 𝐶�̄�𝑖 ,𝑟𝜎 in Table 4
describes the dose evolution, we see from Fig. 10 that the slopes are
again similar. However, there is an offset of about 15% between the
predicted peak dose from YAG1 and the corresponding dose measured
on the RCF. The main explanation for this is directly linked to the beam
size discrepancy in Fig. 8; if the apparent beam size is lower, then the
predicted peak dose will be higher. Another potential contributing error
here, is the fact that for the beam size in question, the pixel size of the
digitized RCF is relatively large, and the peak region is thus composed
of a single pixel.

4.2. FLASH mode

The same experiment as in Section 4.1 was then done in FLASH
mode for comparison. Apart from the beam mode, the only differences
were that only a single longitudinal film holder was used, and the full
data set was collected within approximately 30 min. The resulting beam
size evolution from the longitudinal scans can be seen in Fig. 11, and
the transverse profiles for a single position (∼515 mm) are shown in
Fig. 12.

In the horizontal direction, we see clearly that the slopes of the
beam size evolution of YAG1, YAG2 and the RCF are similar. The
discrepancies between YAG2 and the RCFs are now at about 5%, which
is very likely to be due to the increased 𝑆∕𝑁 that comes with the higher
charge per pulse in FLASH mode. As for YAG1, we see that in FLASH
mode, there is an overestimation of the beam size of about 5% relative
to that of the RCF. In light of the underestimation observed for the
CONV mode in Section 4.1, this may indicate that the 𝑆∕𝑁 was too low
for YAG1 in CONV mode. If we look at the vertical direction, the results
10 
are a bit more difficult to interpret, but there is still a clear correlation
between the YAG screens and the RCFs.

Looking at the measurements and predictions of the peak dose
evolution in Fig. 13, we see a reasonably good agreement, particularly
between YAG1 and the RCF with less than 10% discrepancy. Addition-
ally, the uncertainty related to the small beam size relative to the pixel
size of the digitized RCF remains.

5. Summary and conclusions

It has been demonstrated that the combination of a YAG:Ce scin-
tillating screen and an ICT can be used for dose prediction with a
predictability of up to 95%. It has also been shown that using both
beam size or charge density from beam profile monitors to predict
the dose deposition is feasible. It was found that the accuracy of
the presented method is particularly sensitive to the camera settings
relative to the amount of light emitted. In order to achieve reproducible
and reliable dosimetry, it remains to perform a full correlation study
between the camera setting, screen thickness and charge density, to
ensure that the system is producing a signal within the linear range
of the camera. Another limiting factor of the presented data is the
relatively large pixel size of the digitized RCFs relative to the beam
size. Achieving good control of the combination of camera- and beam
parameters should allow for stable dose predictions with less than 5%
error for a Gaussian beam.

5.1. Future work

Research activities are already on-going for testing and characteri-
zation of a system for generating a flat profile in the transverse plane
for VHEE beams at CLEAR. With a flat profile, the issues of 𝑆∕𝑁 in the
tails of the distribution and pixel size limitations are expected to be of
much less importance.

Finally, it remains to calibrate these measurements to dose in water.
With the link between beam profile and charge in air to dose in water,
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Fig. 13. The longitudinal evolution of the predicted and measured peak doses in FLASH conditions.
R
t should be possible to predict the delivered dose for both CONV and
LASH conditions, while simultaneously retrieve the information about
he transverse dose distribution. Such a dosimetry system would be very
seful for clinical studies of FLASH radiotherapy and VHEE.
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