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Abstract

In this thesis, I investigate three aspects related to the acquisition of resources required to
build an information-systems defense capability among critical-infrastructure providers.

The operational continuity of critical infrastructures is vital for the functioning of
modern societies. Yet, these critical infrastructures are monitored and managed by an
interdependent ecosystem of information systems, exposing critical infrastructures to the
systemic risk of cascading failures. In such a context of extreme-risk distribution, no
private or government (re-)insurer will cover the costs of such failures. As a consequence,
critical-infrastructure providers are forced to ensure their operational continuity against
these risks, whether the risks are due to deliberate attacks or natural disasters.

Consequently, the operational continuity of critical infrastructures requires an
information-systems defense capability — i.e., the ability to prevent, detect and respond
to information systems’ failure. In order to ensure such a capability, the field of computer
& information security develops a myriad of technologies. However, scholars and practi-
tioners stress that technical solutions are necessary but still insufficient for ensuring such
a defense capability. Incidents are caused by inappropriate organizational design and/or
human-behavior aspects, at least as often as by inefficient I'T design. Following this logic,
information systems are apprehended as socio-technical systems constituted by a nexus
of technologies (material resource) and human agents (human, and knowledge resources)
who employ such technologies. Building on prior research on organizational capabilities
and security economics, I explore the organizational design and human behavior aspects
that are necessary for critical-infrastructure providers to build such an information-systems
defense capability. Investigating the case of three specific critical infrastructures and their
context, I deconstruct this capability into material, human, and knowledge resources, and I
explore how they should be acquired to build such a capability.

In the first article dedicated to material resource, I argue that the swift changes in the
technological landscape require novel investment-model assumptions in order to acquire
material resources needed for building an information-systems defense capability. Therefore,
I adapt the well-known Gordon-Loeb model so that it can integrate the dynamic and
discontinuous developments of the technological landscape. This first article helps critical-
infrastructure providers to preempt the effect of disruptive technologies on the optimal level
of investment in information-systems defense, and provides a framework in order to select
and invest in the most effective technologies.

In the second article dedicated to human resource, I argue that an organization must
emphasize the recruitment of specialist-knowledge providers in order to build an information-
systems defense capability. I adopt an economic approach — based on an opportunity-cost
analysis — for attracting new employees in the context of the Swiss Armed Forces, a critical
infrastructure that suffers from a deficit of staff for monitoring and managing its information
systems.

In the third article dedicated to knowledge resource, I argue that the organization must
encourage continuous learning of existing organizational members in order to build an
information-systems defense capability. Taking the case of cyber-risk information sharing
as a means to foster tacit-knowledge acquisition, I propose to investigate why human agents
engage in information sharing. I argue that the extent to which an individual engages in
information sharing is a function of their individual knowledge-absorption expectation —
i.e., the benefit they expect from sharing information.

Policy recommendations for governments and critical-infrastructure providers, and a
research agenda for future work are presented in the conclusion.
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Résumé

Dans cette thése, j’examine trois aspects liés a I'acquisition des ressources nécessaires au développe-
ment d’une capacité de défense des systémes d’information, et ce dans le cadre des fournisseurs
d’infrastructures critiques.

La continuité opérationnelle des infrastructures critiques est vitale pour le fonctionnement
des sociétés modernes. Pourtant, ces infrastructures critiques sont surveillées et gérées par un
écosystéme interdépendant de systémes d’information, exposant ainsi les infrastructures critiques
au risque systémique de défaillances en cascade. Dans un tel contexte de distribution de risques
extrémes, aucun (ré)assureur privé ou public n’est susceptible de couvrir de telles défaillances. En
conséquence, les fournisseurs d’infrastructures critiques sont contraints d’assurer leur continuité
opérationnelle face a ces risques, qu’ils soient dus a des attaques délibérées ou & des catastrophes.

Par conséquent, la continuité opérationnelle des infrastructures critiques nécessite une capacité
de défense des systémes d’information, c’est-a-dire la capacité de prévenir, de détecter et de réagir
en cas de défaillance des systémes d’information. Afin d’assurer une telle capacité, le domaine de la
sécurité informatique (computer & information security) développe une myriade de technologies.
Cependant, les chercheurs et les praticiens insistent sur le fait que les solutions techniques sont
nécessaires mais encore insuffisantes pour assurer une telle capacité de défense. Les incidents sont
causés au moins aussi souvent par une conception organisationnelle inappropriée et/ou des aspects
du comportement humain, que par une conception informatique inefficace. Dans cette logique, les
systémes d’information sont appréhendés comme des systémes socio-techniques constitués d’un
ensemble de technologies (ressources matérielles) et d’agents humains (ressources humaines et
connaissances) qui utilisent ces technologies. En m’appuyant sur des recherches antérieures basées
sur les capacités organisationnelles (organizational capabilities) et 'économie de la cyber-sécurité
(security economics), j’explore les aspects de la conception organisationnelle et du comportement
humain qui sont nécessaires aux fournisseurs d’infrastructures critiques pour construire une telle
capacité de défense des systémes d’information. En étudiant le cas de trois infrastructures critiques
spécifiques et leur contexte, je déconstruis cette capacité en ressources matérielles, resources
humaines et resources de connaissances, et j’explore comment ces resources devraient étre acquises
pour construire une telle capacité.

Dans le premier article — consacré aux ressources matérielles —, je soutiens que les évolutions
rapides dans le domaine technologique exigent de nouvelles hypothéses de modéle d’investissement, et
ceci afin d’acquérir les ressources matérielles nécessaires pour construire une capacité de défense des
systémes d’information. J’adapte donc le célébre modéle de Gordon-Loeb pour qu’il puisse intégrer
les développements dynamiques et discontinus du domaine technologique. Ce premier article aide
les fournisseurs d’infrastructures critiques a anticiper Ueffet des technologies de rupture (disruptive
technologies) sur le niveau optimal d’investissement dans la défense des systémes d’information, et
fournit un cadre pour sélectionner et investir dans les technologies les plus efficaces.

Dans le deuxiéme article — consacré aux ressources humaines —, je soutiens qu’une organisation
doit mettre ’accent sur le recrutement de fournisseurs de connaissances spécialisées afin de construire
une capacité de défense des systémes d’information. J’adopte une approche économique — fondée
sur une analyse des cofits d’opportunité — pour attirer de nouveaux collaborateurs dans le cadre de
I’Armée suisse, une infrastructure critique qui souffre d’un déficit de personnel pour la surveillance
et la gestion de ses systémes d’information.

Dans le troisiéme article — consacré aux ressources de connaissances —, je soutiens que
I’organisation doit encourager ’apprentissage continu de ses membres afin de construire une
capacité de défense des systémes d’information. Prenant le cas du partage d’information sur les
cyber-risques (cyber-risk information sharing) comme moyen de favoriser ’acquisition de con-
naissances tacites, je propose d’examiner pourquoi les agents humains s’engagent dans le partage
d’information. Je soutiens que la mesure dans laquelle une personne s’engage dans le partage
d’information est fonction de ses attentes individuelles en matiére d’absorption des connaissances,
c’est-a-dire les avantages qu’elle attend du partage d’information.

Des recommandations stratégiques & lintention du gouvernement et des fournisseurs
d’infrastructures critiques, ainsi qu’un agenda de recherche pour des travaux futurs sont présentés
dans la conclusion.
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‘Crazy is building the ark after the flood has already come.’

— Howard Stambler
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Introduction

‘Technological progress has merely provided us with more efficient means for going
backwards.’

— Aldous Huxley
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1 Context and Problem Statement

Information systems (IS) have become ubiquitous to the great majority of human activities
[244]. Only a few organizations can provide their processes, products and/or services
without relying on IS [72, 115]. According to the definition of Baxter & Sommerville
[30] and Geels [94], IS are described as socio-technical systems (STS) — i.e., the nexus of
humans and information & communication technologies (ICT). Among other functions, IS
are used in order to monitor and/or manage the production and distribution of processes,
products and/or services of many organizations |30, 94]. When it comes to monitor and/or
manage business branches such as operations, research and development (R&D), sales and
marketing, productivity, human resources (HR), business intelligence (BI) — to name a few
—, IS have become central [231]. For example, the information technology (IT) department
of organizations belonging to the financial sector use IS for every kind of activity, should it
be for monitoring and /or managing business branches such as accounts payable, accounts
receivable, general ledger, budgeting and planning, forecasting and reporting, expense
management, funds transfer, investment and portfolio strategies, etc. [199]. Various other
sectors such as public health, energy, government administrations, logistics and supply
chains, transportation, or even food and agriculture are no exception [228|. Consequently,
the functioning and reliability of IS constitute a key criterion for the operational continuity!
of any modern organization. Therefore, if security incidents disrupt IS, organizations that
are dependent to such IS would quickly cease to function [231].

1.1 IS-Security Incidents

Following the cyber-incidents taxonomy of the NIS Cooperation Group — established by the
2016 NIS Directive of the EU Commission to ensure strategic cyber-security cooperation
and the exchange of information among EU Member States — [S-security incidents are
classified among five different categories: (1) system failures, i.e., without external causes
— e.g., hardware failure, software bug, flaw in a procedure, etc.; (2) natural phenomena —
e.g., storm, lightning, solar flare, flood, earthquake, wildfire, etc.; (3) human errors, i.e., the
system worked correctly, but was used wrong — e.g., a user mistake, or carelessness affecting
security; (4) third-party failures, i.e., the incident is due to a disruption of a third-party
service — e.g., power cut, internet outage, etc.; and last but not least (5) malicious actions —
e.g., cyber-attack or physical attack, vandalism, sabotage, insider attack, theft, etc. [117].

While the first four categories can be tackled by internal measures and/or procedures
of organizations, malicious actions are admittedly more challenging to prevent, detect and
contain [241]. Such third parties who attempt to exploit IS vulnerabilities to their own
advantage comprise (1) nation-states actors or their proxies (motivated by geopolitical
factors), (2) (organized) cyber-criminals (motivated by financial profits), (3) hacktivists
(motivated by ideological factors), (4) cyber-terrorists (motivated by ideological violence),
(5) thrill-seekers (motivated by self-satisfaction), and (6) insider threats (motivated by
discontent against their organization) [86]. All of these parties could attempt to exploit
IS vulnerabilities in order to breach IS security, such that they can reach their respective
objectives [52|. Therefore, cyber-attacks of third parties threaten the confidentiality, the
integrity, and/or the availability, which constitute key principles of IS security [203].

The incidence rate and variety of such IS-security concerns are continuously rising, with
attacks becoming more sophisticated and damages taking various forms [52, 241]. Measuring
the number of cyber-incidents and their costs is a complex task that is bound to a variety
of variables such as criteria selection and researchers measurement of direct or indirect costs
(for a systematic study, see [13]). Overall, there is a lack of effective metrics, frameworks and

'The term operational continuity refers to the ability of a system to continue working despite internal
and/or external incidents such as damages, losses or critical events [16].



tools in order to estimate the cost of cyber-attacks on organizations [4]. Yet, whatever could
be the actual amount of cyber-incidents and their costs, the magnitude of such incidents is
everything but negligible. For instance, according to the Ponemon Institute, as of 2018,
large organizations with more than 5,000 employees witnessed an average of 145 security
breaches, representing an annual increase of 11% compared to 2017, and an increase of 67%
for the last five years [235]. Also, according to the computer-security software company
McAfee, as of 2018, the annual worldwide cost of cyber-crime has reached more than 600
billion US$ — i.e., 0.8% of global GDP [177]. Compared to 2015, such numbers increased
by approximately 20% [177]. There is much public and academic coverage of exploitation
of IS vulnerabilities leading to security failures and subsequent damages. For instance,
the 2014 data breach that affected the American bank JP Morgan Chase is believed to
have compromised data associated with over 83 million accounts — 76 million households
(two out of three households in the US) and 7 million small businesses [262]. This data
breach is considered to be one of the most serious intrusions into an American corporation,
respectively one of the largest data breaches in history [102, 130, 247]. Another example is
Operation Aurora, a series of cyber-attacks conducted in 2009 through advanced persistent
threats (APT). The primary goal of such coordinated attacks was to gain access to and
potentially modify source-code repositories of high-tech, security and defense-contractor
organizations such as Adobe Systems, Rackspace, Yahoo, Northrop Grumman, Symantec,
and Juniper Networks. Such attacks operated as means of corporate espionage aiming
to steal intellectual property, targeting competitive advantages such as know-hows and
technology secrets [55]. Another famous example is the 2017 Equifaz Inc. data breach,
by which cyber-criminals had accessed approximately 146 million US consumers’ personal
data, including credit-card information, leading to financial theft [116]. More recently,
in November 2019, a state-sponsored hacking campaign knocked offline more than 2,000
websites in Georgia, including government and court websites containing case materials
and personal data [257].

While such losses are certainly significant, they are likely small in comparison to
the economic and societal consequences caused by security incidents that affect IS of
critical-infrastructure providers (CIP).

1.2 IS-Security Incidents Among CIPs

The aforementioned examples discuss economic and societal losses that are mostly limited
to the very organization that suffers an IS-security incident. In the worst-case scenario,
these organizations go out of business and disappear from the market, but such organization-
specific failures are unlikely to threaten the industry as a whole, the society, or human life
itself. However, when it comes to severe IS-security incidents that affect CIPs, these vital
issues might be threatened [129].

CIs are defined as organizations delivering goods and/or services that are so vital to
the society that any extended disruption and/or failure of them would strongly affect the
functioning of the government, national security, economic system, public health and safety,
or any combination of the above [6, 53, 132, 242, 250|. Consequently, there is a consensus
in the literature that the functioning of modern societies depends — to a large extent —
on the operational continuity of Cls (for extensive literature reviews, see 222, 271, 301]).
Examples for such Cls are the national power grid, oil and natural gas supply, information,
telecommunication, transportation and logistics networks, the electronic banking and
payment infrastructure, public health services, government services, police and armed
forces?, water supply systems, and food/agriculture production and distribution [205].

2It is often emphasized that one of the most important CI is the armed forces as they are responsible for
the security of a society (e.g., [246]).



Whenever a CI fails, significant economic and societal damages follow. For example,
when India’s national power grid failed in 2012, more than 620 million individuals were left
without electricity supply for two days. Consequently, transportation infrastructures such
as subways and railways were inoperative, as were traffic lights, resulting in unprecedented
traffic jams, and almost the complete telecommunication sector was inoperative. This
incident resulted not only in a temporary disruption of economic activity, but it also caused
significant societal unrest and riots [65, 284].

Numerous scholars such as Alcaraz et al. [5, 6], Zhu et al. [305], and Van Eeten et al.
[286] argue that protecting Cls against disruptions and/or failures cannot be done without
proper protection of the management and control systems of ClIs |6, 305]. Industrial-control
systems (ICS), more specifically their sub-domain of supervisory control and data acquisition
(SCADA) systems, progressively and rapidly transited from dedicated solutions towards
IP-based integrated frameworks [6, 305]. Therefore, it is no surprise that defending the IS
that operate these control and supervisory systems is of the utmost importance. Protecting
CIs against IS disruptions and/or failures is therefore highly relevant for policy makers and
researchers [301].

Moreover, IS-security incidents among CIPs can cause economic and societal damages
that are so large that no commercial insurance firm would be willing to underwrite such risk
or provide coverage (98, 134, 190, 294|. This is not only because an important amount of
malicious actions/attacks are not discovered and/or under-reported — and thus extracting
their risk distribution is difficult, which makes such attacks difficult to model [34, 74, 98,
146] —, but also because Cls are technically and architecturally linked across technology
domains, such that, as a whole, they constitute an interdependent ecosystem? rather than a
group of autonomous elements [6, 78, 164, 223|. Due to this interdependency, failures in any
particular CI can quickly spread to other networks, such that a cascade of system failures is
initiated that makes technical, economic and societal damages grow exponentially [62, 141,
163, 164|. For instance, the consequences of a major power outage in the Netherlands in
2005 were not limited to a regional disruption of electricity supply. Cascading failures caused
a subsequent disruption of the Rotterdam subway network, made movable bridges stop
halfway such that they blocked road and water routes, and initiated emergency shutdowns
of 65 chemical factories, which in turn caused smoke clouds that disrupted highway traffic.
It took operators two weeks to return to normal operations [286]. Also, according to some
case studies, for temporary and regional disruption alone, economic and societal losses
caused by cascading failures are estimated at four to ten billion US$ [134]; also, another
practitioners’ research estimates the economic and insurance consequences of a severe,
yet plausible, cyber-attack against the US power-grid to reach from 240 billion US$ to
more than 1 trillion US$ [294]. Moreover, according to a research from the University of
Cambridge’s Centre for Risk Studies, cyber-incidents of malicious form are able to inflict
physical damage on more than 50 generators that supply power to the electrical grid in the
Northeastern US including New York City and Washington DC, triggering a wider blackout
which could leave 93 million people without power. This same research states that total
insured losses are estimated from 20 billion US$ to more than 70 billion US$ across the
majority of CI domains [190].

If an intentional attacker can breach the IS security of CIs’ operations — or control
the system and threaten to do so —, extreme economic and societal damages are expected,
putting the whole society as such at risk [129]. As insurance is unavailable [98|, CIPs must
essentially face such risks alone, and they have no other choice but to deploy effective
defensive measures that can neutralize the risk of any such damages [218, 249]. It is therefore
no surprise that governments and international organizations continually advise CIPs to

3The term ecosystem is used as an analogy to natural ecosystems as Cls evolve and adapt to their
political and societal environment.



defend their IS against security incidents, up to the point where such defense is considered
relevant for national security (214, 215]. For example, in 2017, the NIST Cybersecurity
Framework was declared mandatory for all CIPs in the US [282]. Member states of the
European Union are advised to convert the European Commission’s directive 2006/786 —
which defines infrastructure-security policies — into national law [57].

However, many CIPs are struggling to produce such defense against [S-security inci-
dents, and there are many examples where the IS security of CIPs has been neglected or
compromised. The Dragonfly attacks of 2014 and 2015 that targeted Cls of the energy
sector in many countries exemplify such an IS-security issue [95]. In the recent years,
the energy sector has been targeted by cyber-criminals. Most notably, disruptions to
Ukraine’s electrical grid in 2015 and 2016 led to power outages affecting more than 230,000
citizens [26]. In 2017, media also reported attempted attacks on the electricity grids in
some European countries and on CIPs that manage nuclear facilities in the US [277]. In
attacks related to or similar to the modus operandi of Dragonfly, 1S-security issues are
mainly due to increasing integration of third-party supplier systems that interact with the
CIPs’ proprietary architecture. Operating systems (OS) components often come without a
graphical user interface, and they have weak or no password protection [142|. As services
are outsourced to third-party suppliers, dependabilities and vulnerabilities are also created.
In cases related to or similar to Dragonfly, CIPs were lured to doppelganger update servers
from which they downloaded the code, assuming it would be a regular software update [59].
The case of Stuzrnet is also illustrative: uncovered in 2010, the Stuznet cyber-attack used a
malicious computer worm that targeted SCADA systems [33], causing substantial damage
to Iran’s nuclear program. Although no country has openly admitted responsibility, the
worm is widely understood to be a multination-built cyber-weapon [33]. The Stuznet worm
specifically targeted programmable-logic controllers (PLC), which allow the automation
of electro-mechanical processes such as those used to control machinery and industrial
processes, including centrifuges used for separating nuclear material. Exploiting four zero-
day* vulnerabilities [208|, Stuxnet functions by targeting machines using wide-spread OS.
The attack reportedly compromised Iranian PLCs, collecting information on industrial
systems, and ultimately causing the fast-spinning centrifuges to tear themselves apart
[165]. The Stuanet’s conception is not domain-specific and thus it could be tailored as a
platform for attacking modern ICS and PLC systems (e.g., in factory assembly lines or
power plants), which are currently used in the great majority of Western countries [155].
Stuznet reportedly ruined almost one fifth of Iran’s nuclear centrifuges [157|. Targeting
ICSs, the worm infected over 200,000 computers and caused more than 1,000 machines to
physically degrade [240].

Given that these attacks successfully occur in different contexts, it seems that a general
[S-defense problem affects all CIPs. Unless one analyzes what is required to produce IS
defense, there can be no understanding of why CIPs fail to produce such defense.

*A zero-day vulnerability is a computer-software vulnerability that is either unknown to or unaddressed
by operators who should be interested in mitigating the vulnerability. Zero-day vulnerabilities enable
hackers to exploit it in order to adversely affect computer programs, networks, and data [137].



1.3 Requirements for an Effective IS Defense

According to the guideline principles of the NIST Cyber-Security Framework®, the term
‘IS defense’ designates the ability of any organization to prevent, detect and respond to
IS-security incidents [216]. A systematic literature review related to the IS defense for CIPs
reveals that, to date, IS research has mainly focused on the development of technologies
that are necessary in order provide IS defense. Such technologies are related to two main
fields: (1) risk management and (2) operations research [301]. Table i.1 on page 18 provides
a structured overview of contributions related to risk-management research and operations
research, which model and simulate incidents and hazard maps in order to guide the
acquisition and/or production of IS-defense technologies for CIPs.

Yet, approaches related to risk-management research and operations research are
necessary but not sufficient when it comes to explaining why CIPs differ among each other
as to their capability to defend their IS. If providing IS defense was merely a matter of
technology acquisition and/or production, one should expect the incidence rate of IS-security
issues to decrease as technologies are acquired and/or produced [38]. Yet, organizations
seem to struggle despite the fact that they acquire and/or produce IS-security tech-
nologies. To date, extant research provides little evidence that could solve this problem [301].

However, for the last twenty years, scholars and practitioners have been arguing that
technology-oriented approaches are useful yet incomplete. For instance, in his seminal
article ‘Why Information Security is Hard — An Economic Perspective’ Ross Anderson [10]
argued that IS-defense failures are not only due to technological aspects, but are at least as
often due to perverse or misaligned incentives: ‘Many, if not most, of the problems can be
explained more clearly and convincingly using the language of microeconomics: network
externalities, asymmetric information, moral hazard, adverse selection, liability dumping
and the tragedy of the commons.” In the same vein, numerous scholars tested the validity of
social sciences (economics, sociology, psychology) for explaining, understanding and solving
IS-defense challenges and issues [12, 38, 80, 89, 196].

In particular, these contributions recommend to consider that IS are operated by human
agents, and that human specialists who operate technological systems are required to
produce IS defense. Therefore, human staff and their behavior are relevant components in
the production of IS defense. When it comes to providing IS defense, skills, behavior and
interactions of operators (human agents) who employ technologies are at least as important
as technologies themselves [9, 38, 195]. In particular, human staff might be negligent, and
specialists required to operate sophisticated systems might be not numerous enough in
order to satisfy the market demand, and they might not always be available at short notice
[61, 89, 272|. Thus, it is relevant for CIPs to adopt effective human-resource recruitment to
provide IS defense.

Furthermore, research suggests it is not enough to invest in technologies and recruit
human specialists as such, but it is also required — for any organization that wants to
defend its IS — to absorb specialized knowledge that is not readily or publicly available
(e.g., [100, 150, 248, 299]). The production of IS defense is a knowledge-intensive task |32,
147] as highly specialist knowledge is required to combine and deploy resources effectively
for organizational defense — for instance, by designing resilient systems architectures
and implementing them efficiently [77, 173]. Following this logic, providing IS defense

5The NIST Cyber-Security Framework provides IS-defense policy guidance for private sector organizations
in the US. NIST is used by various other governments such as Japan and Israel. The framework provides ‘a
high level taxonomy of cyber-security outcomes and a methodology to assess and manage those outcomes’.
The first version of NIST was published by the US National Institute of Standards and Technology in 2014,
originally aimed at CIPs. The framework is being used by a wide range of organizations and helps them to
be proactive about risk management [220, 270].



might be associated with the extent to which organizational members (i.e., operators) can
absorb specialist knowledge required to combine and deploy resources such as material
and human resources. Therefore, when it comes to providing organizational IS defense,
specialized knowledge is required to build an IS defense capability. In particular, the
[S-defense context often requires sensitive and classified information that is unlikely
to be shared or disseminated through public channels [35, 90, 170, 202, 293|. Also,
the knowledge required to provide IS defense is expert knowledge and hence is highly
tacit — i.e., bound in personal experience [66, 263|. The only way to transfer tacit
knowledge is to engage in social interaction [234]. Such tacit knowledge is not only hard
to describe objectively (e.g., by documentation in manuals or textbooks), but it can also
not readily be transferred among individuals, unless by intense social interaction between
sender and recipient [213, 234, 263]. Consequently, it is relevant for CIPs to absorb tacit
knowledge in order to acquire and/or produce IS-defense processes, products and/or services.

In the same vein, information-security research emphasizes that economic analysis is a
powerful tool whenever one attempts to understand the information security of complex
STSs [38, 200]. Economic research, more precisely its sub-field of organizational theory,
suggests that organizations produce outcomes — such as IS-defense processes, products
and/or services — on the basis of rare, valuable, and imperfectly imitable resources, both
tangible and intangible, which they own, control, or have access to [27, 113]. An organization
combines these resources in a purposeful way to produce an organizational capability —
defined as the ability to reach a desired outcome [8, 209, 278|. Thus, resources allow an
organization to build an organizational capability, which, in turn, is significantly associated
with firm performance [239]. When this thinking is applied to the context of Cls, CIPs
produce capabilities on the basis of rare, valuable and imperfectly imitable resources that
CIPs should acquire, and then combine in order to build an IS-defense capability. Such a
capability enables organizations to develop IS-defense processes, products and/or services
that can subsequently provide effective IS defense.

According to the organizational capability literature, the three requirements discussed
above and related to technologies, human agents and knowledge all constitute resource
categories [67, 252, 255, 280]. Applied to the IS domain, these resource categories are defined
as the following: material resources is related to I'T elements such as hardware and software
[27, 278|, whereas human resources is related to human agents who employ, manage and/or
monitor such IT elements [264], and knowledge resources is related to specialized skills (of
human agents and organizations) that are necessary in order to operate IT elements in an
effective manner [113, 114, 252, 255, 280|. For instance, Kim et al. [159] propose that an IS
capability results from both human-resource and material-resource components. Resources
required for IS performance comprise both technological components (infrastructures such as
hardware and software) in which the organization has to invest in, and human components
(technical and managerial staff) that the organization has to attract and recruit [188, 192].
Furthermore, Joshi et al. [150] and Gold et al. [100] emphasize that IT capability critically
depends on a specialist knowledge component (organizational know-how).

Hence, if resources are required to produce a capability, and the three above-mentioned
requirements for IS defense constitute resources, then IS defense can be interpreted as
an organizational capability that emerges from the acquisition of these resources and,
subsequently, the purposeful combination of these same resources. This interpretation of
IS defense as an organizational capability not only meets the conception of IS as STSs in
which operators (organizational members) and technologies interact |30, 94|, it also implies
that when organizations struggle to produce IS defense — or cannot prevent IS-defense
incidents from happening — their IS-defense capability is ineffective. After all, numerous
scholars demonstrated that differences in firm performance and competitive advantage can



be traced to differences in organizational capabilities [119, 239, 266, 300]. Furthermore, as
an IS-defense capability is produced from the purposeful combination of the three above
resources, this ineffectiveness can be traced to problems with the acquisition and/or the
combination of these resources [8, 113, 266, 278|.

Therefore, an ineffective IS defense can be traced to two generic problems. (1) The
organization has (or has access to) all required resources but fails to orchestrate them. In this
case, it is rather an ineffective resources management than a lack of resources endowment
that is at the root of IS-defense ineffectiveness. (2) IS ineffectiveness might also be due to
problems with resources acquisition itself. Whereas the problem of resources-combination
failure presupposes that resources are present at all, the more fundamental problem of
resources acquisition deserves to be investigated. More specifically, the focus might be put
on a setting where CIPs are unable to acquire the resources required to provide IS defense.
This inability might take different forms — e.g., the resource cannot be acquired at all, or
not enough resources can be acquired, or only at a lower technological or skill level, etc. In
any case, an obstacle is present that reduces IS-defense effectiveness. The problem for any
CIP is thus to acquire all three resources before even orchestrating them. Consequently,
the overarching research question of this thesis is:

How can CIPs acquire the material, human, and knowledge resources required
to build an effective IS-defense capability?

2 Research Gaps and Research Questions

Numerous researchers have directly or indirectly investigated some targeted aspects of the
above-mentioned resources acquisition, but not necessarily in the domain of IS defense for
CIPs. Systematic literature reviews related to the respective three resource categories are
available in the end of this chapter (concerning material resources, see Table 1.2 on page 19;
concerning human resources, see Table 1.3 on page 20; concerning knowledge resources, see
Table 1.4 on page 21). Yet, these systematic literature reviews emphasize relevant research
gaps that deserve to be investigated — especially in the context of CIPs. Therefore, the
above-mentioned overarching research question is structured into the subsequent three
sub-questions that each addresses a particular resource category.

2.1 Part I: Material-Resource Investment

As mentioned above, building an IS-defense capability requires the acquisition of material-
resource components [27, 278|, which in turn requires investment either for buying tech-
nologies from the market, or for developing in-house R&D [104, 254]. As organizations
face budget constraints, one of the main challenges is to maximize the efficiency of any
monetary investment in order to acquire IS-defense technologies [38, 104, 254] whose opera-
tion aims of providing IS defense [22, 104]. While much of the related research focuses on
private-sector organizations, the findings also apply to CIPs [206]. Hence, the acquisition
of material-resource components that are required in order to build an IS-defense capability
for CIPs is essentially a question of investment in technologies [254, 304].

Prior IS research has produced many quantitative models that propose to optimize such
investment, as well as recommendations to invest in particular technologies (e.g., [38, 131,
148, 178, 261]). These formal approaches are complemented by less formal practitioner-
oriented discussions [22, 267, 292|. Among all of these approaches, the GL model has
emerged as the most dominant in IS research [37, 104, 105, 106, 109]. By specifying a
security-breach probability function (SBPF) and mobilizing utility-maximization methods,
the GL model attempts to determine an optimal investment amount for acquiring IS-defense



technologies (e.g., [29, 107, 176, 189, 295]). Table i.2 on page 19 provides a systematic
literature review of this model and its extensions.

However, the model has two significant limitations. As depicted in this systematic
literature review, the model and its extensions are essentially based on a static, single-
period setting, and they consider a static context of the technological landscape, implying
that technological evolution over time cannot be captured [104, 254, 295|. However, the
technologies that both attackers and defenders of Cls deploy have become much more
dynamic since the GL model was first published. The fast evolution of information
technology allows attackers to deploy more dynamic attack patterns, such as polymorphic
code®, adversarial reverse engineering and APTs [7, 182], and the exploitation of zero-day
vulnerabilities.” At the same time, this evolution allows defenders to deploy more powerful
analytical methods, such as machine learning, deep learning and other technologies made
possible by big-data analytics (BDA)®, and they can also develop automated defense patterns
based on this analysis. Such technological changes might be considered as disruptive — in
the sense that they could significantly enhance the efficacy and/or efficiency of IS defense
— thus bringing discontinuities in investment. Such discontinuities require dynamic and
multi-period investment models |22, 46, 104, 182, 279]. A dynamization of the GL model in
this sense would help CIPs to appropriately invest in the face of such technological changes
[206]. Yet, to the best of my knowledge, this adaptation has not yet been attempted.

As long as this is not done, CIPs might be unable to adapt their investment policy to
such technological changes. As a result, they might invest too little, too much, or invest
inefficiently, such that their [S-defense capability might be sub-optimal. Therefore, a first
sub-question is:

How, if at all, must CIPs adapt current investment models in order to acquire
material-resource components required to build an IS-defense capability?

2.2 Part II: Human-Resource Recruitment

Building an IS-defense capability also requires the acquisition of human-resource components
[264]. Many studies confirm that the professional skills of organizational members are a
critical input to capability generation and for sustained competitive advantage [8, 113, 114,
185, 297|. Thus, building a specialist IS-defense workforce is highly relevant for innovative
responses to security threats and related IS-defense issues [136, 252.

At the same time, the literature is less prolific when it comes to the problem of not
finding (enough) qualified professionals that are skilled enough for executing specialized
tasks [56]. Much contemporary evidence from both academic research and business practice
suggests that there is a significant shortage of I'T specialists, particularly in I'T security, and
particularly for highly-qualified staff. For instance, a 2015 report from Frost & Sullivan and

SA polymorphic code is a code that employs a polymorphic engine in order to mutate while keeping the
original algorithm intact. In other terms, the code changes itself each time it runs, but its semantics — the
function of the code — will not change [87].

"A zero-day vulnerability is a computer-software vulnerability that is either unknown to or unaddressed
by operators who should be interested in mitigating the vulnerability. Zero-day vulnerabilities enable
hackers to exploit it in order to adversely affect computer programs, networks, and data [137].

8The term big data refers to data whose complexity impedes it from being processed (mined, stored,
queried and analyzed) through conventional data-processing technologies [168, 182]. The complexity of big
data is defined by three attributes: (1) the volume (terabytes, petabytes, or even exabytes (10'® bytes); (2)
the velocity (referring to the fast-paced data generation); and (3) the variety (referring to the combination
of structured and unstructured data) [168, 182]. The field of BDA is related to the extraction of value
from big data — i.e., insights that are non-trivial, previously unknown, implicit and potentially useful [182].
BDA extracts patterns of actions, occurrences, and behaviors from big data by fitting statistical models
to these patterns through different data-mining techniques (e.g., predictive analytics, cluster analysis,
association-rule mining, and prescriptive analytics) [45, 251].
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ISC? states that the worldwide cybersecurity workforce will have more than 1.5 million
unfilled positions by 2020 [230, 302]. Also, a recent survey from CSIS concerning IT
decision-makers across eight countries found that 82% of employers report a shortage of
cyber-security skills, and 71% believe this talent gap causes direct and measurable damage
to their organizations [63, 64|. The Center for Cyber Safety and Education based in the US
states that employers must look to millennials to fill the projected 1.8 million positions that
are estimated to be unfilled by 2022 [258]. Researchers also stated that despite increases
in IT spending, there is an important imbalance between supply and demand of skilled
information-security professionals, which might leave organizations vulnerable to IS-defense
incidents such as security breaches and cyber-crimes [43, 219, 253|.

These staffing problems can be considered to be even worse when one considers CIPs
[41, 158]. Privately owned CIs must compete with other firms in the private sector for
skilled personnel [14]|. CIPs that operate as part of the public sector might have a limited
ability to mitigate bureaucratic inefficiency, to offer entrepreneurial opportunities, or to
offer bonus pay for exceptional performance, implying they might be perceived as less
prestigious than private sector firms [243].

As the recruitment policy that organizations use to attract human resources is specific
to the particular organization [42], focusing the research on a specific case is required. In
the case of military organizations, such a recruitment problem is particularly salient and
hard to solve. First, military organizations are CIPs themselves as they operate electronic
warfare and cyber-defense doctrines that protect government and fight state actors who
attempt to compromise national security [135, 152, 283]. Research states that there are
several reasons for states to use cyber-warfare. Taking the example of China, researchers
argue that the cyber-space is — and will continue to be — a decisive element in China’s
strategy to ascend in the international system, and this through (1) applying deterrence
through infiltration of any given CI, (2) military/technological espionage to gain military
knowledge, and (3) industrial espionage to gain economic advantage [135, 152]. Examples of
cyber-attacks attributed to China include cyber-intrusions on a US nuclear arms laboratory,
attacks on defense ministries and on the US electric grid, as well as on Google, which proved
to be a small part of a broader cyber-attack that also targeted the US government [135, 277].
The example of China is by no mean isolated. The great majority of developed nations
have structured cyber-defense doctrines [152]. Second, in some cases, military organizations
are responsible for the protection and support of civilian CIPs in order to safeguard Cls
operations [68, 286]. Finally, many military organizations have significant problems to
attract specialists needed for the above activities, particularly so among IT specialists
[181]. According to a 2016 US Air Force Research Institute report, job positions in the US
cyber-warfare operations are only 46% filled [226]. In Switzerland, the high staff of the
armed forces are faced with a similar problem [14]. The same issue also affects the Indian
armed forces [265]. Therefore, one might conclude that attracting highly skilled personnel
for cyber-defense is a significant problem beyond country-specific contexts or particular
military organizations, as private sector organizations represent serious competition when
it comes to attract IT personnel.

Table i.3 on page 20 presents an overview of the literature that studies individuals’
willingness to enlist in the military. It concentrates on many sociological and psychological
factors that might influence this willingness. However, this literature is limited for two
reasons. First, specialists are required for IS defense, and they would enter the military
sector as officers or warrant officers, and there are few studies on enlistment willingness of
specialists. Second, although armed forces worldwide have liberalized service models and
increased pay, under-staffing of specialists persists. The military is — by definition — part of
the public sector, such that opportunities to compete with the private sector on grounds of
monetary or career benefits are limited.
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This context is therefore advantageous to study the acquisition of human resources.
If this problem of under-staffing persists, then military forces would have problems to
produce an [S-defense capability, such that the failure to recruit human specialists can be
related to sub-optimal organizational outcomes. However, if the military can mitigate this
problem despite the limitations it has being a part of the public sector, obstacles to build
an [S-defense capability can be better understood. Moreover, if such solutions work for the
military, they are likely to work among civilian CIPs too, as they face fewer restrictions.
Hence, while human-resource acquisition can be productively studied in the context of
the military, the findings can likely be transferred to other CIPs. Therefore, a second
sub-question is:

How can CIPs attract the human-resource components required to build an
IS-defense capability?

2.3 Part III: Knowledge-Resource Absorption

Finally, building an IS-defense capability requires the acquisition of organizational knowledge-
resource components [185, 264|. The knowledge-based view of the firm suggests that such
organizational specialized knowledge is a critical ingredient to any capability production
[100, 113, 114].

Organizations improve their capabilities as existing members of the organization ab-
sorb knowledge from beyond the boundary of the firm and thus develop new or improve
existing skills [185, 264]. Therefore, such knowledge transfer is an important precursor of
organizational performance [160, 225].° Accordingly, prior research confirms the relevance
of such knowledge absorption for capability development [2, 281, 285, 299|. In particular,
additional research on knowledge absorption demonstrates that this knowledge absorption
allows organizations to produce a better level of IS security with the same investment [90],
to reduce duplication of efforts [82], and to increase social welfare [106]. Most notably,
the effectiveness of security solutions improves [227, 248|. Table i.4 on page 21 provides
an overview of this literature. However, once one considers knowledge absorption in a CI
context, there are significant gaps in this literature, and these gaps are problematic as one
wants to study the contribution of knowledge absorption to IS defense in CI organizations.

First, knowledge required to build an IS-defense capability is expert knowledge and
therefore highly tacit — i.e., bound to the individual and professional experience of the
individual that applies it [66, 263]. Such tacit knowledge is not only hard to describe
objectively (e.g., by documentation in manuals or textbooks), but it can also not readily be
transferred among humans unless by intense social interaction between the sender and the
recipient [213]. Still, Table i.4 on page 21 shows that there are no empirical studies of tacit
knowledge absorption in a CI context, except a single study that is close to the subject [195].
Therefore, this lack of knowledge-absorption research constitutes an important research
gap [289].

Second, given the extreme economic and societal damages that can be caused as a result
of insufficient IS defense, both the knowledge about vulnerabilities as well as the knowledge
of how to exploit and neutralize these vulnerabilities can be considered to be classified
and hard to obtain unless by special, non-public channels. A cyber-security context often
requires sensitive and classified information that is unlikely to be shared or disseminated
via such channels for security and reputation concerns [35, 90, 124, 202, 293]. Still, a recent
overview of the related literature by [170] shows that almost all researches on cyber-security
knowledge transfer, exchange, and absorption study a context of knowledge transfer by
public databases or discussion forums (e.g., [248, 299]).

9One way to ensure knowledge transfer — and thus knowledge absorption — is, for instance, through
information sharing (e.g., [195, 248]).
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As long as these two problems are not solved, it will be very hard to understand how
CIPs can absorb the knowledge required for building an IS-defense capability, what obstacles
they face, and how these might be overcome. Therefore, the third sub-question is:

How can CIPs succeed at absorbing external knowledge that is required to build
an IS-defense capability?

3 Methodology

In this section, a discussion is provided on how and why each of the three chapters of my
thesis contributes to addressing the research gaps and research questions elaborated in the
previous sections.

3.1 Research Directions

In the first chapter dedicated to material resource, I argue that the swift changes in the
technological landscape require novel investment-model assumptions in order to acquire
material resources needed for building an information-systems defense capability. Therefore,
I adapt the well-known Gordon-Loeb model so that it can integrate the dynamic and
discontinuous developments of the technological landscape. This first chapter helps critical-
infrastructure providers to preempt the effect of disruptive technologies on the optimal level
of investment in information-systems defense, and provides a framework in order to select
and invest in the most effective technologies.

In the second chapter dedicated to human resource, I argue that an organization must
emphasize the recruitment of specialist-knowledge providers in order to build an information-
systems defense capability. I adopt an economic approach — based on an opportunity-cost
analysis — for attracting new employees in the context of the Swiss Armed Forces, a critical
infrastructure that suffers from a deficit of staff for monitoring and managing its information
systems.

In the third chapter dedicated to knowledge resource, I argue that the organization
must encourage continuous learning of existing organizational members in order to build an
information-systems defense capability. Taking the case of cyber-risk information sharing
as a means to foster tacit-knowledge acquisition, I propose to investigate why human agents
engage in information sharing. I argue that the extent to which an individual engages in
information sharing is a function of their individual knowledge-absorption expectation —
i.e., the benefit they expect from sharing information.

3.2 Research Focus

The structure of this thesis implies the study of multiple contexts, all of which relate to
decisions that organizations and individuals make as they attempt to acquire resources
in order to build an IS-defense capability. This implies the investigation of three specific
aspects related to material-, human-, and knowledge-resources acquisition. For each chapter,
I study a specific organization that suffers from a specific issue related to resource acquisition.

This approach implies that important choices had to be made. First, the choice of the
overarching methodology employed — i.e., the organizational capability approach — represents
an important focus. Alternatives to this approach could have been, for instance, based on
the use of documented data, such as log-files or incident reports. However, my approach
attempts to respond to the call that the understanding of any capability production is
incomplete unless the ‘black box’ of the organization is pried open [278]. T also follow
recommendations of [10, 11, 12, 38, 89| who argue that organizations and human action
and behavior must be studied in order to reach a deeper understanding of IS security.
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Finally, the organizational focus allows me to explore the three resource categories in great
detail and rich context, whereas any documented data measurement would involve a higher
level of abstraction and hence the loss of much contextual information that is useful to
understand any capability production.

Another decision regarding research focus is the use of three different organizational
contexts to study the three resource categories. An alternative approach would have been
to study all three resource categories in a single organizational context. However, such an
approach would entail to study a single organization and the evolution of its IS-defense
capability. Thus, the generalizability of the findings would be limited. Further, any
profound study of knowledge absorption should involve looking beyond the boundary of
the organization and hence study human interaction; else, knowledge absorption could
only be studied on the receiving end in the particular organization, and much contextual
information about motivations to (not) interact with others in an attempt to absorb
information could not be collected. Finally, a single organization might not experience
problems with respect to all three obstacles related to resources acquisition I emphasized.
For example, an organization might have problems to absorb knowledge but still succeed
at investing efficiently and at hiring specialists. This implies that any single organization
that experiences all three obstacles at a time (inefficient investment, recruitment problems,
knowledge absorption problems) would probably have an insufficient IS-defense capability
and would probably also be unwilling to share data about these shortcomings with any
researcher (due to reputation concerns). Therefore, I decided to mitigate these risks by
studying multiple Cls in various contexts.

3.3 Research Scope

In this thesis, I study three specific problems that are respectively related to material-,
human-, and knowledge-resources acquisition. An alternative approach would have been to
concentrate on just the acquisition of one resource, exploring this one category in greater
detail. However, I have analytically deconstructed an IS-defense capability into three
resource categories, so it is consequential to study all of these. The literature surveyed in
Section 2 suggests quite unanimously that all three resources are required to produce an
[S-defense capability, and I therefore decided to opt for a holistic approach. Further, I argue
that as long as an organization merely has only one or any two of these resources, such
an organization will experience problems with the production of an IS-defense capability.
For example, an organization which invests its funds efficiently for technology acquisition,
but fails to recruit specialists and cannot absorb knowledge, will likely fail to produce
an IS-defense capability — as such defense cannot be organized on the basis of material
investment alone (as I have argued in Section 1.3). By way of analogy, the same applies
to any organization that can recruit specialists but fails at both investing efficiently and
absorbing knowledge. By the same token, an organization that fails to recruit specialists
will be unable to absorb tacit and classified knowledge as recruitment failure implies there
will be no organizational members who could absorb this knowledge. An organization that
invests efficiently and succeeds at recruiting, but not at absorbing knowledge, will not be
able to keep up with contemporary technology evolution and thus implied vulnerabilities,
and it might miss out on receiving the most valuable (tacit, classified) type of information.

3.4 Interdisciplinary and Multi-Method Approach

A central idea of this thesis is to transfer theory and analytical concepts from economics
into the IS domain in order to contribute to research questions that IS research attempts
to address [80]. In doing so, I am following recommendations from the emerging research
field of security economics (also called the economics of information security — e.g., [10, 11,
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12, 38, 89]).19 This implies my methodological approach is interdisciplinary; it combines
thinking from IS security, microeconomics, and organizational-capability research. An
alternative approach would have been to produce a number of field studies that are specific
to the particular research tradition in any of these fields. But then, again, I would have
missed out on the opportunity to infuse IS research with thoughts from economics, as there
are few studies that span a bridge between these domains [80].

As a result of this interdisciplinary setup, my empirical approach entails the use of
multiple methods. An alternative approach would have been to consistently use a single
method in all three articles while still studying different contexts and resource categories.
For example, as I use formal modeling in the first article of my thesis that studies material-
resource investment, I could have specified formal models of specialist staff recruitment
and knowledge absorption. But that again would have meant missing out in-depth insights
coming from different contexts, as human behavior and knowledge absorption can hardly be
captured by formal models [31, 36, 99|. This thesis makes a compromise in this regard as I
study human behavior both formally — by assuming rational choice and utility maximization
of human agents in my second article — and contextually in my third article as I study
knowledge absorption.

The particular methods I chose in each of my articles follow well-established approaches.
The first article uses formal modeling as both the original GL model and all subsequent ex-
tensions have been specified formally. The second article responds to the call for opportunity-
cost analysis to study staffing problems in military organizations as prior research has
merely offered sociological and psychological explanations [156, 232, 291|. Finally, the
third article is also in tradition with prior approaches that study human intent, belief,
behavior, and action. It therefore uses an econometric model to analyze data collected by
a psychometric research design. Such designs are also widely used in the IS domain and
considered to be highly useful as one studies the interaction of human behavior and ICTs
[166, 221, 248, 274, 290].

4 Contributions

In my thesis, I make the following contributions. In Section 2.1, I emphasized the fact
that the GL model and its extensions neither consider discontinuous SBPFs — and thus
cannot capture potentially disruptive technological changes — nor temporal dynamics,
as models are based on a single-period setup [104]. I argued that as long as these two
aspects are not integrated into the model, CIPs might invest inappropriately — investing
too much or not enough, or investing in the wrong context-specific technologies. As a
result, the organization’s IS-defense capability might be sub-optimal [104]. Therefore, the
first article of this thesis proposes a formal extension of the GL model that introduces
these two above-mentioned aspects, namely the discountinuity of any SBPF and temporal
dynamics. Specifically, I develop formulae for a multi-period setup, and I relax an important
assumption of the GL model by allowing the SBPF to be discontinuous. This revised
model helps CIPs to invest more efficiently as they can now consider the effect of disruptive
technologies and temporal dynamics. As all CIPs face the same risk structure [301], the
proposed extension of the model is generalizable to any CIP. Thus, I contribute to IS-defense
capability development by providing a material-resource investment model while avoiding
context-specific approaches.

In Section 2.2, I emphasized the fact that few studies consider recruitment problems of I'T
specialists in the context of CIPs, and that an IS-defense capability would be sub-optimally
developed if such IT specialists cannot be attracted and recruited properly [8, 67, 113,

0\ oreover, such recommendations are aligned with the research agenda of the department of Defense
Economics at the Military Academy of ETH Zurich, where I work as a scientific collaborator.
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114, 185, 297]. I exemplified this problem by discussing the case of military organizations,
as past research and evidence from business practice suggests that organizations find it
difficult to recruit IT specialists |14, 181, 226, 265]. Past research based on sociological
and /or psychological factors — that might explain the propensity of individuals to enlist in
military organizations — fall short to explain such a lack of personnel. Yet, officers manage
and control IS of any armed forces and thus organize and/or lead cyber-defense, but both
new candidates and extant personnel are increasingly poached by the private sector [14,
181, 226, 265|. In the case of the Swiss Armed Forces (SAF), a staff deficit persists despite
good pay and a general supportive attitude in the population [273|. This organization has
been having a persistent recruitment deficit of specialist officers since 2012 (at least) [112].
Hence, this particular organization exemplifies the problems set out in Section 2.2. Due
to the lack of scientific explanation for such a recruitment deficit, the second article of
my thesis provides an alternative methodological approach based on an opportunity-cost
analysis. Such an approach aims to shed some light on specialists’ propensity to (not)
enlist in a military organization. I operationalize this analysis by using labor-market data
from Switzerland and data from the SAF. My opportunity-cost analysis reveals that a
career as an IT specialist (who must be an officer in the context of the SAF) is the least
attractive of all service alternatives as opportunity costs vis-a-vis private-sector employment
is prohibitively high. As a result, the SAF have significant problems organizing the defense
of their own IS and carrying out their potentially future missions consisting of protecting
CIs. Based on my results, I develop recommendations concerning how this staffing problem
might be overcome. While the findings were identified in a particular context, they can be
generalized to both different armed forces of different countries and to organizations that
provide cyber-defense.

In section 2.3, I emphasized the fact that the absorption of tacit and classified knowledge
is required for the production of an IS-defense capability [113, 114, 248, 255, 299], and
that failing to absorb this knowledge implies failing to produce an IS-defense capability
[248, 299|. Still, almost no research has studied human-knowledge absorption in a context
where knowledge is tacit and not readily available [170]. Therefore, the third article of this
thesis attempts to study such a context. My analysis studies CIP professionals as they
exchange and absorb knowledge in the non-public setting of the Switzerland’s national
Information Sharing and Analysis Center (ISAC).!! I analyze a unique, restricted and
novel dataset collected from these individuals by a survey I helped design and execute (see
Section 2.2 of the Appendix on page XXXIX). The results show that human beliefs are
associated with individuals’ knowledge absorption for producing cyber-security. Resource
belief, knowledge-absorption belief, and reciprocity belief are associated with knowledge
absorption. To the best of my knowledge, this is the first micro-level empirical study
that analyzes knowledge absorption in a private setting, where tacit knowledge is shared
and absorbed. I thus contribute to the security economics literature by emphasizing that
cyber-security is not only a technical issue, but that a proper understanding of knowledge
absorption requires the use of econometric and psychometric techniques.

"For a general introduction to the concept of an ISAC and illustrative examples, see [236] and [75]. For
a detailed description of the Swiss ISAC, its organization and history, see [47].
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Material-Resource Investment

‘The joy of disruption comes from accepting that we all live in a temporal state.’

— Jay Samit
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Abstract

Cyber-security breaches inflict significant costs on organizations. Therefore,
the development of an information-systems defense capability through cyber-
security investment is a prerequisite. The question of how to determine the
optimal amount to invest in cyber-security has been widely investigated in
the literature. In this respect, the Gordon-Loeb model and its extensions
received wide-scale acceptance. However, such models predominantly rely on
restrictive assumptions that are not adapted for analyzing dynamic aspects of
cyber-security investment. Yet, understanding such dynamic aspects is a key
feature for studying cyber-security investment in the context of a fast-paced and
continuously evolving technological landscape. We propose an extension of the
Gordon-Loeb model by considering multi-period and relaxing the assumption of
a continuous security-breach probability function. Such theoretical adaptations
enable to capture dynamic aspects of cyber-security investment such as the
advent of a disruptive technology and its consequences on the aforementioned
investment. Such a proposed extension of the Gordon-Loeb model gives room
for a hypothetical decrease of the optimal level of cyber-security investment,
due to a potential technological shift. While we believe our framework should
be generalizable across the cyber-security milieu, we illustrate our approach in
the context of critical-infrastructure protection, where security-cost reductions
related to risk events are of paramount importance as potential losses reach
unaffordable proportions. Moreover, despite the fact that some technologies are
considered as disruptive and thus promising for critical-infrastructure protection,
their effects on cyber-security investment have been discussed little.

Keywords— information systems; security economics; cyber-security invest-
ment; Gordon-Loeb model; security analytics.
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1 Introduction

Cyber-security breaches inflict significant costs on organizations, businesses, and individuals
[7, 13, 23]. As a result, operators of information systems (IS) must develop an IS-defense
capability. In order to build a capability, investing in material resources is a prerequisite
[9, 35, 44|. In the context of cyber-security, such material resources are composed by
processes, products and /or services that are related to the security management of IS in
general and, among others, to cyber-threats monitoring in particular [2, 4, 31, 38, 41] — e.g.,
intrusion-detection systems (IDS).

The cyber-security investment issue has received significant academic attention (for
an extensive literature review, see [38]), and such a literature is often directly related to
practitioners’ needs. For instance, as organizations face budget constraints, an important
challenge for these same organizations is to maximize the efficiency of any monetary
investment in cyber-security processes, products and/or services [12, 21, 38|. Prior IS
research has produced many quantitative models that propose to optimize such investment,
as well as recommendations to invest in particular technologies or systems (e.g., [12, 25, 27,
30, 40]). These formal approaches are complemented by less formal practitioner-oriented
discussions [8, 42, 48|. Among all the available models and approaches, the Gordon-
Loeb (GL) model has received wide-scale acceptance [50]. The GL model is based on
microeconomics — more precisely on the fundamental economic principle of cost-benefit
analysis [21, 22| —, establishing a general setup for determining the optimal level of cyber-
security investment. By specifying a security-breach probability function (SBPF), the
GL model attempts to determine the above-mentioned optimal investment amount for
cyber-security processes, products and/or services (e.g., [10, 21, 22, 29, 49|, for an extensive
literature review, see Table 1.2 on page 19).

However, the GL model framework evades dynamic issues such as perverse economic
incentives! and the advent of a disruptive? cyber-security technology [21]. Yet, in the
case of the latter, accounting for such dynamic issues could significantly enrich the initial
model by giving supplementary time-related insights concerning the potential consequences
that disruptive technologies might trigger for cyber-security investment. If conventional
cyber-security processes, products and/or services such as IDS are essentially assimilated
to the targeted event-based detection approach |2, 4, 31, 41], the swift evolution of both the
technological landscape and cyber-threats calls for a complementary approach based on
behavior-anomaly detection |2, 15, 19, 31, 36, 41, 45, 47|, and its subsequent (potentially)
disruptive technologies.

By extending the original GL model to a multi-period setup, and by relaxing the
assumption of a continuously twice-differentiable SBPF, we create room for additional
insights on cyber-security investment by delivering a theoretical ground that enables to

LFor example, externalities arising when the decisions of one party affect those of others [3].

2In economic terms, the notion of disruptive technology [17] refers to a radically innovative technology that
significantly disrupts existing economic structures, markets and value networks, thus displacing established
leading products, processes and/or services [17]. Therefore, a disruptive technology comes from innovation.
However, not all innovations are disruptive, even though they can be revolutionary. For instance, the
creation of the first automobiles in the late XIX'" century was revolutionary, but not disruptive. The
reason is that early automobiles were expensive luxury goods, hence only a small portion of the market
share of horse-drawn vehicles was replaced by automobiles. As a result, the market for transportation
essentially remained intact until the beginning of the lower-priced Ford Model T (in 1908) [18]. The mass
production of automobiles, however, was a disruptive innovation, as it radically displaced the established
horse-drawn vehicles, and established automobiles as the type of vehicles that possesses the greater market
share [18]. Similarly, the advent of personal computers (PC) in the IT landscape can be considered as a
disruption. The multi-purpose functionalities of PCs, as well as their relatively small size, their extended
capabilities, and their low price facilitated their spread and individual use. PCs displaced large and costly
minicomputers and mainframes, significantly affecting the lives of individuals and the management of
organizations.
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investigate the effect of a disruptive technology on such investment. In this article, we
illustrate the concept of disruptive technologies through the case of big-data analytics®
(BDA) technologies and their related techniques. To the best of our knowledge, our proposed
extension of the GL model is the first approach responding to the need of capturing the
aforementioned time-related insights that a disruptive technology might bring on cyber-
security investment.

The remainder of this article is structured as follows. In Section 2, we contextualize this
research by emphasizing the evolution of cyber-threats monitoring approaches and their
potential disruptive technologies. In Section 3, we present an extension of the GL model
and we provide related propositions in order to create room for capturing the consequences
of disruptive technologies on cyber-security investment. In Section 4, we suggest that
our framework can be applied by critical-infrastructure providers (CIP) in order to help
them optimize their investment in IS defense technologies. In the last section, we discuss
limitations and future work.

2 Cyber-Threat Monitoring Approaches

Cyber-threat monitoring approaches can be divided in two broad classes: (1) targeted
event-based detection and (2) behavior-anomaly detection |2, 31, 41]. Both approaches aim
to detect suspicious events (i.e., related to security concerns such as data breaches) through
IDS [41]. However, technologies related to (2) are rapidly evolving and could disrupt the
cyber-security market [31] and the investment in these technologies.

2.1 The Targeted Event-Based Detection Approach

For the past three decades, scholars, practitioners, and organizations have been developing
numerous conventional technical means to increase cyber-security by using signature-
detection measures and encryption techniques [4, 6]. However, the success of such conven-
tional approaches has been limited [4, 6, 12, 16].

The targeted event-based detection approach essentially relies on signature-detection
measures in which an identifier is attributed to a known threat? (i.e., a threat that had
been witnessed in the past), so that this threat can be subsequently identified |2, 4, 31, 41].
Examples of targeted event-based detection include network-IDS, access-control mechanisms,
firewalls and pattern-based antivirus engines |2, 4, 31, 41]. For instance, a signature-
detection technology such as an anti-virus scanner might detect a unique pre-established
pattern of code that is contained in a file. If that specific pattern (i.e., signature) is
discovered, the file will be flagged in order to warn the end-user that their file is infected.
[4, 31]. Yet, such an approach is becoming more and more ineffective, as the swift evolution
of cyber-threats is becoming more sophisticated [2, 4, 15, 31, 47]. Over the last decade,
cyber-crimes have rapidly increased because hackers have developed new procedures to
circumvent IS security to gain unauthorized and illegal access to the system [31]. For

3In this article, the term big data refers to data whose complexity impedes it from being processed
(mined, stored, queried and analyzed) through conventional data-processing technologies [28, 31|. The
complexity of big data is defined by three attributes: (1) the volume (terabytes, petabytes, or even exabytes
(10'® bytes); (2) the velocity (referring to the fast-paced data generation); and (3) the variety (referring
to the combination of structured and unstructured data) [28, 31]. The field of BDA is related to the
extraction of value from big data — i.e., insights that are non-trivial, previously unknown, implicit and
potentially useful [31]. BDA extracts patterns of actions, occurrences, and behaviors from big data by fitting
statistical models to these patterns through different data-mining techniques (e.g., predictive analytics,
cluster analysis, association-rule mining, and prescriptive analytics) [14, 37].

4Common cyber-risks include malware (spyware, ransomware, viruses, worms, etc.), phishing, man-
in-the-middle attacks (MitM), (distributed) denial-of-service attacks ((D)DoS), malicious SQL injections,
cross-site scripting (XSS), credential reuse, and brute-force attacks.
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instance, as malware spread from one system to the next, hackers employ polymorphic code®
techniques in order to (automatically) rapidly modify the pattern [20], thus evading and
circumventing existing detection mechanisms.% Consequently, such a targeted event-based
detection would be ineffective because of the lag that exists between the development of
signatures and the rapid expansion of cyber-threats [31]. Moreover, zero-day” vulnerabilities
cannot be caught with such an approach.

Therefore, an important limiting factor of the targeted event-based detection approach is
that it is intrinsically reactive in nature |2, 4, 31]. Attributing a signature to a cyber-threat
is always preceded by a cyber-incident, which implies that signatures are unable to identify
unknown and/or emerging threats. As a consequence, signature-detection measures can
be rendered almost ineffective by hackers [15, 31, 47]|. Such a scenario is even amplified in
the era of extended digitization and big data [31, 41]. The reasons are that (1) the swift
development of computer networks (e.g., the extensive use of cloud and mobile computing)
in the past decades generated new channels that expose data to cyber-attack, thus increasing
the pool of systems to be attacked hence amplifying numerous security issues related to
intrusions on computer and network systems [31, 41|; (2), up to multiple exabytes of
information are being transferred daily, usually impeding the process of the entire set of
security information, e.g., network logs, access records, etc. [31]; (3) the velocity of data
generation makes any type of data processing difficult through conventional computer
hardware and software architectures [31]; (4) the complexity of data also impedes security
information from being processed by conventional computers, e.g., data come from diverse
sources, it is stored in different formats and on different IT. Hence, the damage done
by cyber-threats could be identified only after an attack, giving hackers more efficient
possibilities to access networks, to hide their presence and to inflict damage [16, 31].

2.2 The Behavior-Anomaly Detection Approach

In order to address the drawbacks of the targeted event-based detection approach, research
& development has been focused on a behavior-anomaly detection approach [15, 16, 19,
31, 36, 41, 45, 47]. Such an approach aims to detect suspicious/unusual events through
the extraction of patterns, by using behavior anomalies and/or deviations from behaviors
(actions, occurrences) of entities and/or users of a network, rather than patterns of code
as in the case of the targeted event-based detection [15, 16, 19, 31, 36, 41, 45, 47]. The
targeted event-based detection approach is predominantly based on security analytics® and
aims to provide dynamic detection of cyber-threats through techniques derived from BDA
by fitting statistical models on these patterns through different techniques (e.g., predictive
analytics, cluster analysis, association-rule mining, and prescriptive analytics) [14, 37| used
for network forensics, traffic clustering and alert correlation [2]. Some examples have been
developed by [19, 36, 45].

Complementing the targeted event-based detection approach by using signature-detection
measures, such a behavior-anomaly detection approach is envisioned to foster cyber-threats

5A polymorphic code is a code that employs a polymorphic engine in order to mutate while keeping the
original algorithm intact. In other terms, the code changes itself each time it runs, but its semantics — the
function of the code — will not change [20].

6 Additional techniques such as, sandbox resistance, fast fluxing, adversarial reverse engineering, social-
engineering attacks, spoofing, and advanced persistent threats (APT) are continuously evolving and
spreading [2, 31].

"A zero-day vulnerability is a computer-software vulnerability that is either unknown to or unaddressed
by operators who should be interested in mitigating the vulnerability. Zero-day vulnerabilities enable
hackers to exploit it in order to adversely affect computer programs, networks, and data [26].

8The field of security analytics aims to detect suspicious events by extracting patterns related to
behavioral anomalies and/or deviations from behaviors (actions, occurrences) of entities and/or users of a
network. In other words, security analytics methods aim to distinguish patterns generated by legitimate
users from patterns generated by suspicious and/or malicious users [16, 31].
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monitoring by increasing its productivity [16, 31|. Examples of security analytics applica-
tions are the development of security information and event management (SIEM). SIEM
products and services combine security-information management (SIM) and security-event
management (SEM) [11]. SIEM provide real-time analysis of information-security alerts
generated by applications and network hardware. SIEM are sold as managed services, as
software, or as appliances [11|. These products and services are also used to log security data
and to generate reports for compliance purposes. SIEM products and services are widely
used within information-security operation centers (ISOC) — also called fusion centers — of
organizations. The open-threat exchange platform called AlienVault OTX is an example of
SIEM products and services.”

Cyber-security technologies related to the behavior-anomaly detection approach — and
more precisely related to security analytics — are susceptible to disrupting the cyber-security
market [19, 31, 36, 45, 47]. However, the dynamic (i.e., time related) consequences of
such disruptive technologies on cyber-security investment cannot be analyzed through the
existing GL model and its extensions. They rely on restrictive assumptions that are not
adapted for analyzing dynamic aspects of cyber-security investment [21|. Consequently, a
supplementary extension of the GL model is necessary.

3 Extending the Gordon-Loeb Model

By focusing on costs and benefits associated with cyber-security, the GL model states
that each organization’s objective is to maximize its expected net-benefits in cyber-security
function (EN BIS) [21]. This corresponds to minimizing the total expected cost, equivalent
to the addition of the expected loss'? (vL) due to cyber-security breaches and the expenses
(z) in cyber-security processes, products and/or services implemented and/or undertaken in
order to counter such breaches [21, 22|. Figure 1.1 on page 49 illustrates the maximization
of the expected benefits coming from cyber-security expenditures (EBIS).1!

In Section 2, we emphasized that the advent of the behavior-anomaly detection approach
— triggered by security analytics and its use of BDA — is bringing to the fore new cyber-
security technologies that have the potential to disrupt the cyber-security market [19, 31, 36,
37, 45, 47| by hypothetically bringing superior returns on investment vis-a-vis conventional
measures related to the targeted event-based detection approach [37]. As a consequence,
the FBIS function might shift to the left. Figure [.2 on page 49 illustrates the potential
maximization of the FBIS function in the context of BDA. Accordingly:

Proposition 1: If BDA is employed in order to provide cyber-threats monitor-
ing, the ENBIS function will shift to the left due to a greater productivity of
BDA compared to conventional technologies.

Consequently, the optimal level of cyber-security investment will decrease from z* to 2
(c.f.: Figure 1.2 on page 49). For the same level of protection, investment in cyber-security
will decrease — ceteris paribus. Accordingly:

Proposition 2: If BDA is implemented in order to provide cyber-threats moni-
toring, the ENBIS function will witness a discontinuity in its domain Z due
to a greater productivity of BDA compared to conventional technologies.

“https://www.alienvault.com/

10Wherein v is is the organization’s inherent vulnerability — defined as the probability that a threat, once
realized (i.e., an attack), would be successful — to cyber-security breaches, (P); and L is the potential loss
associated with the security breach, ($). The model description and its assumptions were explained in
detail by [21, 22].

11n order to simplify the illustration, figures 1.1, 1.2 and 1.3 on pages 49 and 50 depicts the FBIS
function instead of the ENBIS function. The ENBIS function is obtained by subtracting the investment
(z) to the EBIS function.
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Figure I.1: Level of Investment in Cyber-Security

EBISy(z)

FBIS (2)

v

Investment z

Notes to Figure 1.1: The original function of the expected benefits in cyber-security (EBISo(z)) has a do-
main Z that yields a distribution between zero and the monetary value of the expected loss (vL) in the
absence of any cyber-security investment. The monetary value (i.e., costs) of the investment (z), corres-
ponds to the 45° line. The optimal level of cyber-security investment (z*) is obtained when the difference
between benefits and costs is maximized (tangent to EBI1So(z) — where the marginal benefits are equi-
valent to the marginal cost of one — yielding a slope of 45°, in blue). N.B.: the optimal level of cyber-secu-
rity investment (z*) is smaller than the expected loss (vL) in the absence of any investment.

Figure 1.2: Left Shift of the Level of Investment in Cyber-Security

EBISy(z).

" EB 1So(2)

FEBIS (2)

v

Investment z

Notes to Figure 1.2: The new function of the expected benefits in cyber-security (EBI1Sq(z)) has also a do-
main Z that yields a distribution between zero and the monetary value of the expected loss (vL) in the
absence of any cyber-security investment. The monetary value (i.e., costs) of the investment (z), also cor-
responds to the 45° line. Similarly to Figure 1.1, the optimal level of cyber-security investment (z}) is ob-
tained when the difference between benefits and costs is maximized (tangent to EBIS4(z), yielding a slope
of 45°, in green). Yet, due to the left shift of the EBIS function (from EBISy(z) to EBIS4(z)), the
optimal level of cyber- security investment also shifts from z* to zJ.
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Figure 1.3 on page 50 illustrates such a discontinuity in the EN BIS function described in
Proposition 2. Yet, as the implementation of a disruptive technology implicitly triggers a
productivity differential over time, we propose to extend the GL model in two distinct but
related ways.

Figure 1.3: Left Shift of the Level of Investment in Cyber-Security Over Time

EBISpix(2)

EBIS,( :)

EBIS (2)

v

Investment z, time t

Notes to Figure 1.3: In this graph, the horizontal axis represents both investment (z) and time (¢). The red
line represents the function of the ezpected benefits in cyber-security over time (EBISyiz(2)). The red
dashed line represents the discontinuity in the domain Z of the EBI Sz (z) function — due to the imple-
mentation of a disruptive technology at time t;. Without the implementation of a disruptive technology,
the function of the expected benefits in cyber-security remains EBISy(z) (in blue). With the implementa-
tion of a disruptive technology from ¢ = 0, the function of the expected benefits in cyber-security is
EBIS4(z) (in green). The optimal level of cyber-security investment is z,,;, = 2.

3.1 A Temporal Setup

First, in order to capture the advent of a disruptive technology and its dynamic consequences
on cyber-security investment, a temporal setup has to be implemented. As the GL model
was developed for a single-period, it excludes the fundamental temporal dimension for
analyzing the technological-shift dynamics induced by efficiency improvements. Hence,
the extension of the original single-period model to a multi-period!? setup might bring
significant insight in understanding the dynamic aspects of cyber-security investment that
were originally evaded.

Specifically, we adapt the GL model from [21], such as the maximization of the ENBIS
function is determined by an antidifference operator of this same function, which has the
domain Z C R>( (representing the set of investment possibilities, z;) at the end of the
specified time horizon T' C N, wherein each period i € [1,n]. This yields:

2Even though there is still an open debate in the field of mathematics about whether time should be
considered as continuous or discrete [39], in our proposed extension of the GL model, we consider time
as discrete. Such a choice is determined by the fact that any further empirical research that would test
our extension will be essentially conditioned by measuring time as a discrete variable. Consequently, the
following extension is based on an antidifference instead of an antiderivative.
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wherein for each period i € [1,n]:

— v; is the organization’s vulnerability'® to cyber-security breaches, (proba-
bility PP);

- S{’ is the organization’s security-breach probability function (SBPF'), defined
as the probability that a cyber-security-breach occurs, (probability P);

— z; is the organization’s investment in cyber-security, (monetary value $);

— L; is the potential loss associated with the security breach, (monetary
value $).

3.2 A Discontinuity in the Security-Breach Probability Function

Second, the presumed technological shift induced by the superior productivity of a disruptive
technology challenges the assumption of a continuously twice-differentiable security-breach
probability function. The original model defines continuously decreasing but positive returns
to scale of cyber-security investment. Yet, this continuously twice-differentiable setup leaves
no room for a discrete emergence of a technological shift brought by a disruptive and more
efficient technology.' In such a theoretical framework, the elasticity of the protection of
cyber-security processes, products and/or services evades radical technological progress.
However, technological progress induced by the implementation of a disruptive technology —
such as BDA — could considerably reduce cyber-security investment by bringing suggestively
greater returns on investment.!®

The investor realizes a Pareto improvement by either obtaining a higher level of
protection for the same investment or by obtaining the same level of protection at a lower
cost; because fewer resources, such as time and human labor, can be largely substituted
by algorithms, and automation might be used. As a result, with the implementation of
BDA, cyber-security investment might be significantly reduced by disruption: BDA would
introduce a discontinuity in the security-breach probability function, hence modifying the
original GL model assumption of continuity. Accordingly, adapting the security-breach
probability function (S7) from [21], we propose the following security-breach probability

13In the original GL model [21], the organization’s inherent vulnerability is defined as the probability
that a threat, once realized (i.e., an attack), would be successful.

14(21] explicitly acknowledge that they ‘abstract from reality and assume that postulated functions are
sufficiently smooth and well behaved’, thus creating favorable conditions for applying basic differential
calculus, hence simplifying the optimization problem of the security-investment phenomenon. Although a
smooth approximation of the security-investment phenomenon done by [21] is a reasonable first approach, in
order to deliver insight concerning the problem of determining an optimal level of cyber-security investment,
such an approach lacks realism. As explicitly mentioned by [21]: [...] ‘in reality, discrete investment in new
security technologies are often necessary to get incremental result. Such a discrete investment results in
discontinuities.’

15In BDA, an extremely large, fast paced and complex amount of information can be processed in
significantly shortened time frames and at almost zero marginal cost per additional unit of information —
once the fixed development and implementation costs of systems and algorithms for investigating threat
patterns are invested [43]. Furthermore, the real-time analytics provided by big-data algorithms are likely
to neutralize any attacker’s information advantage, such that the probability of a cyber-breach should be
reduced. For example, an attacker can exploit zero-day vulnerabilities by knowing where to attack, whereas
the defender does not know, hence has to protect all potential entry spots. As real-time analytics reveals
both the time and the position of the attack as it happens, the defender can react precisely on the attacked
spot, thus save any unnecessary investment in the protection of spots that are not attacked.
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function (S{ ,) in order to capture the advent of a disruptive technology by introducing
discountinuity through the parameter d;:

U;

S zv) = — 1.2
i (z0,01) (aizi + 1)5i+di (L2)
wherein for each period i € [1,n]:

— o; € Ry and B; € R>q represent productivity parameters of a given cyber-
security technology at period i (i.e., for a given (z;,v;), the security-breach
probability function SZ-I " is decreasing in both «; and ;); 16

— d; is a discontinuity parameter at period %, and it is represented by a dummy
variable. This dummy takes the value 0 when no disruptive technology is
used, and 1 otherwise.

From equation (I.2), equation (I.1) can be rewritten as:
ax A“'ENBIS(z;) = ma = —————]L; — 2 1.3
may (=) {Z[ (e 7 } (13

Although, in order to extend the original GL model, the multi-period setup and
the suggested security-breach probability function (SZI /) constitute the main theoretical
contributions, the application of this contribution to a concrete context is necessary in order
to exemplify and demonstrate their relevancy, and to empirically test them in a further
research.

4 Application for CIPs

A cyber-security breach inflicted on a critical infrastructure (CI) generates massive negative
externalities, especially due to the increasing interdependency and to technical intercon-
nectedness of different Cls [1, 22|. As a result, cyber-security issues are the main challenge
for CIP [5]. Therefore, the issue of cyber-security investment becomes highly relevant in
the context of Cls, and especially so from a social-welfare perspective [22].

In this respect, cyber-security investment is a national security priority for the great
majority of governments (e.g., [34]). For example, on February 12, 2013, the administration
of US President Barack Obama implemented Executive Order 13636 [33| named Improving
Critical Infrastructure Cybersecurity. This executive order stated that ‘ The national and
economic security of the United States depends on the reliable functioning of the Nation’s
critical infrastructure in the face of such threats. It is the policy of the United States to
enhance the security and resilience of the Nation’s critical infrastructure and to maintain
a cyber-environment that encourages efficiency, innovation, and economic prosperity
while promoting safety, security, business confidentiality, privacy, and civil liberties’ [33].
Following this trend, on May 11, 2017, the administration of US President Donald Trump
implemented Executive Order 13800 [46], named Strengthening the Cybersecurity of
Federal Networks and Critical Infrastructure. This executive order stated that ‘ Effective

16[21] did not specify a and B. These productivity parameters could be, for instance, the relative
productivity of a given technology when compared to another («) and the joint productivity of the same
technology when in interaction with a set of already employed technologies in an organization (3).
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immediately, each agency head shall use ‘The Framework for Improving Critical Infrastruc-
ture Cybersecurity’ developed by the National Institute of Standards and Technology, or
any successor document, to manage the agency’s cyber-security risk. Fach agency head
shall provide a risk management report to the Secretary of Homeland Security and the
Director of the Office of Management and Budget within 90 days of the date of this order’ [46].

We believe that our suggested extension of the GL model should be generalizable across
any kind of cyber-security concerns, yet we illustrate our approach in the context of CIP as
security-cost reduction related to risk events are of prior importance because potential losses
reach unaffordable dimensions [22]. Despite the fact that BDA is considered a promising
method for CIP, its concrete implications have not been discussed much.

More specifically, our extension of the GL model provides a theoretical framework for
analyzing the impact of the implementation of any given novel technology on cyber-security
investment over time. In this respect, by subtracting antidifference operators of ENBIS,
ATTENBIS(z;), at two different specified time-span of same duration, (A — B), a potential
decrease in cyber-security investment, Az, can be analyzed — ceteris paribus:

Az ={AT'ENBIS(z4)} — {AT'ENBIS(z5)} (1.4)

where B C N is a time-span, wherein each period ip € [n,t], and in which a
given novel technology is implemented; whereas A C N is a time-span, wherein
each period i4 € [1,m], and in which no novel technology is implemented. Note
that Zﬁzni and Y ;" | ¢ must be equal in order to proceed to the comparison.

From equations (I.1) and (I.4), equation (I.5) can be written as:

Az= {Z[w ACT 2 } - {zm S Gl — } 5)

i=1 1=n

From the original equation of [21], equation (I.5) can be rewritten as:

i=n

Ay = {Z[Uz’_wzivj'l)ﬁi]lzi—zi} - {Z[Ui_m]lzi—zi} (16)

By controlling for every parameters to remain equal between time-span A and B —
except for the domains Z, wherein Z4 # Zp —, an organization can determine if any given
novel technology generates a greater ENBIS. If it is the case, the organization might
consider the novel technology implemented in B as disruptive; inversely, if the ENBIS
does not substantially changes, the implemented novel technology cannot be considered as
disruptive. Note that even though equation (I.6) can be used for analyzing the differential in
cyber-security investment between two time-spans, equation (I.3) remains necessary in order
to determine the optimal level of cyber-security investment (z;) through the maximization
of the ENBIS(z;) function.

The application of our GL model extension to the context of CIP should provide us
with a relevant and seminal basis on which our arguments can be formally modeled and
simulated. In the case of human-processed information and defense tactics, these issues
would probably make the optimal level of protection difficult to attain or even impossible to
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finance, as the expected loss would be extreme in the case of cascading failures of Cls; hence
the resulting cyber-security investment would also have to reach extreme levels. However,
with the effects that the BDA technology (or any similar disruptive technology) could have
on investment in cyber-security, the investment needs by CIP could remain at the same
level or even decrease, as these novel threats are neutralized by the superior technology
that BDA offers.

5 Discussion

In this last section, we present our concluding comments, the policy recommendations
resulting from concluding comments, we discuss the limitations of this study and suggest
paths for further research.

5.1 Concluding Comments

In this article, we propose an extension of the GL model by adapting its initial theoretical
framework in order to capture time-related insights related to the consequences that a
disruptive technology can have on cyber-security investment. We propose two important
contributions. First, we argue that a single-period model is not adapted to capture
dynamic aspects of cyber-security investment such as the advent of a disruptive technology.
The extension to a multi-period model is indeed necessary. Second, in the context of
the introduction of a discrete disruptive cyber-security technology, the security-breach
probability function of the original GL model could not be considered as continuously
differentiable. These two arguments enrich the initial model by giving supplementary insight
on cyber-security investment. Through our extended ENBIS function, our proposed
revision of the GL model captures both the financial consequences on the optimal level of
investment and the security productivity of the advent of any given novel (and potentially
disruptive) technology. Although we believe that this reasoning is generalizable across a
wide range of cyber-security concerns, we illustrate our approach in the context of CIP,
for which cyber-security breaches inflict unaffordable social costs that urgently need to be
reduced.

5.2 Considerations for Policy Recommendations

First and foremost, our extension of the GL model is intended to be used for determining
the optimal level of cyber-security investment through the maximization of the EN BIS(z;)
function. The optimal level of cyber-security investment is obtained when the difference
between benefits and costs are maximized — i.e., where the marginal benefits of cyber-security
investment are equivalent to the marginal cost of potential losses due to cyber-security
threats.

Also, our extension of the GL model provides a theoretical framework in order to analyze
the expected net-benefits of the implementation of any given novel technology over time.
By subtracting antidifference operators of ENBIS at two different specified time-spans,
and by controlling for every parameters to remain equal between two time-spans (except for
investment), a potential decrease in cyber-security investment can be analyzed. Throughout
our model, an organization can determine if any given novel technology generates a greater
ENBIS. Ifit is the case, the organization might consider the novel technology implemented
as disruptive; inversely, if the ENBIS does not substantially changes, the implemented
novel technology cannot be considered as disruptive.

We presented a dynamic analysis for determining the optimal investment level for IS
defense, in the context of potentially disruptive technologies. By conceptualizing a security-
breach probability function that includes productivity parameters (« and ) of a given
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cyber-security technology, practitioners can calculate the optimal level of investment in IS
defense processes, products and/or services, and also select them according to the highest
productivity parameters. Although this work remains theoretical, it gives a systematic
method for optimizing IS defense investment in the context of potentially disruptive
technologies.

5.3 Limitations and Paths for Further Research

Finally, our research design — based on theoretical modeling and utility maximization — has
some limitations that future research could help relax.

First, the productivity parameters (o; and ;) of a given cyber-security technology
are theoretically conceptualized, but not empirically measured. Such an effort could add
a substantive benefits in terms of validation/refutation of our propositions. However,
researchers might find it difficult to gain access to data as they are substantially difficult to
measure and/or to find [32]. A possible solution in order to measure these productivity
parameters could be derived from equation 1.6, by computing the ratio between Zp and
Z 4. By doing so, a relative measure of productivity between a technology employed in
A'ENBIS(z4) and a technology employed in A~ ENBIS(z5) could be extracted.

Second, the term disruptive technologies [17] has been qualitatively defined, but not
quantitatively delimited. Such a research effort is necessary in order to delimit the dummy
variable d; (that takes the value 0 when no disruptive technology is used, and 1 otherwise).
Again, such a quantitative delimitation could be drawn by determining a threshold value in
the aforementioned ratio between Zp and Z4.

Third, and consequently, this article formally modeled an extension to the GL model,
but it did not simulate or empirically test our suggested extension. We decided to leave
this operationalization to future research as we wanted to focus on the generalizability
of the model. Any simulation or empirical operationalization requires a specification of
the above-mentioned productivity parameters «; and 3; of each technology considered for
investment, as well as the specification of the dummy variable d; for classifying which
technologies are considered disruptive (and when). Such choices make the model more
specific to particular assumptions about technological and productivity contexts. Hence,
we suggest that our model should be operationalized by a series of different simulations
and empirical tests, rather than by one illustrative simulation run. Given the fact that
specifications of such simulations and/or empirical tests would require multiple cases and
thus multiple contexts (and thus multiple articles). Nevertheless, we recommend that future
research simulates, tests and develops further the model we proposed here.

Fourth, the security-breach probability function SZ-I/ that we employed in this work
can be replaced by many other families of more complex functions. In this research, we
selected the first family of security-breach probability function proposed by [21], namely S7.
However, in reality, adding more families of functions could enrich the analysis (e.g., [29]).

Once the aforementioned points are defined by empirical analyzes and field surveys, further
research could propose to simulate a multi-player and multi-period game (e.g., [24]) that
models the cyber-security for CIP in the era of disruptive technologies. Such research
— by collecting simulated data and quantitatively analyzing them — would contribute to
complement the theoretical approach presented in this article, hence test the intuition of
our theoretical development.
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Part 11

Human-Resource Recruitment

‘It’s not a faith in technology. It’s faith in people.’

— Steve Jobs

61



The Persistent Deficit of Conscripted
Officers in the Swiss Armed Forces

An Opportunity-Cost Explanation

PERCIA DAVID Dimitri!-?; KEUPP Marcus?; MARINO Ricardo®; HOFSTETTER Patrick?

! University of Lausanne, Faculty of HEC, Department of Information Systems

2 ETH Zurich, Military Academy, Department of Defense Economics

3 University of St. Gallen, School of Management, Institute of Technology Management
4 University of Zurich, Faculty of Economics and Informatics, Chair in HR Management

Journal article published in Defense and Peace Economics, vol. 30 (1)

— Submitted on September 30, 2016;

— Revised (minor revisions) and resubmitted on December 11, 2016;
— Accepted on July 8, 2016;

— Published online on July 31, 2017.

N.B.: For the purpose of harmonizing some technical notions throughout this thesis, adaptations
were implemented.

62



Abstract

Despite good pay and a generally supportive attitude from the population,
the Swiss Armed Forces — a critical infrastructure of the Swiss government —
suffer from a structural deficit of conscripted officers. Yet, these officers are
essential for monitoring and managing the information-systems defense of the
Swiss Armed Forces. Whereas, prior studies have focused on sociological and
psychological studies of intrinsic and extrinsic motivation, volition, and social
context to explain the under-staffing in the armed forces, we offer an alternative
approach based on opportunity-cost. In this perspective, we model the four
service options related to the conscription duty in Switzerland, taking the
[T-industry employment as the reference point. We then monetize the not-
compensated opportunity-costs of fringe benefits, of leisure, and of IT-industry
income. Our results suggest that, in terms of opportunity-cost, serving as a
conscripted officer is the least attractive option. This we believe explains the
persistent staff deficit. We discuss the implications of these findings for the
literature and recruitment policy.

Keywords— security economics; opportunity-cost; military recruitment; Swiss
Armed Forces; information-systems defense; critical infrastructure protection.
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1 Introduction

Critical infrastructures (CI) are commonly defined as organizations that produce and/or
deliver goods and/or services that are vital to the society [1]. This implies that any extended
disruption and/or failure of any CI would strongly affect the functioning of the government,
national security, economic system, public health and safety, or any combination of the
above [1, 17, 40, 64, 66]. In the literature, there is a consensus that the functioning of
modern societies depends — to a large extent — on the operational continuity of Cls (for
extensive literature reviews, see [59, 69]). In this regard, the armed forces constitute a CI
as they provide national security and public safety for the society [55].

Among armed forces, managing and monitoring the development, implementation and
exploitation of an information-systems (IS) defense requires skilled professionals, who
generally endorse an officer! function. However, in the case of the Swiss Armed Forces
(SAF) — based on a conscription? architecture —, conscripted-officer positions suffer from a
structural deficit. As a consequence, the Armed Forces Command Support Organisation
(AFCSO) — which is responsible for information and communication technologies (ICT)
services and electronic-operations (i.e., anti-cyber attack operations, electronic warfare
and cryptology) of the SAF — also suffers from the aforementioned lack of conscripted
officers. The AFCSO is responsible to ensure that the SAF can accomplish their missions,
guaranteeing the command and control under all circumstances: during standard situations,
during crises, and during disasters and conflicts. For this purpose, the AFCSO operates
an independent communications network, which provides a secure medium for all types
of data that are stored in safeguarded computing centers, and are structurally protected
against external influences. The command support brigade (CS Bde 41/SCS) composes the
AFCSO’s military unit, and is composed of 14 battalions (12,000 conscripts). As for other
units, the AFCSO needs to fulfill vacant conscripted-officer positions in order to execute its
missions.

Almost the entire SAF are composed of citizens who are called upon — by conscription —
to serve; as of 2017, the professional personnel constitute less than 2% of the total forces.?
Consequently, the overwhelming majority of officer positions are filled by citizens who
choose to serve as conscripted officers (i.e., non-professional).* To receive basic military
training, upon entry in the SAF, conscripts first attend boot camp. Then, for the remainder
of the time that they are required to serve, they return for annual training; this time —
measured by the number of service days — is calculated according to rank, function, and
specialty.

Detailed discussions on the philosophy and organization of the Swiss conscription system
are available in [38, 49, 71]. Rather than adding to these general discussions, we point to
a significant recruitment problem the SAF have experienced since 2010 in their attempt

! An officer is a member of an armed forces who holds a position of authority. In the Swiss Armed Forces,
officers’ ranks are: second lieutenant (OF-1b), first lieutenant (OF-1a), captain (OF-2), major (OF-3),
lieutenant colonel (OF-4), colonel (OF-5), brigadier general (OF-6), major general (OF-7), lieutenant
general (OF-8), and general (OF-9).

2 Conscription — also called draft — is the compulsory enlistment of citizens in a national service (in the
context of this research: the military service).

3Professional personnel are exclusively hired for basic military training of conscripts (during boot camps),
for some highly specialized functions (e.g., jet pilots), or for high staff leadership positions (from the rank
of one-star general and upwards).

4Conscripts form a personnel pool called active reserve. However, the SAF also have a passive reserve
composed of former conscripts who do not participate in annual training anymore, but who can be called
by the SAF if necessary. Hence, the SAF is composed by three categories of personnel pools (the active
reserve, the passive reserve, and the professionals). As the deficit of officers is essentially witnessed in the
active reserve, only this pool is analyzed in this article.
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to recruit personnel for conscripted-officers positions. Under the current system, potential
candidates for such positions are identified during boot camp and asked to serve as officers
for the remainder of their service.> The SAF find it increasingly difficult to fill all officer
positions necessary for executing their missions; a significant and persistent conscripted-
officers deficit existed since at least 2010. Each year, about 15% of all conscripted-officer
positions in the ranks of colonel, lieutenant—colonel, major, and captain cannot be filled.
The greatest deficits are witnessed for the ranks of major and captain. The SAF also lack
junior conscripted officers (i.e., the ranks of first lieutenant, and second lieutenant). As
staff-conscripted officers are recruited exclusively from among junior conscripted officers,
recruitment deficits in this group exacerbate the situation. Figure II.1 illustrates the deficit
(corresponding numbers are available on Table II.1 on page 82).

Figure II.1: Structural Deficit of Conscripts (Required Positions Not Filled)
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Notes to Figure II.1: Nominal reduction of conscripted-officer deficit from 2011 onward is due to an
armed-forces reform that reduced the number of officer positions (whether filled or not) whereas officer
headcount remained almost stable. As a result, the position fill rate nominally improved.

Consequently, existing conscripted officers have to work extra hours, to compensate for
the deficit. This is a highly problematic development, as understaffed armed forces lack the
leadership capability required to execute their missions [8] — e.g., managing and monitoring
the development, implementation and exploitation of an information-systems (IS) defense
for ensuring the command and control of the SAF under all conditions. This recruitment
problem challenges the recruitment efficiency of the conscription model on which the SAF
rely [71].

Psychology and sociology explanations fall short at explaining this structural deficit.
Motivational aspects due to low morale or widespread political opposition against con-
scription in Switzerland are not corroborated by the literature [73]. Since the existence
of the recruitment deficit, annually conducted nation-wide polls consistently suggest that
Swiss citizens support conscription; they also confirm that the SAF are perceived as useful
and necessary [74|. Moreover, in a 2013 referendum, 73.2% of all Swiss citizens voted in
favor of the conscription model [23]. The deficit is unlikely to be explained by low pay
or irrelevance of military training for subsequent civilian employment. During service
executed by conscripts, the Swiss Federation compensates 80% of the conscripts’ income
earned and pays for fringe benefits. Even if no salary was earned before military service,
a minimum compensation is paid. Additionally, the civilian employer can compensate
the remaining 20% on a voluntary basis. Conscripts officers on duty are entitled to free

5An extensive account of this identification process is provided in Appendix 2 on page XXXVIIL.
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nation-wide first class public transportation. In 2004 and 2009, the SAF have shortened
service duration® and introduced additional monetary incentives and fringe benefits for
conscripted officers. National trade associations as well as large corporations from all
industry sectors publicly stress that a conscripted-officer training is useful for civilian career
[2, 26]. It could be argued that the conscripted-officers deficit is related to Switzerland’s
civilian low unemployment rate.” Hence, the conscripted-officers deficit should be inversely
proportional to the unemployment rate (such that, when few attractive jobs in the industry
are available, the deficit would decrease, and vice versa). However, Swiss unemployment
statistics suggest that these two factors are uncorrelated. From 2010 to 2016, unemployment
ranged between 2.6% and 4.2% of the eligible workforce (State Secretariat of Economic
Affairs 2010-16 [28]). During this time, it remains stable at approximately 3%. In contrast,
Table II.1 on page 82 suggests that the conscripted-officers deficit has grown by 60% during
the same time-frame. Therefore, the SAF are currently facing the problem that fewer and
fewer individuals opt for a conscripted-officer career, despite the monetary incentives and
fringe benefits that come with it, and despite a generally favorable reputation.

Extant theory offers little guidance to explain this paradox. Economic studies of
military recruitment have modeled the willingness to prefer a military career over a civilian
one, suggesting that the former is chosen when its utility exceeds that of the latter [3, 43].
The majority of the literature provides sociological and psychological studies of intrinsic
and extrinsic motivation, volition, and social context, looking at how these properties
influence an individual’s decision to enlist for military service (e.g., [22, 24, 62, 75, 79].8
Although the aforementioned researches successfully provided relevant insights on factors
that attract candidates toward a military career, effects that keep potential candidates
away, despite a positive propensity to join, have been studied very little. [8] note that a
propensity to join a military organization does not necessarily imply actual involvement.
Furthermore, these studies do not differentiate between the recruitment of conscripted
officers wis-a-vis other ranks. Their results are not readily applicable to a conscription
system, where military service does not come as a dichotomous choice between military and
civilian life but rather constitutes a temporary yet recurring interruption of an individual’s
civilian career, the extent of which varies according to the service option chosen.

In this study, we therefore, suggest a novel, opportunity-cost-based explanation: When-
ever an individual can choose between two or more mutually exclusive options, the
opportunity-cost of an option is the benefit foregone as a consequence of not choosing the
other option(s) [13]. Although the literature has repeatedly called for perspectives that
model an individual’s choice to opt for a military career when presented with service options
[9, 27, 36, 37, 54, 68, 71|, such perspectives are still notably missing. Although the analysis
by [53] is helpful in a conceptual way, it does not analyze individual-level decision-making,
while the study by [77] is, to the best of our knowledge, the only contribution where
opportunity-cost considerations are at least discussed. The term ‘opportunity-cost’ is not
consistently applied in these contributions, they unanimously highlight the relevance of
relative cost-benefit calculations in the face of multiple decision options.

We posit that an individual, in a first step, likely charts the different service options by
which the duty to serve (as implied by conscription) can be fulfilled, both within and outside

5This was the case for the former SAF development called Armée XXI. From January 2019, the new
SAF development called WEA has, in the contrary, significantly augmented service duration in order to
deliver a more complete military training for conscripted non-commissioned officers (NCOs) and conscripted
officers. In this article, the new service duration of the WEA is not taken into account as this present study
has been done in 2017. However, our framework can easily take into account the new service duration of
the WEA in order to actualize the conclusions of this article.

"We thank an anonymous reviewer for bringing this point to our attention.

8For a detailed review of the literature, see Table i.3 (on page 20) of the introduction of this thesis.
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the military organization. In a second step, the individual evaluates the opportunity-cost
of each service option and then makes a choice. Using this approach, we respond to
studies from Israel [9], the US [68], and Switzerland [71]; they all suggest that the decision
for a particular military career is at least partially influenced by individual cost-benefit
calculations. Although the relevance of opportunity-cost considerations in a military context
has been noted for decades |5, 11, 27, 45, 46, 50, 58, 61, 76|, an empirical cost-calculation
beyond conceptual discussion is, to the best of our knowledge, still missing in the literature.
From an empirical point of view, this article is meant as a first step toward closing this gap.

Our study is set at the individual level. Calculating the opportunity-costs of fringe
benefits, as well as the opportunity-cost of leisure and of IT-industry income, we model
an individual’s choice to opt for a career as a conscripted officer, subject to the relevant
service options they have in the Swiss context. These calculations are stratified by three
typical archetypes of individuals from whom conscripted officers are recruited. Our findings
reveal that the opportunity-cost of a conscripted-officer career wvis-a-vis other possible
service options is excessive, irrespective of the archetype considered. We propose that this
significant opportunity-cost disadvantage likely explains the persistent deficit of conscripted
officers in the SAF. Finally, we discuss the implications of these findings for the literature
and for recruitment policy.

2 Service Options

In this section, we present the four mutually exclusive service options that are available for
the individual who has to serve. Also, we discuss the underlying assumption upon which our
analysis relies on — i.e., the individual capacity to rationally evaluate the aforementioned
service options. Finally, as the service option as an officer is the focus of this research,
a brief description of an officer selection criteria is presented in order to compare such a
service option among the three remaining service options available for the individual who is
subject to conscription.

2.1 Four Mutually Exclusive Options

All physically and mentally fit male Swiss citizens® aged between 18 and 34 years are
required to serve for a specified number of service days in the SAF as either a private,'°
an NCO,' or an officer. Female citizens are exempt from conscription but can volunteer
for all functions. For conscientious objectors, the duty to serve is fulfilled by serving in
the civilian service. All service options are conscription based, i.e., in the specific case of
the SAF, the individual serves each year for a specified time and then returns to civilian
life. All military services imply training in boot camp (consecutive days served, on average
137 service days) followed by annual training that takes between 19 and 28 service days,
depending on rank, function, and specialty. Once these days are served, citizens return to
civilian life and employment.'? The same structure applies to the civilian service, where
conscientious objectors must partition their service days into at least two-time segments, of

9 Although foreign nationals and permanent residents together account for 24% of Switzerland’s population
(as of January 2017), only citizens are eligible to serve in any service option.

1A private is a soldier of the lowest military rank (equivalent to NATO Rank Grades OR-1 to OR-3
depending on the force served in).

HThe acronym NCO stands for non-commissioned officer, and refers to a group of ranks in a military-type
hierarchy. It is preceded by the group of non-commissioned men (private). NCOs receive direct orders from
officers.

12 A small fraction of conscripts can serve all of their days consecutively, if certain criteria are met and
positions are available. As the overwhelming majority of SAF personnel — and in particular the conscripted
officers — serve in the traditional form by annual training, we do not factor the ‘at a stretch’ service option
into the analysis.
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which the first comprises 180 days served at a stretch. For any service option, the duty is
fulfilled as soon as all days are served.

Whereas, for military service, the particular number of service days depends on rank,
function and specialized training and hence varies between individuals, federal regulation
defines the number of service days in the civilian service to be 1.5 times the number of
days a conscientious objector would have served in the SAF (Federal Law on the Civilian
Service — SR 824.0). Since we assume that he'® would reduce involvement in a military
organization to the bare minimum, we use the lower boundary of service days for a private
as a basis to calculate the number of service days for the civilian service. To simplify the
analysis, the average between the minimum and the maximum number of service days per
service option is used as the basis for all subsequent opportunity-cost calculations. Figure
I1.2 illustrates these service days per service option while Table I1.2 on page 82 presents
in more detail the four service options: ‘Civilian Service [CivServ]’, ‘Private’, ‘NCO’ and
‘Officer’, and their respective service-day statistics.

Figure I1.2: Number of Service Days per Service Option
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Before proceeding with the analysis, we must clarify the relevant population for whom
this choice is relevant. First, one might argue that the choice between these four service
options cannot be made freely, or that some service options entail higher transaction costs
than others. However, both effects are unlikely in the case of the SAF. As regards the
military functions, with very few isolated cases, neither a conscript nor a volunteer can be
forced to become an NCO or an officer if they refuse. Quite the contrary, the individual
makes that choice autonomously. For example, a conscript can choose to pursue a military
function as an NCO but refuse to become an officer, or they can remain a private for
the entirety of service, despite being asked to become an NCO or an officer. Admission
to the civilian service is non-bureaucratic and administered by the approval of a simple
request. Since 2009, the conscientious objector is no longer required to justify the reasons
for his request. Consequently, transaction costs associated with the choice of any service
option are unlikely to significantly influence the decision. In practice, the four service
options are mutually exclusive. Although, some conscripts object and are assigned to the

13Female citizens can volunteer for any military function, but not for the civilian service. Hence, admission
to the civilian service is effectively restricted to male citizens, such that it is not a relevant service option for
female citizens. However, as only 0.7% of SAF personnel is female (Swiss Federal Department of Defense
2016 [29]) the analysis is unlikely to be significantly influenced by this imbalance.

1 Under special circumstances, conscripted officers can be required to serve for more than 600 days. As
such additional service days would increase opportunity-cost beyond the rates we calculate, our analysis is
conservative.
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civilian service during and after boot camp, there are very few known cases of privates that
objected during their annual training, and no such cases have been reported among NCOs
and officers at all [29]. Thus, once an individual has chosen a particular option, they are
unlikely to reverse their decision.

2.2 Rational Choice Evaluation

We assume that individuals faced with this choice — i.e., who evaluates which service
option to choose — are ideologically neutral, such that they equitably evaluate each service
option without any reservations. This assumption seems reasonable, as the conscripts or
volunteers who ideologically support military organizations are highly unlikely to choose the
civilian service, even if opportunity-cost is very low compared to all military service options.
Likewise, conscripts opposed to the military for ideological reasons are unlikely to choose any
military-service option, even if the opportunity-cost of the most attractive military-service
option was lower than that of the civilian service. The analysis is thus conceptually limited
to individuals who base their decision on rational (rather than ideological) criteria. Such
individuals trade-off the four service options against each other, estimating the opportunity-
cost of each service option. Hence, the individual essentially makes an ex ante decision, if
under imperfect information; however, rational decision-making does not necessarily imply
the individual must meet the strict normative assumptions of homo economicus [25]. An
individual can perform rational calculations on the basis of estimates, partial information,
social cues, projections, and assumptions [57]. Furthermore, we believe the choice of a
service option is likely more ordinal than cardinal in nature, such that the decision is based
on relative magnitudes, rather than precise balance, of opportunity-costs.

2.3 Officer Selection Criteria

Serving as a conscripted officer is only open to two subgroups among all conscripts,
specifically students (i.e., those who have not yet obtained an academic degree, and those
who are in an apprenticeship), and skilled professionals (i.e., those who have been issued a
certificate of qualified professional training or a university degree, and who earn a civilian
salary). As detailed in Appendix 2 on page XXXVIII, in the process of officer recruitment, a
conscript is subject to a number of criteria, hence not all conscripts who would like to choose
this service option can. Some of these criteria depend on subjective evaluation: Article 31
of the service regulation 51.013 clearly states that academic studies, an apprenticeship or
a skilled professional degree are objective, indispensable, and non-negotiable criteria for
admission to an officer career. Hence, only candidates who meet these criteria can freely
choose among all four service options.

3 Data and Methods

Categorizing opportunity-costs by using classification criteria is helpful to identity, as
exhaustively as possible, an individual’s trade-off considerations [56]. Therefore, we propose
that total opportunity-cost per service option can be calculated as the global balance
of three cost categories: (1) The opportunity-cost of reduced leisure!®, (2) the negative
opportunity-cost (i.e., profits) of fringe benefits that are available in the civilian and military
service, but not in IT-industry employment, and (3) the opportunity-cost of civilian income
not earned during service days. We stratify the analysis of these cost factors across three

15GServing in a military organization implies that an individual can no longer freely trade-off work against
leisure hours, according to personal preferences, or control their daily routine. As developed in the following
subsection related to Work Leisure Trade-Off, an individual serving in the SAF will have less time for
leisure.
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socio-demographic archetypes from which conscripted officers in the SAF can be recruited.
The archetype ‘student /apprentice’ is either a student enrolled in full-time tertiary education
and has not yet obtained a degree, or is an apprentice learning a trade before being issued
an official certificate of professional training. The archetype ‘young professional’ has just
completed academic studies or an apprenticeship with a first degree or certificate. They
have no prior job experience and is earning their first professional salary. Finally, the
archetype ‘skilled professional’ has completed academic studies or professional training
and has three years of work experience. As discussions of taxation and social security are
beyond our scope, all figures are gross (i.e., before the deduction of any tax and/or social
security contributions). Furthermore, our calculations focus on only individuals as such, we
do not consider family matters (e.g., opportunity-costs of child care or fringe benefits for
spouse support). All monetary values in all tables are in May 2017 current Swiss francs
and rounded to the next integer.'6

3.1 Fringe Benefits

All service options provide an individual with fringe benefits that are not available in
civilian employment (daily allowances/soldier’s pay and supplements, no expenses for public
transport and food, and health insurance subsidies). Figure I1.3 on page 73 illustrates these
fringes benefits (corresponding numbers are available on Table I1.3 on page 83).

Fringe benefits are provided irrespective of socio-demographic background, education, or
prior income. Hence, they equally apply to all three archetypes, such that stratification is
only required per service options (i.e., according to the number of service days per option).
As all of these benefits are earned only while serving and are lost upon return to their
civilian life, they constitute opportunity-profits (i.e., negative opportunity-costs). Hence,
they are factored into the global opportunity-cost balance with a negative sign. We obtained
data on all fringe benefits from the Swiss Federal Office of Statistics [33|, the Swiss Federal
Department of Defense [32] and from the Administrative Office for the Civilian Service [34].
We then monetized opportunity-profits by calculating average daily rates for each fringe
benefit. We then added these to obtain a daily balance and multiplied this balance by the
number of service days for the respective service options.

3.2 Work Leisure Trade-Off

Service in a military organization implies that an individual can no longer freely trade-off
work against leisure hours, according to personal preferences, or control their daily routine.
The extent to which leisure must be sacrificed in the SAF is subject to which of the three
military-service options an individual chooses. We therefore structured our calculation
as follows. First, we obtained data on the range of median weekly work-hours in the
IT-industry sector by using labor-market statistics provided by the Swiss Federal Office of
Statistics |30]. Since in Switzerland, work-hours in the civilian service are set according to
IT-sector workplace regulations, we assume that the median workweek in the civil service
equals the median civilian workweek. Regulatory information and data on the range of
hours worked in the SAF were obtained from the service regulation of the SAF, [14], and
[42]. We then computed the average of each range to obtain the average daily workload
for each service option. Comparing these workloads to civilian employment, we obtained
figures on extra hours worked for each service option. We multiplied these by the respective
number of service days required to obtain the total of extra hours worked per service option.
Figure I1.4 on page 74 illustrates these extra hours (corresponding numbers are available
on Table 11.4 on page 84).

16 As of May 2017, one Swiss franc is valued at approximately one U.S. dollar in the foreign exchange
market.
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These extra hours were monetized — i.e., we translated them into their corresponding
monetary value [16] — by assuming the value of a marginal unit of leisure is the equivalent
of the marginal income that would have been received if the individual had worked instead
[7, 18, 44, 60]. However, we modified this classic work leisure trade-off model slightly by
assuming a constant, rather than decreasing, return to scale for the work leisure indifference
curve. We did this because there is no empirical data that enables us to estimate its
concavity and because the work leisure trade-off in Switzerland is restricted by labor market
regulations.!” As we assume constant returns to scale, the work leisure trade-off can be
approximated by the median pay per hour. Socioeconomic determinants of median pay per
archetype were obtained from the Swiss earnings structured survey conducted by the Swiss
Federal Office of Statistics [32], as well as from the ’Salarium’ web-based tool.!®

The opportunity-cost framework provided in this article is intended to be applied to any
individual who evaluates their career options. However, as previously mentioned, the focus
is put on to the entire pool of the SAF’ active reserve, from which conscripts are recruited.
Moreover, as our analysis is intended to shed some light on acquiring human resources for
building an IS defense capability, the emphasis is put on potential conscripts (specially
officers) who will be incorporated into the SAF department Armed Forces Command Support
Organisation (AFCSO), which is responsible for ICT services and electronic-operations
(i.e., anti-cyber-attack operations, electronic warfare and cryptology). Hence, we take into
consideration the job categories related to programming, ICT consulting, and general I'T
activities. This group of professions is clustered by Salarium, and focuses on individuals
that are specialized in computer engineering (generally, individuals who have an applied
sciences degree). Hence, we decided to use the gross median wage of the aforementioned
job categories for the Swiss male citizen (as only 0.7% of total personnel is female). These
procedures yielded a median opportunity-cost value of one extra hour of work of 30.10
Swiss francs for the archetype ‘student / apprentice’, of 42.9 Swiss francs for the archetype
'young professional’, and of 56.6 Swiss Francs for the archetypes ‘skilled professional’.!
Multiplying total extra hours by these rates, we obtained opportunity-cost figures stratified
by archetypes and service options. Table I1.4 on page 84 illustrates these calculus.

3.3 Income not Compensated

An individual who serves in any service option is absent from work during service, hence
cannot earn a civilian salary during this time. Therefore, for both the civilian service and
all military services, the Swiss Federation, via the Department of the Interior, provides a
compensatory income-deficit payment of 80% of the current civilian salary earned. This
compensation is paid per calendar day, i.e., also on Saturdays, Sundays, holidays. The
information about minimum and maximum payments, as well as conditions that apply per
service option, were obtained from the Federal Compensation Office [31]. For each archetype
and service option, we analyzed the eligible payments per archetype and calculated averages
of their minimum and maximum values. As for NCOs and officers, payments are higher
for training than for regular service days, weighted averages were calculated using the
percentage distribution data shown in Table II.1 on page 82. We then compared all averages
with the median IT-industry sector income that university graduates earn one and three
years after graduation, respectively, using data provided by the Swiss Federal Office of

7In Switzerland, an individual’s weekly workload in the IT-industry sector must not exceed 50 hours
(Federal law on work in the industry, crafts and trade — SR 822.11). Note that this regulation does not apply
to the SAF. Although a firm can persuade employees to not record hours worked beyond this threshold
(e.g., consulting, investment banking), such behavior is not only illegal, but also not representative of the
majority of the workforce. We therefore do not consider this effect for our analysis.

Bhttps://wuw.gate.bfs.admin.ch/salarium/public/index.html

YFurther procedural description and auxiliary calculation is available from the corresponding author.
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Statistics [35], as well as by the Salarium web-based tool.2® We used a 365-day reference
year to calculate average daily median incomes from these data. Hence, we obtained a
daily opportunity-cost rate that monetizes, for each archetype, the daily civilian income
not compensated per service option. Finally, to obtain total opportunity-cost, this rate
was multiplied by the number of service days per service option. Figure I1.5 on page 75
illustrates these calculus (corresponding numbers are available on Table I1.5 on page 85).

4 Results

In this section, we present four subsections. In the first three subsections, we present the
results of our analysis for each type of opportunity-cost previously determined — i.e., for
fringe benefits, for leisure, and for income not compensated —, and for each archetype also
previously determined. In the last subsection, we present an aggregate opportunity-cost for
each type of archetype.

4.1 Opportunity-Cost of Fringe Benefits

The (negative) opportunity-costs of fringe benefits are presented in Figure I1.3 (correspond-
ing numbers are available on Table I1.3 on page 83). They apply equally to all archetypes as
they are earned irrespective of the individual’s socio-demographic background and current
IT-industry sector income.

Figure 11.3: Total Avg. Opportunity-Cost of Fringe Benefits
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In the civilian service, a daily lump sum allowance of five Swiss francs per service
day is paid. Depending on the particular rank, privates receive daily soldier’s pay that
ranges between 4 and 5 Swiss francs, NCOs between 7 and 11.50 Swiss francs, and officers
between 12 and 23 Swiss francs. These ranges yield averages of 4.50, 9.30, and 17.50 Swiss
francs, respectively. In addition to this allowance, a daily supplement of 23 Swiss francs
is distributed to all NCOs and all officers ranks up to captain (in order to simplify the
analysis, we assume that all officers receive this supplement, as the total number of officers
with a rank higher than captain is relatively low, compared to the combined number of

20We assume that these salaries are also earned by those without a formal university degree but materially
equal professional training that provides them with at least the same, if not a superior, level of productivity.
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lieutenants, first lieutenants, and captains). In each service option, these allowances are
paid per service day (including weekends and holidays). Furthermore, during weekdays
(but not when off duty on weekends or holidays), while traveling in uniform, including
private trips made during leave, all soldiers receive free nationwide public transport by
train. (if subject to traveling in uniform and presentation of marching orders, privates
and NCOs travel in second class, officers in first class). They are also provided with free
meals in their respective cantonments or, if travelling, with compensation of expenses. In
the civilian service, expenses for travels costs to and from the workplace, as well as meals,
are compensated during weekdays. To simplify the analysis, we assume that these fringe
benefits have an approximately equal value. Each month a Swiss household spends an
average of 827 Swiss francs for transport and an average of 642 Swiss francs for food and
non-alcoholic beverages [33]. Assuming a single-person household and a 30-day service
month with 22 working days and no holidays, 607 Swiss francs of transport expenses, and
471 Swiss francs of food expenses can be saved during any service, yielding average daily
(negative) opportunity-costs of 21 and 16 Swiss francs, respectively, per service day. Finally,
in all service options, private-health insurance is paid once 60 consecutive or more service
days are served, and this during the entire duration of the respective service option. In
practice, this condition is met during boot camp (for all military-service options, 137 service
days on average) and the first half of the civilian service (180 service days). Given that
a household spends an average of 736 Swiss francs per month on health insurance, and
assuming a single-person household and a 30-day service month, we weighted the expenses
saved by the quotient of compensated vs. total service days.

4.2 Opportunity-Cost of Leisure

The opportunity-cost of leisure, stratified by archetype and service option, is illustrated in
Figure I1.4 and presented in Table I1.4 on page 84.

Figure I1.4: Opportunity-Cost of Leisure
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The range of a median workday in the I'T-industry sector is between 8.2 and 9 hours,
which gives an average of 8.6 hours worked per day. Although this workload corresponds to
that of the civilian service (hence, extra hours there are zero, and so is opportunity-cost by
consequence), the real workday in all military-service options is significantly longer, and
the longest workday is for conscripted officers. Work-hours ranges vary between 12 and 18
hours for privates, between 14 and 19 hours for NCOs, and between 15 and 22 hours for
officers. These work-hours correspond to averages of 15, 16.5, and 18.5 hours, respectively.
The work-hours for all military-service options account for the fact that many conscripted
NCOs and all conscripted officers have only one day off per week and often work additional
hours during weekdays and also on weekends. The respective ranges we obtained were
already adjusted for these effects.

4.3 Opportunity-Cost of Income Not Compensated

Finally, Figure II.5 and Table I1.5 on page 85 presents data on IT-industry sector incomes
and the extent to which they are compensated, stratified by archetype and service option.

Figure 11.5: Opportunity-Cost of Income Not Compensated
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Labor-market data suggest that in the IT-industry sector, an average apprentice earns
an annual median salary of 12,000 Swiss francs while undergoing professional training.
To simplify the analysis, we assume that a student enrolled in tertiary education has a
part-time unskilled job yielding the same income. Concerning the aforementioned job
categories related to programming, ICT consulting, and general I'T activities — individuals
that are specialized in computer engineering, generally, who have an applied sciences degree
—, the average annual gross median income for young professionals is 88,584 Swiss francs, and
116,760 Swiss francs for skilled professionals with three years of work experience. Assuming
a 365-day year, we find that these annual salaries correspond to daily incomes of 33 Swiss
francs, 242.7 Swiss francs, and 319.9 Swiss francs, respectively.

Across all service options, and irrespective of prior IT-industry sector income, the
minimum daily compensatory payment is set at 62 Swiss francs, and the maximum is at
196 Swiss francs, thus yielding an average daily compensation of 129 Swiss francs. However,
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two exceptions must be considered. First, as the minimum of 62 Swiss francs is applied
irrespective of prior IT-industry sector income, the archetype ‘student/apprentice’ always
receives this daily compensation as their daily income of 33 Swiss francs is far below this
threshold. For the same reason, students/apprentices cannot receive any compensation
beyond this minimum rate, such that it also constitutes the maximum possible compensatory
payment. Second, while in training and boot camp, NCOs and officers receive a minimum
daily compensation of 111 francs per day, whereas the standard minimum rate of 62 francs
per day is applied during all other days. Weighting these data by the percentage distribution
data shown in Table II.1 on page 82 gives weighted averages of 145 Swiss francs of daily
compensatory payments for NCOs, and 144 Swiss francs of daily compensatory payments
for officers. Finally, a daily opportunity-cost is calculated as the difference between daily
IT-industry sector income and average daily compensation; this difference is then multiplied
by the number of service days per service option. Table I1.5 on page 85 illustrates these
calculus.

4.4 Aggregated Opportunity-Cost

Figure 11.6 and Table 11.6 on page 86 summarizes all three opportunity-cost factors into
global balances.

Figure 11.6: Aggregated Opportunity-Cost
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If an individual makes a decision about where to serve solely on the basis of opportunity-
cost, the civilian service is the optimal choice for all three archetypes. In this service option,
students and apprentices actually realize a profit of 9,750 Swiss francs, as the opportunity-
cost of leisure is zero, whereas the balance of fringe benefits and compensatory payments
exceeds their IT-industry sector income. Moreover, assuming that today’s students and
apprentices picture themselves to be young and skilled professionals in the future, for them
the civilian service is even more attractive as this service option gives them the possibility
to serve ‘at a stretch’, hence they can fulfill their duty to serve long before they would earn
professional salaries that are only partly compensated. The effect is analogous for young
and skilled professionals, for whom the opportunity-cost of a conscripted-officer post is
prohibitively high compared to all other service options. The higher an individual’s current
or projected I'T-industry sector income is, the less that individual would be inclined to
choose any military service, especially, a conscripted-officer career.

76



However, the problem set goes beyond a dichotomous competition between the military
and civilian service. If transaction costs for admission to the civilian service were raised
to a point where any military service is economically more attractive than conscientious
objection, all archetypes would choose to serve as a private and refuse to undergo any
further training. If forced to participate in training, all archetypes would refuse to serve as
conscripted officers, instead would prefer to serve as an NCO. As a result, all archetypes
can in fact serve in the SAF and refuse a relatively unattractive conscripted-officer post.

This finding likely explains the paradoxical effect that, despite the good pay the SAF
offer and their generally good reputation among citizens, the conscripted-officer deficit
persists. It also explains why there is a greater lack of officers than of privates and NCOs.
Moreover, the persistent deficit of conscripted officers might not necessarily be due to the
civilian service being more attractive than any other military-service option, rather it is due
to the fact that a conscripted-officer career is the least attractive among all military-service
options. Even if the opportunity-cost of leisure for conscripted officers were reduced to
zero by applying civilian labor-market regulations, the relatively generous fringe benefits
would fail to even offset the lack of IT-industry sector income compensation for the young
professionals and the skilled professionals archetypes. Only if the opportunity-cost of leisure
were to be reduced to zero and income compensation raised to 100%, service as an officer
would be more attractive than any other service option.

5 Discussion

In this last section, we present our concluding comments, the policy recommendations
resulting from concluding comments, we discuss the limitations of this study and suggest
paths for further research.

5.1 Concluding Comments

Using opportunity-cost analysis, we have shown that free-market institutions in the I'T-
industry sector compete with planned-economy institutions in the public sector, and that
the latter often lose this race. Hence, Cls must find novel ways to recruit specialists as
fixed-state salaries are rarely competitive. At the time we conducted our study, military
units specifically dedicated to cyber-defense did not yet exist as these were only created in
2018. Follow-up studies that could replicate our approach with such specialist troops might
be helpful to either refute or corroborate our conclusions.

Our findings have a number of important implications, both for academicians and
for policy-makers who are interested in acquiring human resources for building an IS
defense capability. To the best of our knowledge, this article constitutes the first attempt
to estimate the actual opportunity-cost structure of a complex, multi-option individual
decision between service options in the context of armed forces. Hence, our model goes
beyond a dichotomous choice between the military and civilian service. In so doing, it
responds to calls for such studies, complementing them with an economic perspective eluded
by many prior contributions that have instead emphasized socio-demographic, intrinsic and
extrinsic motivation factors.

Specifically, with respect to the persistent deficit of conscripted officers in the SAF,
we demonstrated that in terms of opportunity-cost, the conscripted-officers positions
constitute the least attractive service option. Consequently, we suggest that candidates
whose ideological motivation for a conscripted-officer career supersedes opportunity-cost
calculations are no longer numerous enough to compensate for those whose decision is, in
fact, based on such calculations. Hence, without a corresponding opportunity-cost analysis,
studies might overstate an individual’s propensity to join armed forces if they are based
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only on the analysis of intrinsic and extrinsic incentives.

Consequently, in order to acquire human resources for building an IS defense capability
among armed forces, academicians and policy-makers can take into account the following
considerations.

5.2 Considerations for Policy Recommendations

The opportunity-cost framework developed in this article can be adapted for any organization
that seeks to attract and employ IS defense specialists and/or IS defense managers. By
assessing the opportunity-cost that such specialists face whenever they are confronted
with choosing an employer among various alternatives, the framework presented helps
practitioners to evaluate their competitiveness with competitors hence to shed some light
on how competitive they are in terms of hiring conditions. As human resources are
an essential component for developing and securing an IS defense capability, such a
component is undeniably a building block for ensuring the operational continuity of any
given organization/CI.

Specifically for the SAF, the opportunity-cost of the officer-service option is too high
with respect to other service options. Without corresponding opportunity-cost analyzes,
studies tend to overstate an individual’s propensity to join an armed force if they are based
on the analysis of intrinsic and extrinsic incentives alone. In the absence of work leisure
trade-off considerations, service in the military is less attractive the higher an individual’s
IT-industry sector income is. If such trends persist, military recruitment will likely face
adverse selection problems, as military service will be attractive to only those employed in
low-paying industries and/or with a professional education that does not enable them to
compete for higher-paying jobs. This might constitute an important drawback as specialized
human capital is of prior importance in job categories that are necessary for building an
IS defense capability, e.g., computer engineers. In our context, for a conscripted-officer
career, the annual break-even salary is 59,220 Swiss francs for a young professional, and is
64,204 Swiss francs for a skilled professional. Although these might seem substantial on a
nominal basis, they are in fact 59% and 45% below the median salaries these individuals
earn in the IT-industry sector. Consequently, for a conscripted-officer career to become
more attractive, the recruitment policy for officers and specialized positions should target
potential candidates while they are still students or apprentices, even though they will be
undeniably less skilled than individuals that already have a degree.?! The opportunity-costs
of students or apprentices are low and the marginal utility of money is high, as long as they
study or undergo professional training. However, as these individuals enter the working
world, the opportunity-cost of IT-industry sector income quickly grows to a point where a
conscripted-officer career is the least attractive of all available service options.

At the same time, military organizations should caution themselves against the attempt
to counter under-staffing by monetary considerations alone, as these could undermine
intrinsic motivation [10, 47]. In Switzerland, compensatory pay for income was raised by
14% in 2009, but the conscripted-officer deficit still persists. An opportunity-cost perspective
then points to the importance of the opportunity-cost of leisure. In our estimations, such a
cost is generated by the excessive workload that comes with a conscripted-officer career, i.e.,
by a highly disadvantageous work leisure trade-off. In the past, individuals in Switzerland
had little choice but to cope with this workload as a civilian service for conscientious
objectors was not introduced until 1996, and because military service in a conscripted-officer
position was seen as an indispensable requirement for higher management. However, since
1995 elites in Switzerland have gradually become more international, less interconnected,

2In order to compensate such a lack of skills, we suggest that the SAF must deliver a state of the art
technical training that prioritize essential technical skills related to their command and control missions,
i.e., anti-cyber attack operations, electronic warfare and cryptology.
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and more balanced in terms of gender distribution [2, 15]. Hence, the excessive number of
extra hours a conscripted officer must work are less and less implicitly compensated by the
expectation of positive job-related externalities. The extent to which (if any) this effect
can be compensated monetarily seems questionable. Not only does the globalization of the
economy confront potential officer candidates with expatriate competitors, but the value
system of today’s and tomorrow’s professionals is shifting. The workplace attitude of the
generation born between 1985 and 2000 (‘millennials’) puts greater emphasis on the work
leisure trade-off and assigns less importance to monetary fringe benefits and status [41].
Hence, this generation would emphasize the opportunity-costs of leisure and be relatively
indifferent to increased pay or benefits.

In contrast, non-monetary benefits seem more promising. For example, in the United
States, the GI Bill largely waives the cost of studying for a degree once military personnel
have completed their duty. This program reached record levels in 2009 with nearly 95%
of eligible personnel involved in the program and with 70% of them actually using this
program once they left the military [8]. Empirical evidence suggests that spending a fixed
budget on recruitment rather than on salary increases is a much more efficient way to win
over qualified staff [20].

As suggested in the concluding comments, candidates whose ideological motivation for
a conscripted-officer career supersedes opportunity-cost calculations might not be longer
numerous enough in order to compensate for whose decision is, in fact, based on such
calculations. A solution in order to augment the pool of ideologically motivated potential
conscripted-officers could be to augment the recruitment base that is nowadays limited to
male citizens. In order to do so, policies that include the conscription duty to female and
established foreigners could fill the gap.

Also, once young individuals have joined the armed forces, the structure of the service
with academic or professional agendas should carefully be aligned in order to minimize the
frustration owing to time conflicts, and should be negotiate with colleges and professional
schools for academic equivalents of capabilities created by military training. Furthermore,
conscripted-officers training could become more attractive if military capabilities, such as
leadership, were valued in the industry [71]. However, the extent to which such incentives
reduce perceived opportunity-cost is probably related to the extent to which military
training can indeed substitute professional training and education (e.g., an MBA degree).
Research suggests that significant conceptual and behavioral gaps between business and
military leadership exist, making the transition less than seamless [63, 80].

Finally, military decision-makers should note that the conscripted-officer deficit cannot
readily be explained by conscientious objection or the existence of a civilian service. The
results we have presented here suggest that a conscripted-officer career is the most unattrac-
tive among all military-service options, even in the absence of a civilian service. Compared
to privates and NCOs, opportunity-cost for conscripted officers grows exponentially as
individuals enter professional life. Hence, applying ‘raising rival’s costs’ tactics [12, 65|
by making the civilian service more unattractive vis-a-vis the other service options, or by
erecting additional barriers for admission, are unlikely to significantly alter the situation
because they would only shepherd individuals into the second-best service option, i.e.,
serving as a private.

5.3 Limitations and Paths for Further Research

Our attempts to monetize opportunity-costs by using socio-demographic, labor market,
and benefit data provide empirical contributions that implicitly accept assumptions from
economic theory that future research could help relax.

First, an opportunity-cost analysis is framed in neoclassical economic thought; it thus
assumes that individuals maximize individual utility and make rational choices [67]. In

79



the context of our research, this ‘homo economicus’ assumption might be questionable for
two reasons. First, when it comes to making personal career choices, individuals might
exhibit bounded, rather than perfect, rationality [25]. Hence, individuals might prefer
imprecise estimates, partial information, social cues, projections, and assumptions over
precise calculation as they evaluate relative magnitudes of costs [57]. Our analysis could be
refined by introducing weights or scaling factors that can take such bounded rationality
into account.

Second, we assumed that I'T-specialists are ideologically neutral; implying they would
evaluate and compare service alternatives inside and outside armed forces organizations
as they would consider different career choices in the private sector. However, as both
armed forces and many CIPs operate in a public sector and national-security context,
individuals might have ideological reservations to enlist. On the other hand, using the
reverse argument, a particular type of individuals might enjoy the culture of armed forces
and the public-sector context. Such ideological influence would increase the opportunity
cost of enlistment for the first type, but reduce it for the second type of individuals. Future
research should take this differentiation into account.

Third, although we have collected and analyzed these data in the context of the SAF,
we believe our analysis should be generalizable to many other military organizations.
For example, researches reported numerous and similar cases of under-staffing in armed
forces, e.g., in India [70], the US [39, 48, 52|, and Great Britain [19, 21|; both in systems
that must rely on a professional model and in those based on conscription model. The
problem seems to be more of a general nature and less of a context-specific one. Therefore,
an opportunity-cost approach is useful as it can be applied irrespective of cultural and
contextual idiosyncrasies. Even in less liberal systems, where free choice between service
options is suppressed, individuals can still ‘vote with their feet’ [6] by emigrating or by
bribing officials to be granted exemption from service, e.g., in Russia [51] and Kazakhstan
[78]. In other words, even in such systems, the opportunity-cost of not serving in a
particular service option (e.g., harassment at work, risk of state prosecution, expenditure
for emigration) can be assessed and monetized. Our results can also be generalizable as
they likely constitute a lower boundary from a global perspective.

Fourth, additional opportunity-cost factors that are unlikely to materialize in the Swiss
context might have to be considered elsewhere in the world — mortality risks, geographic
mobility, and effects related to job tenure.?? Due to the Swiss state doctrines of neutrality
and non-involvement in international armed conflicts, the SAF have a defensive and
isolationist nature. Switzerland is a member of NATQO’s partnership for peace since 1994,
but does not contribute personnel to NATO missions except for two observers at their
headquarters in Brussels. Less than 0.2% of all personnel serve in international, non-combat
peacekeeping missions authorized by the United Nations. As a result, the mortality risk
is almost nil; over the last twenty years, the few isolated cases of injured and deceased
staff were due to either suicide or traffic- and weapon-handling accidents. In contrast, the
U.S. Armed Forces witnessed an annual mortality rate of 71.5 per 100,000 staff between
1990 and 2011 (United States Armed Forces Health Surveillance Center [4]). Hence, an
individual making a decision on the basis of opportunity-cost would likely factor the cost of
increased mortality risk into the equation (e.g., by assuming reduced lifetime income).

Fifth, under the Swiss conscription system, once an individual has passed boot camp,
almost all personnel serve in annual training that take between three and four weeks
per year. Hence, conscripted personnel very rarely relocate during service days, they
rather commute between their home and military sites on weekends. Given the density of
transport infrastructures in Switzerland, the small size of the country, and free transport

22We thank an anonymous reviewer for drawing our attention to these issues and providing us with
valuable arguments.
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provided during military service, the financial and temporal opportunity-cost of mobility
is low. However, in large territorial states where cross-country travel might take days or
requires air travel (e.g., Russia, India, China, Australia, or the US), the opportunity-cost
of geographic mobility might be significant. Such costs would have to be added to our
estimates. Finally, labor-market research suggests that individuals absent from the civilian
working world during military service experience disadvantages because they miss out on
the positive external effects of professional networking and might take longer to re-adapt |2,
72]. Furthermore, they could be outwitted by expatriate competitors who have no duty
to serve because they do not have citizenship in the said country. As in the SAF, annual
training is relatively short, the impact of these adverse effects is limited for individuals
living in Switzerland. Yet, in countries with long service times served at a stretch (e.g.,
Israel), these opportunity-costs can be significant. Hence, the estimates we present in
this article might constitute only a lower boundary of the actual total opportunity-cost
of any military-service option. Armed forces around the world could therefore take our
estimates as a baseline case and factor in these additional costs, according to their specific
context. Although we consider the estimation of these cost factors to be beyond the scope
of this article, we believe that such an estimation opens up promising paths for future
research that could expand our model. Furthermore, our model assumes that the three
opportunity-cost factors we study are equally important for the individual’s decision. Future
work could conceptualize weights by which the relative importance of particular factors for
an individual can be modeled.

Finally, our analysis could be refined by the consideration of inter-temporal effects
and inflation. Rational individuals could be expected to calculate capital values of global
opportunity-cost by discounting future cash flows or their monetized equivalents to the
present, by observing both inflation expectations and interest rates.
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Table I1.1:

Structural Deficit of Conscripts ?

Staff deficit (required positions not filled)

Swiss Armed Forces census Privates (%) NCOs (%)  Officers (%)
2010 -5 -5 24
2011 2 -3 23
2012 —1 -2 10
2013 0 —2 12
2014 ) —2 15
2015 9 -2 15
2016 12 -2 16

# Nominal reduction of conscripted-officer deficit from 2011 onward is due to an armed-forces reform that
reduced the number of officer positions (whether filled or not) whereas officer headcount remained almost

stable. As a result, the position fill rate nominally improved.

Table I1.2: Service Days per Service Option

Service Option

CivServ Private NCO Officer
Service days (min.) 390 260 400 600
Service days (max.) 390 300 425 600
Service days (avg.) 390 280 413 600
% service days spent in boot camp and training  46% 54% 64% 61%
% service days spent in practical service 54% 46% 36% 39%
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Table 11.4:

Opportunity-Cost of Leisure

Archetype considered Student /apprentice

CivServ Private NCO Officer
Avg. daily work-hours, industry 8.6 8.6 8.6 8.6
Avg. daily work-hours, service 8.6 15.0 16.5 18.5
Avg. extra-hours per service day 0.0 6.4 7.9 9.9
Service days 390.0 280.0 413.0 600.0
Total extra-hours 0.0 1792.0 3262.7 5940.0
Median opportunity-cost per hour 30.1 30.1 30.1 30.1
Total opportunity-cost of leisure 0.0 53939.2 98207.3 178794.0
Archetype considered Young professional

CivServ Private NCO Officer
Avg. daily work-hours, industry 8.6 8.6 8.6 8.6
Avg. daily work-hours, service 8.6 15.0 16.5 18.5
Avg. extra-hours per service day 0.0 6.4 7.9 9.9
Service days 390.0 280.0 413.0 600.0
Total extra hours 0.0 1792.0 3263.0 5940.0
Median opportunity-cost per hour 42.9 42.9 42.9 42.9
Total opportunity-cost of leisure 0.0 76 876.8 139982.7 254.826.0
Archetype considered Skilled professional

CivServ Private NCO Officer
Avg. daily work-hours, industry 8.6 8.6 8.6 8.6
Avg. daily work-hours, service 8.6 15.0 16.5 18.5
Avg. extra-hours per service day 0.0 6.4 7.9 9.9
Service days 390.0 280.0 413.0 600.0
Total extra hours 0.0 1792.0 3263.0 5940.0
Median opportunity-cost per hour 56.6 56.6 56.6 56.6
Total opportunity-cost of leisure 0.0 101427.2 184 685.8 336 204.0
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Table I1.5: Opportunity-Cost of Income Not Compensated

Archetype considered Student /apprentice

CivServ Private NCO Officer
Daily median income 33.0 33.0 33.0 33.0
Daily compensation (min.) 62.0 62.0 62.0 62.0
Daily compensation (max.) 62.0 62.0 196.0 196.0
Daily compensation (avg.) 62.0 62.0 145.0 144.0
Daily avg. opportunity-cost 29.0 29.0 —112.0 —111.0
Nb. of service days 390.0 280.0 413.0 600.0
Total avg. opportunity-cost 11310.0 8120.0 —46 256.0 —66600.0
Archetype considered Young professional

CivServ Private NCO Officer
Daily median income 242.7 242.7 242.7 242.7
Daily compensation (min.) 62.0 62.0 62.0 62.0
Daily compensation (max.) 196.0 196.0 196.0 196.0
Daily compensation (avg.) 129.0 129.0 145.0 144.0
Daily avg. opportunity-cost 113.7 113.7 97.7 98.7
Nb. of service days 390.0 280.0 413.0 600.0
Total avg. opportunity-cost 44343.0 31836.0 40350.1 59220.0
Archetype considered Skilled professional

CivServ Private NCO Officer
Daily median income 319.9 319.9 319.9 319.9
Daily compensation (min.) 62.0 62.0 62.0 62.0
Daily compensation (max.) 196.0 196.0 196.0 196.0
Daily compensation (avg.) 129.0 129.0 145.0 144.0
Daily avg. opportunity-cost 190.9 190.9 174.9 175.9
Nb. of service days 390.0 280.0 413.0 600.0
Total avg. opportunity-cost 74451.0 53452.0 72233.7 105 540.0
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Table I1.6: Aggregated Opportunity-Cost

Archetype considered Student /apprentice

CivServ Private NCO Officer
Fringe benefits —21060.0 —14980.0 —32337.9 —50100.0
Leisure 0.0 53939.2 98207.3 178794.0
Income 11310.0 8120.0 —46256.0 —66600.0
Total —9750.0 47079.2 196134 62094.0
Archetype considered Young professional

CivServ Private NCO Officer
Fringe benefits —21060.0 —14980.0 —32337.9 —50100.0
Leisure 0.0 76876.8 139982.7 254826.0
Income 44 343.0 31836.0 40350.1 59220.0
Total 23283.0 93732.8 147994.9 263 946.0
Archetype considered Skilled professional

CivServ Private NCO Officer
Fringe benefits —21060.0 —14980.0 —32337.9 —50100.0
Leisure 0.0 101427.2 184 685.8 336 204.0
Income 74451.0 53452.0 72233.7 105 540.0
Total 53391.0 139899.2 224 581.6 391644.0
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Abstract

We investigate how human beliefs are associated with knowledge absorption
for producing cyber-security. We propose a novel measure of knowledge ab-
sorption, by using the individual level of analysis. As organizational learning
requires individual learning, we argue that knowledge absorption should be
apprehended on the individual level and should focus on human interaction.
Following this logic, cyber-security production might be associated with the
extent to which organizations’ members can absorb tacit knowledge required for
this production. Framing this argument in the knowledge-based view of the firm
and transaction-cost economics, we employ psychometric methods for analyzing
a sample of 262 members of an information-sharing and analysis center. The
results show that human beliefs are associated with individuals’ knowledge
absorption for producing cyber-security. Resource belief, knowledge-absorption
belief, and reciprocity belief are associated with knowledge absorption. To the
best of our knowledge, this is the first human-involved empirical contribution
that analyzes knowledge absorption in a private setting, where sensitive informa-
tion is shared and absorbed for producing the tacit-knowledge of cyber-security.
We contribute to the security economics literature by emphasizing that cyber-
security is not only a technical issue, therefore strengthening the proposition
that economics and psychology are useful for producing cyber-security. Finally,
we define paths for future research.

Keywords— cyber-security, security economics, information sharing, organiza-
tional learning, knowledge-based view, tacit knowledge, knowledge absorption.
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1 Introduction

For both public and private organizations, effective cyber-security is required to prevent
business interruption and thus to ensure operational continuity [51, 52, 59, 90, 130, 141].
The production of such cyber-security is a knowledge-intensive task [12, 71].! Despite
the fact that hardware and software components required for this defense are relatively
homogeneous and readily available at low cost or even for free |2, 68], highly specialist
knowledge is required to combine and deploy these components effectively for organizational
defense — for instance, by designing resilient systems architectures and implementing them
efficiently [41, 84]. Hence, cyber-security is a complex capability that is not readily created
by the purchasing of technological components; rather, it is the skilled knowledge of how
to organize and orchestrate these components that creates the actual defense [2, 68, 148].
Furthermore, due to the swift technological evolution and short technology life-cycles of
these components, knowledge required to produce cyber-security becomes obsolete [21, 26,
92, 153]. Organizations are hence under continuous pressure to update existing and acquire
novel knowledge to keep up with the evolution of cyber-threats [11, 20, 21, 26, 32, 82, 92,
116, 120, 128, 138, 153|.

Any organization that has to organize cyber-security might thus be interested in a con-
tinuous absorption of such specialist knowledge. Knowledge absorption is an organizational
capability to transfer, integrate, and utilize new knowledge obtained from external sources
[29, 60, 61, 106, 144].2 Prior research suggests that if the organization succeeds at this
knowledge absorption, the investment cost for any given level of information security is
reduced [54], as are inefficient duplications of effort [46]. Furthermore, the effectiveness of
security solutions improves [107, 119].

As organizations can absorb knowledge only by the learning of their existing members
or the recruitment of new members [95, 127], our study of knowledge absorption puts
the individual level of analysis to the fore. After all, it is humans who learn and develop
specialist knowledge, and who use this knowledge to orchestrate the technical components for
effective cyber-defense. Therefore, it is not surprising that recent research has emphasized

Tn this article, the term knowledge refers to the established definition of [91]. In their seminal work,
[91] proposed four different types of knowledge: (1) know-what, (2) know-why, (3) know-how, (4) know-who.
(1) is related to knowledge about ‘facts’, and thus is close to what is generally called an ‘information’ — e.g.,
an individual who knows what a dynamic-programming algorithm is, has a knowledge that is classified
as a know-what [91]. (2) refers to scientific knowledge. This kind of knowledge is central for technology
development. An individual who knows how to develop a dynamic-programming algorithm, has a knowledge
related to a know-why [91]. (3) is related to the capacity (i.e., skills) to do something. An individual
who has a know-why is not necessarily competent when it comes to operationalize such a know-why. The
capacity to translate a know-why into a concrete application is a knowledge that is classified as a know-how,
even though a know-how does not necessarily presuppose a know-why. For instance, an individual who can
successfully implement a dynamic-programming algorithm has a knowledge that is classified as a know-how.
Typically, a know-how is developed and kept within organizations, giving them a competitive advantage
[91]. Finally, (4) is related to social skills (i.e., ‘soft skills’). Know-who is related to information about who
knows what, as well as who knows how to do what. It involves the capacity to develop social relationships
that ultimately enables to get access to and use their knowledge efficiently [91].

2The concept of knowledge absorption is well established in the literature. As early as 1989, Cohen
and Levinthal proposed that performance differentials between firms can be traced to these firms’ varying
capabilities to absorb knowledge from beyond the boundary of the firm [29]. In a subsequent seminal
article, they developed the concept of knowledge absorption as an organizational capability to ‘recognize
the value of new, external knowledge, assimilate it, and apply it to commercial ends.” [30]. As a result,
there is now a large and mature theory of knowledge absorption on both the firm and the individual level
of analysis (see [146], for an excellent meta-analysis). Any firm which lacks such a capability to absorb and
integrate knowledge from sources beyond the boundary faces significant impediments as it attempts to
innovate or perform better than the competition [133]. Grant [60, 61] expanded this firm-level argument to
the individual level of analysis when he proposed that organizations can only realize such absorption by the
individual efforts of their members — i.e., by the learning efforts of human beings — or by recruiting novel
members who have specialized knowledge.
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that any understanding of cyber-security is incomplete unless the association of individual
action and cyber-security outcomes is studied [2, 3, 4, 57, 82|. However, few such studies
exist to date. A recent overview of the related literature by Laube and Bohme [82] suggests
that almost all research on cyber-security information exchange (and subsequent knowledge
absorption) is characterized by the following limitations. First, the overwhelming majority
of this literature does not analyze individuals, but analyzes impersonal information such
as log-files [48, 49, 93, 96, 98]. Much literature is also restricted to pure game theory or
simulation [23, 47, 54, 57, 63, 66, 80, 94, 125]. Second, a cyber-security context often requires
sensitive and classified information that is unlikely to be shared or disseminated by public
channels [13, 54, 66, 82, 99, 155|. Third, the knowledge required to build cyber-security is
expert knowledge and hence is highly tacit, i.e., bound in personal experience.? Such tacit
knowledge is not only hard to describe objectively (e.g., by documentation in manuals or
textbooks), but it can also not readily be transferred among individuals, unless by intense
social interaction between sender and recipient [103, 114, 126]. Although some work on
cyber-security studies the transfer of explicit knowledge that can be documented in forums
and databases (e.g., [158]) and [119]), we are not aware of any empirical work that would
analyze the transfer and absorption of tacit knowledge in a cyber-security context. This
lack of attention constitutes an important research gap [151]. Fourth and finally, even if
the absorption of tacit knowledge requires human interaction, the social process alone does
not necessarily imply that knowledge is actually absorbed. Human interaction can be futile
if the possessor of any knowledge is unable or unwilling to transfer it to other individuals.
To the best of our knowledge, the existing literature focuses on attitudes, motivations
and contexts that influence an individual’s propensity to (not) share information [73, 100,
111, 119, 137, 140, 149, 152, 160|. In contrast, we are not aware of any contribution that
measures the extent to which (i.e., the success with which) actual knowledge absorption for
cyber-security has occurred as a result of social interaction.

The purpose of our paper is to address all of these limitations. We study the extent
to which an individual successfully absorbs knowledge in a private, collaborative setting
in which sensitive, non-public and tacit knowledge required to build cyber-security is
absorbed through information sharing. Hence, both the focus and the unit of analysis are
on the individual level. Recent work has highlighted that the study of such collaborative-
information sharing should lead to a better understanding of cyber-security [82]. We go
one step further by not only studying elements associated with such information sharing,
but also its outcomes in terms of individual knowledge absorption.

We first build a framework that is anchored in the knowledge-based view of the firm
(KBV), arguing that the absorption of tacit knowledge is associated with human beliefs
(Section 2). Using ordered probit regression, we then test this model with psychometric data
from 262 members of the closed user group of MELANI-net, the national information sharing
and analysis center (ISAC) in Switzerland (Section 3). Our results suggest that resource
belief, usefulness belief, and reciprocity belief are positively associated with knowledge
absorption, whereas belief in hard rewards is not (Section 4). We discuss the implications
of our findings and provide recommendations for future research and managerial practice
(Section 5).

3A tacit knowledge is distinguished from codified knowledge (i.e., classical knowledge) in the sense that
tacit knowledge cannot be easily transferred through information infrastructures [126]. Codified knowledge
is related to a process of conversion and reduction that simplifies the transmission, storage, verification and
reproduction of knowledge [126]. As such, codified knowledge can be transferred across organizations at
relatively low costs [35, 126]. In contrast with codified knowledge, tacit knowledge is notoriously difficult to
transfer as it does not constitute an explicit kind of knowledge [35, 126]. Typically, the know-how and the
know-who types of knowledge are rather implicit and therefore tacit [35, 126]. The only way to transfer
tacit knowledge is to engage in social/human interaction [114].
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2 Theoretical Framework and Hypotheses

In this section, we present our hypotheses related to potential associations between human
beliefs and knowledge absorption.

The KBV suggests that knowledge is a valuable, scarce, and imperfectly imitable
resource and hence is a significant source of competitive advantage for organizations |9,
50, 60, 61, 77, 102, 110, 131]. More specifically, specialist knowledge is a significant
contributor to processes, products and/or services innovation |60, 61, 121, 122, 139|. Hence,
an organization must continuously absorb specialist knowledge to be able to generate
innovations that can provide cyber-security for its IT components and systems architecture.

Organizational knowledge absorption is the result of individual (i.e., human) learning.
An organization absorbs knowledge only by the learning of its current members, or by
the inclusion of new members [60, 61, 95, 127|. In this article, we focus on the learning
of existing organization members.* In this perspective, novel organizational knowledge is
created by the individual knowledge absorption of these members [14].

However, for any individual member, knowledge absorption from beyond the boundary of
the organization is not a free activity. Typically, an individual incurs significant transaction
costs before any economic exchange is completed. Such costs include time spent and
financial resources dedicated to receiving information, making decisions, and the process
of interacting with others [156]. In the context of an ISAC, these costs are incurred once
the individual begins to interact with others, as intensive social interaction is required for
a successful transfer of tacit knowledge between any two individuals [78, 103, 114, 135,
136]. Prior research also suggests that if information sharing takes too much time, is too
laborious, or requires too much effort, an individual engages less in knowledge transfer,
and the amount of knowledge transferred is reduced [39, 40, 90, 158|. Furthermore, the
knowledge might be classified or irrelevant from the individual’s perspective. We therefore
propose that before making any specific assessment, the individual might estimate whether
or not the knowledge present in the ISAC is generally worth the transaction cost required
to absorb this knowledge. Unless this assessment is positive, the individual is unlikely to
engage in any profound interaction at all.

2.1 H1: Resource Belief

When individuals must make such considerations, they typically use cues and heuristics
to simplify the decision-making process |53, 109]. By such cues, objective and impersonal
assessment is replaced by a subjective, belief-based assessment of whether or not the
information to be received is useful at all [78, 114, 145]. Whenever such a belief is present,
individuals are more prone to engage in social interactions that precede knowledge absorption
[88]. Hence, knowledge absorption might be positively associated with the extent to which
the individual believes the knowledge available in the ISAC constitutes a valuable, rare,
and imperfectly imitable asset — i.e., a resource [9] — that is worth absorbing (resource
belief). Hence,

H1: Knowledge absorption is positively associated with resource belief.

H1 is therefore related to the individual’s belief that the transaction costs of knowledge
sharing will be outweighed by the benefits that will come from such a social interaction
(i.e., knowledge sharing); such benefits being concertized by knowledge absorption resulting
from knowledge sharing.

4We consider the discussion of recruiting strategies for novel members beyond our scope, because this
context would transcend both the individual level of analysis and the boundary of the firm. As a recall,
recruiting strategies were analyzed in Part II of this thesis.
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2.2 H2: Usefulness Belief

While this resource belief might induce the individual to interact with others at all, it does
not necessarily imply the knowledge available is directly applicable for the specific job tasks
the individual is charged with. For example, ISAC participants might exchange information
that is useful to the industry or the organization in general, but that information might
offer no specific guidance for any particular job task.

Prior research suggests that individuals do not necessarily act altruistically — i.e., only
in the interest of the organization [101]. Goal-alignment theory suggests that individual
and organizational goals are not necessarily congruent [70, 89]. Consequently, an individual
would not only consider the general usefulness of any knowledge available from other ISAC
members — i.e., whether or not this knowledge constitutes a resource that is worth the
transaction cost — but also the extent to which this knowledge is specifically useful for any
particular job task.

As the job performance evaluation of the individual might be considered as a specific
contribution to organizational cyber-security, the individual has an incentive to study the
specific usefulness of any information with this job-related assessment in mind [45, 90,
101]. Hence, knowledge absorption might be positively associated with the extent to which
individuals believe the knowledge available in the ISAC specifically contributes to fulfilling
their job tasks (usefulness belief). Hence,

H2: Knowledge absorption is positively associated with usefulness belief.

If H1 is related to the individual’s fundamental assessment that determines if engaging
in knowledge sharing is worth it (i.e., the transaction costs of such a social interaction will
be outweighed by the benefits coming from the resulting knowledge absorption in general),
H2 reaches one step further by suggesting that knowledge absorption might be useful for
the individual’s job tasks.

2.3 H3: Reward Belief

Further, goal alignment theory also suggests that the individual might choose to not
disclose the specialist knowledge absorbed to other members of the organization. Typically,
individuals align their behavior with their return goals; hence they expect to be rewarded
whenever they exhibit behavior that is in the organization’s interest [101].

Unless individuals believe that the organization will provide such rewards, they might
choose to exploit their ISAC membership on an individual basis (e.g., by hoarding knowledge
to make oneself irreplaceable in the organization, by starting up a firm or by selling private
consultancy services to the industry). Hence, the individual would not absorb knowledge in
the interest of the organization, but rather in the interest of private business. To solve this
incentivization problem, organizations typically offer ‘hard rewards’ whenever knowledge
is absorbed and shared for the benefit of the organization. Such rewards include job
promotions, greater job security, salary increases, or more power and responsibility in the
organization [14, 24, 74, 118]. For example, Buckman Laboratories distinguishes its 100-top
information-sharers at an annual conference located at a resort [129]. Lotus Development,
an IBM division, rewards employees for information sharing activities [33|. Prior research
suggests that such rewards positively contribute to individuals’ hours worked, dedication,
and performance [38, 55].

Therefore, the more individuals believe they will receive such ‘hard rewards’ for successful
knowledge absorption (reward belief), the more they should be likely to concentrate on
realizing such absorption. Hence,

H3: Knowledge absorption is positively associated with reward belief.
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If H2 is related to the individual’s assessment that determines if engaging in knowledge
sharing will help the fulfillment of their job tasks (i.e., the transaction costs of such a
social interaction will be outweighed by the benefits coming from the resulting knowledge
absorption in terms of job tasks fulfilment), H3 suggests that knowledge absorption might
be fostered if such absorption is compensated by rewards delivered by the organization.

2.4 H4: Reciprocity Belief

Given that knowledge is a valuable, scarce and imperfectly imitable resource [9, 50, 60,
61, 77, 102, 110, 131], the value of a unit of cyber-security knowledge is proportional to
the incremental cyber-security enhancement that this unit is supposed to provide [15, 58].
As individuals are probably aware that any knowledge they share delivers such benefits to
others, they might expect to receive adequate knowledge in return. Typically, humans prefer
such equitable exchanges over any other arrangement [5, 16, 79], and they punish those who
defect from this principle of equity or refuse to reciprocate when another individual provides
something valuable [17, 43, 44, 143]. For example, reciprocal fairness is an important
variable in the design of peer-selection algorithms in peer-to-peer (P2P) networks. As a
result, the operators of such networks have developed ways to remove ‘leechers’ who demand
information without providing any [150]. The extent to which an individual can absorb
tacit knowledge by social exchange might depend on the extent to which this individual is
willing to reciprocate whenever they receive information from others [157].

Therefore, unless the individual believes that original knowledge sharing will be recip-
rocated (reciprocity belief), they might terminate social interaction with others. As such
interaction is a prerequisite of effective absorption, any prior level of knowledge absorption
would significantly decrease. Hence,

H4: Knowledge absorption is positively associated with reciprocity belief.

The following illustration summarizes the different constructs — i.e., the set of independent
variables and their respective hypothesis —, and emphasizes their association with the
dependent variable, i.e., knowledge absorption.

Figure I11.1: Knowledge-Absorption Model

Constructs
Tt T T T T T T T T T T T 1
1. Resource belief \ __HI® |
1 2. Usefulness belief | _ e Knowledge
1 3. Reward belief B3O Absorption
1 4. Reciprocity belief i __H4® |
I

Notes to Figure I11.1: Each construct and its respective hypothesis (H1 to H4) are potentially positively
associated with the dependent variable — i.e., knowledge absorption.

By testing the above-mentioned model, we suggest to explore with which intensity (if at
all) the variable of knowledge absorption is associated with the individual’s beliefs.

3 Data and Methods

In this section, we present the sampling context and population of this study, how we
measured our independent variable, items and constructs, how we implemented the ques-
tionnaire in order to measure our items and constructs, as well as how we proceeded with
our analysis.
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3.1 Sampling Context and Population

As our theoretical reasoning focuses on knowledge absorption by social interaction, the sam-
pling context must fit this research interest. We therefore collected our data from the closed
user-group of MELANI-net — the Swiss national information sharing and analysis center
(ISAC). An ISAC is a nonprofit organization that brings together cyber-security managers
in person to facilitate interpersonal information exchange between critical-infrastructure
providers (CIP).?> Both the survey and the related dataset we exploit are identical to those
described in [97].

This setting is particularly useful for our context as individuals in the closed user-group
participate on behalf of their organizations, share highly sensitive and classified information
in a private and exclusive setting, and interact socially as they share and absorb tacit
knowledge. The 424 members of the closed user-group are all managers and specialists
who must provide cyber-security for their respective organizations. They come from both
private and public CIP. They have to undergo government identification and clearance
procedures, as well as background checks before being admitted for ISAC membership.
There is no interaction whatsoever between these members and the public, and no external
communication to the public or any publication of relevant knowledge is made. Hence, this
setting matches our proposition that the knowledge needed to produce cyber-security is not
only classified and difficult to identify, but also tacit and grounded in personal experience,
such that social interaction between individuals is required to transfer it.

Whenever a particular individual has shared information about a threat that is of
interest to other members of this closed user group, individuals can contact each other by
an internal message board. They do so by commenting on the initial information shared,
in order to establish a first contact that then leads to further social exchange between
the individuals. Once contact is made by a short reply about the threat information,
to share detailed security information, the individuals involved in the conversation meet
on their own initiative (e.g., informally over lunch, in group meetings, or small industry-
specific conferences, but always from an individual to another). Each individual decides for
themselves if they want to meet, with whom, and by what means. They also freely decide
about the extent of the information shared (if any). MELANI-net officials neither force
nor encourage individuals to interact; both in terms of social interaction in general and
regarding the sharing of any particular unit of information.

3.2 Measures

Our study follows individuals who self-report about their beliefs. We therefore chose a
psychometric approach to operationalize our constructs [104].

Dependent Variable

We introduce a novel ordinal indicator to capture individual knowledge absorption. It asks
respondents to state which amount of exclusive information they receive through security
information exchange with the other participants inside the ISAC. We believe that this
operationalization is congruent with the concept of knowledge absorption for the following
reasons.

Information processing research in both business research, information science and
mathematics suggests that knowledge is created from information. More specifically,
knowledge emerges from information by purposeful combination of such information inside
the individual’s mind [67, 76, 85, 103]. Our construct takes this precedence into account

SFor a general introduction to the concept of an ISAC and illustrative examples, see [115] and [40]. For
a detailed description of MELANI-net, its organization and history, see [22].
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by asking the respondent to concentrate on the specialist information provided by others.
Unless such information is provided by others in the first place (i.e., if absorption fails), the
individual lacks relevant information, such that the desired knowledge cannot be constructed.
In essence, knowledge absorption requires the combination of external, new information
with internal, existing knowledge [154].

Moreover, tacit knowledge — on which our article focuses since it is this type of knowledge
that is primarily required to build cybersecurity — must rely on rare, valuable and ‘hard
to get’ knowledge outside the boundary of the firm. Our construct takes this point into
account by putting ‘exclusive’ information to the fore that cannot be obtained unless by
social interaction with other ISAC participants. We thus capture two important aspects of
knowledge absorption: The knowledge in question is located beyond the boundary of the
firm, and some human activity is required to absorb it.

Finally, our measure incorporates a third important aspect, namely the idea that
absorption must be effective. The respondent states the extent to which they receive
knowledge from others. That implies the transfer has been successful, i.e., the individual
has obtained and understood information. This effectiveness aspect of knowledge absorption
is highlighted by [159] who note that a measure of knowledge absorption should not just
focus on the context and process of absorption — on which the majority of the knowledge
absorption literature concentrates — but should also take the effectiveness of the transfer
into account.

Our empirical measure is an ordinal indicator that can take on five discrete values. The
respondent uses this indicator to estimate the extent to which they have received exclusive
knowledge as a result of interacting with the other participants inside the ISAC. One might
think of this indicator as a percentage calculation: Take all the exclusive information a
given individual receives during a particular time-frame. What percentage of that exclusive
information was obtained as a result of interacting with others inside the ISAC? Hence, it
is not an individual perception, attitude or belief that is recorded, but rather a performance
figure. As our pre-tests suggested that the individual might find it difficult to provide exact
percentage figures, we specified broader value categories instead.

It is worthwhile to note that there is a dearth of empirical measures for knowledge
absorption by individuals in the literature, and therefore we believe that our paper makes
an empirical contribution in this respect. The majority of the literature on knowledge
absorption has focused on organizational absorption, i.e., it has taken the firm as the unit
of analysis. As a result, many extent empirical measures of knowledge absorption are proxy
measures that are detached from individual (human) action. Examples of such measures are
the firm’s R&D intensity [29, 30|, patent cross-citation indicators |56, 108], or the number
of engineers the firm employs [72].

The problem with these measures is that they do not take into account that it is human
beings — and not organizations — who absorb knowledge. Even if they do, they focus on
organizational context, disposition, and behavior, but not on realized absorption. For
example, the multi-item scale proposed by Ter Wal et al. [137] focuses on the individual
disposition towards knowledge absorption and the extent to which the individual engages in
social interaction congruent with this disposition. By contrast, this scale does not consider
the extent to which knowledge absorption actually occurs, i.e., the extent to which the
individual actually receives information and realizes actual absorption.

Hence, we believe that while our proposed indicator is far from being perfect or
exhaustive, it can capture individual knowledge absorption and thus can possibly provide a
steppingstone for future researchers who might build on and expand our approach.
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Constructs

To measure the different beliefs we hypothesized, extant psychometric scales were used.
Adaptions of these scales to our population context were kept to a minimum. Table III.1
on page 110 details all constructs, their sources, item composition and wording, dropped
items (if any), factor loadings; and Cronbach alphas.

Controls

To capture respondent heterogeneity, we controlled for gender, age, and education level.
Gender was coded dichotomously (male, female). Age was captured by four mutually
exclusive categories (21-30, 31-40, 41-50, 50+ years). Education level was captured by six
mutually exclusive categories (none, bachelor, diploma, master, PhD, other).5

We further captured the respondent’s hierarchical positi