
 
 
Unicentre 

CH-1015 Lausanne 

http://serval.unil.ch 

 
 
 

RYear : 2023 

 

 
THREE ESSAYS ON DYNAMIC MEDIA EXPOSURE AND THE 

RELATED METHODOLOGICAL ISSUES OF CONTROL VARIABLE 
SELECTION AND AUTOMATED SENTIMENT ANALYSIS 

 
Mändli Fabian 

 
 
 
 
 
 
Mändli Fabian, 2023, THREE ESSAYS ON DYNAMIC MEDIA EXPOSURE AND THE RELATED 
METHODOLOGICAL ISSUES OF CONTROL VARIABLE SELECTION AND AUTOMATED 
SENTIMENT ANALYSIS 

 
Originally published at : Thesis, University of Lausanne 
 
Posted at the University of Lausanne Open Archive http://serval.unil.ch 
Document URN : urn:nbn:ch:serval-BIB_8421FBB3F1701 
 
 
Droits d’auteur 
L'Université de Lausanne attire expressément l'attention des utilisateurs sur le fait que tous les 
documents publiés dans l'Archive SERVAL sont protégés par le droit d'auteur, conformément à la 
loi fédérale sur le droit d'auteur et les droits voisins (LDA). A ce titre, il est indispensable d'obtenir 
le consentement préalable de l'auteur et/ou de l’éditeur avant toute utilisation d'une oeuvre ou 
d'une partie d'une oeuvre ne relevant pas d'une utilisation à des fins personnelles au sens de la 
LDA (art. 19, al. 1 lettre a). A défaut, tout contrevenant s'expose aux sanctions prévues par cette 
loi. Nous déclinons toute responsabilité en la matière. 
 
Copyright 
The University of Lausanne expressly draws the attention of users to the fact that all documents 
published in the SERVAL Archive are protected by copyright in accordance with federal law on 
copyright and similar rights (LDA). Accordingly it is indispensable to obtain prior consent from the 
author and/or publisher before any use of a work or part of a work for purposes other than 
personal use within the meaning of LDA (art. 19, para. 1 letter a). Failure to do so will expose 
offenders to the sanctions laid down by this law. We accept no liability in this respect. 



	
	
 
 
	
	
	

FACULTÉ DES HAUTES ÉTUDES COMMERCIALES 
 

DÉPARTEMENT STRATÉGIE, GLOBALISATION ET SOCIÉTÉ 
 
 

 
THREE ESSAYS ON DYNAMIC MEDIA EXPOSURE 

AND THE RELATED METHODOLOGICAL ISSUES OF 
CONTROL VARIABLE SELECTION AND AUTOMATED 

SENTIMENT ANALYSIS  
 

 
 

THÈSE DE DOCTORAT 
 

présentée à la 
 

Faculté des Hautes Études Commerciales 
de l'Université de Lausanne 

 
 

pour l’obtention du grade de 
Doctorat en Management  

 
par 

 
Fabian Benjamin MÄNDLI 

 
 
 
 

Directeur de thèse 
Prof. Jean-Philippe Bonardi 

 
Co-directrice de thèse 

Dr. Estefania Amer Maistriau 
 
 

Jury 
 

Prof. Boris Nikolov, Président 
Prof. Patrick Haack, expert interne 

Prof. Michalis Vlachos, expert interne 
Prof. Michael Etter, expert externe 

 
 

 
LAUSANNE 

2023 



  



	
	
 
 
	
	
	

FACULTÉ DES HAUTES ÉTUDES COMMERCIALES 
 

DÉPARTEMENT STRATÉGIE, GLOBALISATION ET SOCIÉTÉ 
 
 

 
THREE ESSAYS ON DYNAMIC MEDIA EXPOSURE 

AND THE RELATED METHODOLOGICAL ISSUES OF 
CONTROL VARIABLE SELECTION AND AUTOMATED 

SENTIMENT ANALYSIS  
 

 
 

THÈSE DE DOCTORAT 
 

présentée à la 
 

Faculté des Hautes Études Commerciales 
de l'Université de Lausanne 

 
 

pour l’obtention du grade de 
Doctorat en Management  

 
par 

 
Fabian Benjamin MÄNDLI 

 
 
 
 

Directeur de thèse 
Prof. Jean-Philippe Bonardi 

 
Co-directrice de thèse 

Dr. Estefania Amer Maistriau 
 
 

Jury 
 

Prof. Boris Nikolov, Président 
Prof. Patrick Haack, expert interne 

Prof. Michalis Vlachos, expert interne 
Prof. Michael Etter, expert externe 

 
 

 
LAUSANNE 

2023 



IMPRIMATUR
La Faculté des hautes études commerciales de l’Université de Lausanne autorise
l’impression de la thèse de doctorat rédigée par

Fabian Mändli
intitulée

Three Essays on Dynamic Media Exposure and the Related Methodological
Issues of Control Variable Selection and Automated Sentiment Analysis

sans se prononcer sur les opinions exprimées dans cette thèse.

Lausanne, le 11.09.2023
 

Professeure Marianne Schmid Mast, Doyenne



Thesis Committee 
 
Prof. Jean-Philippe Bonardi 
Full Professor, University of Lausanne (Switzerland) 
Thesis supervisor 
 
Dr. Estefania Amer Maistriau 
Senior Lecturer, University of Lausanne (Switzerland) 
Thesis co-supervisor 
 
Prof. Patrick Haack 
Full Professor, University of Lausanne (Switzerland) 
Internal expert 
 
Prof. Michalis Vlachos 
Full Professor, University of Lausanne (Switzerland) 
Internal expert 
 
Prof. Michael Etter 
Associate Professor, King’s College London (United Kingdom) 
External expert 
 



  



 
 
  University of Lausanne 

Faculty of Business and Economics 
 
 

Ph.D. in Management 
 
 
 
 
 
 
 
 

I hereby certify that I have examined the doctoral thesis of  
 
 

Fabian Benjamin MÄNDLI 
 
 

and have found it to meet the requirements for a doctoral thesis. 
All revisions that I or committee members 

made during the doctoral colloquium 
have been addressed to my entire satisfaction. 

 
 
 
 
 

Signature:          Date:  28.08.2023 
 
 
 

Prof. Jean-Philippe BONARDI 
Thesis supervisor 



 

  

  



 
  University of Lausanne 

Faculty of Business and Economics 
 
 

Ph.D. in Management 
 
 
 
 
 
 
 
 

I hereby certify that I have examined the doctoral thesis of  
 
 

Fabian Benjamin MÄNDLI 
 
 

and have found it to meet the requirements for a doctoral thesis. 
All revisions that I or committee members 

made during the doctoral colloquium 
have been addressed to my entire satisfaction. 

 
 
 
 
 

Signature:         Date:  August 25, 2023 
 
 
 

Dr. Estefania AMER MAISTRIAU 
Thesis co-supervisor 

  



 

  

  



 
 

University of Lausanne 
Faculty of Business and Economics 

 
 

Ph.D. in Management 
 
 
 
 

 
 
 
 

I hereby certify that I have examined the doctoral thesis of  
 

 
Fabian Benjamin MÄNDLI 

 
 

and have found it to meet the requirements for a doctoral thesis. 
All revisions that I or committee members 

made during the doctoral colloquium 
have been addressed to my entire satisfaction. 

 
 
 

 
 

Signature:            Date:  August 24, 2023 
 
 
 

Prof. Patrick HAACK 
Internal expert 



 

  

  



University of Lausanne  
Faculty of Business and Economics  

  
  

Ph.D. in Management  
  
  
  
  

  
  
  
  

I hereby certify that I have examined the doctoral thesis of   
  

  
Fabian Benjamin MÄNDLI  

  
  

and have found it to meet the requirements for a doctoral thesis.  
All revisions that I or committee members  

made during the doctoral colloquium  
have been addressed to my entire satisfaction.  

  
 
 
 
  
  

Signature :       Date : 25 Aug 2023 
  

  
  

Prof. Michalis VLACHOS  
Internal expert  

 



 

  

  



 
 
 

University of Lausanne 
Faculty of Business and Economics 

 
 

Ph.D. in Management 
 
 
 
 
 
 
 

I hereby certify that I have examined the doctoral thesis of  
 
 

Fabian Benjamin MÄNDLI 
 
 

and have found it to meet the requirements for a doctoral thesis. 
All revisions that I or committee members 

made during the doctoral colloquium 
have been addressed to my entire satisfaction. 

 
 
 
 

Signature:        Date:    24.8.2023 
 
 
 

Prof. Michael ETTER 
External expert 



 

  

  



Acknowledgements 

I would like to express my inmost gratitude to my co-supervisors, Dr. Estefania Amer and Prof. 
Jean-Philippe Bonardi, for their professional and personal guidance during my doctoral studies. 
I am indebted for their advice regarding the world of academia, for helping me grasp and 
develop my strengths and for our many stimulating discussions we had over the years. I am 
additionally particularly thankful for the experience in the role of teaching assistant for 
Estefania Amer, where I was able to obtain a plethora of valuable skills related to teaching in 
an academic context, as well as to gain some first experience on my own. 

A sincere thank you goes to my thesis committee, Prof. Michael Etter, Prof. Patrick Haack, and 
Prof. Michalis Vlachos. I appreciate that they took the time to evaluate my work and provided 
constructive and valuable comments. 

I am also grateful to my co-author Prof. Mikko Rönkkö. Through his guidance and our 
collaboration, I have acquired skills to conduct methodological research and went through my 
first publication process. 

I further thank the members of the SGS department as well as HEC, professors and colleagues. 
They have helped me to learn new skills, develop original ideas and refine my research over 
the years. A special thanks also goes to Pavla Le Moing and Bénédicte Moreira for their 
valuable support on endless occasions. 

Finally, I am indebted to my family and friends. My partner, Fabienne Fend and my daughter 
Ruba have always ensured that I don’t lose my head over research problems and showed me 
what is most important in life, which is our time together. I also thank my parents, Bernhard 
and Edith Mändli, who have provided moral support and wisdom. A last note goes to my valued 
friend Wouter van Minnen, who has helped me stay motivated in many interesting 
conversations over the years. 

I am thankful for the memories of my brother, Dominik Mändli, who is no longer with us.  

Fabian Mändli 
Lausanne, September 2023 

 

 

 

 



 

  

  



 1 

Table of Contents 

Introduction  3 

Chapter 1: Dynamics of Negative Media Exposure and Firm Strategy 13 

Chapter 2: To Omit or to Include? The Frugal and Prolific Perspectives on Control 

Variable Use 63 

Chapter 3: Automated Sentiment Analysis vs. Manual Coding: Examining the Tone 

of News on Companies’ Environmental Issues 103 

Conclusion 169 



 2 

  



 3 

 

Introduction 

This thesis consists of three chapters. Chapter 1 is an empirical examination of dynamic 

negative media exposure in the context of firms’ environmental issues. Two important meth-

odological challenges encountered in this first chapter inspired the subsequent chapters: Chap-

ter 2 is an examination and integration of the opposing few and many perspectives on control 

variable use in empirical research. Chapter 3 presents an investigation of different automated 

sentiment analysis techniques commonly used in management science and studies their perfor-

mance compared to manual coding. In what follows I briefly present the motivation of each 

chapter as well as the respective research questions and address how the three chapters are 

related. Towards the end of this thesis document, I outline the main contributions and limita-

tions of each chapter and present an overall conclusion. 

  

Chapter 1: Dynamics of Negative Media Exposure and Firm Strategy 

The relationship of firms and the media is an important topic of investigation in man-

agement. Media coverage plays an important role in what the public and stakeholders learn 

about firms (Carroll & McCombs, 2003), as it represents a major legitimate source about their 

inner workings. Favorable media coverage consequently also constitutes an important strategic 

asset for firms (Deephouse, 2000). Media coverage can significantly affect performance and 

evaluations of firms (Graf-Vlachy et al., 2020), in particular dimensions of social evaluation 

such as reputation (e.g., Brammer & Pavelin, 2004; Wartick, 1992) or legitimacy (e.g., Brown 

& Deegan, 1998; Vergne, 2011). As social and environmental issues of firms are usually not 

directly observable for stakeholders and the public, the news media are also a central source of 

information regarding these topics. Finally, media reporting regarding these issues are also 

crucial to ideas such as the reputational halo effect (Godfrey et al., 2009), and the liability effect 
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(King & McDonnell, 2015).  

We discuss that media exposure should be considered as a dynamic phenomenon, that 

does not only depend on what happens in the world (i.e., what firms do), or what is interesting 

for the audience of news outlets, but also on what has been reported in the press in the past. 

Others have pointed out the limited understanding of such dynamic media effects in manage-

ment science (Graf-Vlachy et al., 2020). We extend the current conceptualization of relation-

ship between firms and the media: By integrating insights from Communication Studies, we 

theorize which factors lead to time-dynamic reporting in the news regarding firms’ environ-

mental issues. Specifically, we argue that explicit strategic considerations as well as implicit 

factors regarding newsworthiness and storytelling of media organizations and journalists lead 

to dynamic effects in media coverage. We test this theory on a large hand-coded dataset of 

environmental news articles collected over a 16-year period from the 30 largest US firms.  

This paper faced two important methodological challenges: First, the choice of control 

variables for the identification strategy is critical. While time-invariant characteristics at the 

firm and industry level are partialed out by using a fixed-effects estimator, we still needed to 

control for time-variant firm-level characteristics that influence the likelihood and the tone of 

media coverage of environmental issues. An important control variable we use is the environ-

mental pillar score of MSCI ESG, which has been shown to be a solid indicator for environ-

mental performance of firms (Semenova & Hassel, 2015). Further, we used several financial 

firm-level control variables that have been identified in the existing literature as important driv-

ers of media exposure. For example, the capacity of firms to implement environmental 

measures, or to react to activist attacks in the media, are dependent upon financial resources 

(Eesley & Lenox, 2006), size (Brammer & Millington, 2006), and debt ratio (Adams & 

Hardwick, 1998). Even though we employed the control variables that we could identify as 

important based on prior theory, it was far from evident if we had included the right set of 
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controls or if we had for example included unnecessary ones that we could have dropped. On 

the one hand, it was essential for us to include the relevant alternative explanations for our 

findings. On the other hand, if we introduced too many control variables that might be redun-

dant or irrelevant, we would sacrifice estimation power and potentially introduce additional 

variance into the model. Driven by these issues, chapter 2 investigates the few or many control 

variables perspectives proposed in the literature and tests their specific propositions with Monte 

Carlo simulations. 

A second challenge we faced is related to the coding of the tone of the news articles. 

Since the database is at the core of the paper and it is used for the dependent as well as several 

independent variables, its quality is essential for chapter 1. We chose a manual coding approach 

and employed an extensive codebook, meticulous training with cross-validation. We assessed 

intercoder reliability between all three coders (Krippendorff’s a = .82), which is appropriate 

according to the proposed standards (Krippendorff, 2004, p. 241). Yet, hand-coding the data-

base of almost 18,000 news articles and press releases engendered a substantial investment in 

terms of resources, foremost it was time-consuming. We could have chosen an automated ap-

proach to process the news articles, which would have done the task within seconds compared 

to manual coding that took several years, yet it was unclear to us whether an automated ap-

proach would deliver results of sufficient quality. While automated approaches are attractive 

because they allow to process large amounts of data fast and at low cost, but also because in 

theory they should render studies more replicable, it is questionable if their results are reliable 

enough for research (Barberá et al., 2021; Boukes et al., 2020). We thus wanted to understand 

whether we could have used automated approaches for this task, also given that there has been 

rapid evolution in machine learning in recent years. Chapter 3 identifies the most commonly 

used approaches in management science, applies them to the news articles from chapter 1 and 

compares their results to the manual coding. 
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Chapter 2: To Omit or to Include? The Frugal and Prolific Perspectives on Control Var-

iable Use 

In quantitative research, control variables allow to account for alternative explanations 

and consequently estimate causal effects. But how many and which control variables should 

be chosen? There are two opposing perspectives that answer this question differently in man-

agement research: Advocates of the frugal perspective argue that control variables should be 

used sparsely. Specific recommendations of this perspective are to omit control variables that 

are unrelated to the dependent variable and to avoid proxies, because there is an increased risk 

of introducing additional problems into a model (e.g., endogenous controls or noise) (Becker 

et al., 2016). The prolific perspective on the other hand argues the opposite, that control varia-

bles should be employed generously, to prevent omitted variable bias (Antonakis et al., 2010). 

While the prior bases its verdict on intuitive examples, the latter is grounded in econometric 

proofs. Despite their differences and the centrality of the topic, to date there has not been a 

systematic examination of both perspectives’. We study the impact of both perspectives in the 

literature and test their specific recommendations using Monte Carlo simulations, to understand 

the merits and drawbacks of the specific recommendations of each perspective. Based on these 

results, we provide an integration of the two perspectives that combines the merits of each. 

 

Chapter 3: Automated Sentiment Analysis vs. Manual Coding: Examining the Tone of 

News on Companies’ Environmental Issues. 

While we chose to code the news articles and press releases in chapter 1 manually, we 

could have also resorted to automated approaches. Such approaches are substantially faster, 

cheaper and could also yield more replicable results (Duriau et al., 2007). Yet, there is disa-

greement on whether automated approaches produce results of sufficient quality. While some 
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have claimed that they are unreliable (Barberá et al., 2021; Boukes et al., 2020), and argue that 

human coding remains the “gold standard”, others have advocated for their increased use 

(Boumans & Trilling, 2018), and there is evidence that some approaches reach human-level 

accuracy (Hutto & Gilbert, 2014; Pang et al., 2002).  Automated approaches have found their 

way into the research methods used in management science and have been also used in high-

profile articles (e.g., Kölbel et al., 2017; Pfarrer et al., 2010), yet there is to date no systematic 

mapping and comparison of popular approaches used in management. 

In chapter 3, I intend to close this gap. To understand which tools are being used in 

management research, I conduct a literature analysis in the highest ranked journals. I then test 

the performance of the most popular approaches for sentiment analysis by applying them to the 

hand-coded news articles used in the study of dynamic media effects (chapter 1). I also test two 

large language models, as they might be more capable to determine sentiment in complex texts 

such as news articles. 
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Dynamics of Negative Media Exposure and Firm Strategy 

Fabian Mändli, Estefania Amer, and Jean-Philippe Bonardi, HEC Lausanne 

Abstract 

Negative media exposure and the damaging impact it can have for firms is a core topic in the 

relationship between firms and the media. However, it is generally overlooked that critical 

media reports could have cumulative effects over time, leading to negative spirals that trigger 

even worse and long-lasting consequences, but also that firms might be able to prevent these 

spirals. In this paper, we develop a theory of dynamic media exposure, suggesting that negative 

news regarding a firm’s environmental record increases the likelihood of subsequent negative 

exposure of the same type, threatening a firm’s social evaluations beyond the short-run and 

potentially turning this firm into an environmental villain. However, we also show that firms 

can prevent such negative spirals by nurturing positive environmental news and emitting 

proactive press releases about their environmental progress. We test our hypotheses with a 

unique 16-year panel-dataset of media articles on the 30 largest US firms and find support for 

them. We discuss how these results broaden our understanding of firm-media interactions, and 

what they also imply regarding sustainability concerns. 

 

Keywords: social evaluations, media coverage, environmental issues 
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Introduction 

The relationship of firms and the media is a central topic in management research (Graf-

Vlachy et al., 2020). On the one hand, media coverage affects the publics’ view of firms’ or 

individual members of the latter and how these react to such coverage, thus media coverage 

influences evaluative constructs such as reputation (Brammer & Pavelin, 2004; Eisenegger & 

Schranz, 2011) and/or legitimacy (e.g., Bansal & Clelland, 2004; Brown & Deegan, 1998; 

Vergne, 2011). On the other hand, favorable media reporting constitutes an important strategic 

asset for firms (Deephouse, 2000; Pollock & Rindova, 2003). Given its significance, firms as 

well as individuals associated with the firm strive to shape media coverage. While after negative 

reports, these aims are to limit damages to reputation (Amer & Bonardi, 2023) or to maintain 

legitimacy (Lamin & Zaheer, 2012), in calmer times firms actively work towards obtaining 

favorable media coverage (e.g., Rindova et al., 2006). 

Reporting in the news media is found as being negatively biased against firms (Baron, 

2005; Jonkman, Trilling, et al., 2020), which is consequential as this bias also affects audience 

perceptions (Soroka & McAdams, 2015). This bias is not solely explained by journalists that 

take on a watchdog stance and critically discuss societal actors such as firms (Johnson et al., 

2005): Research in communication studies describes that factors embedded at the 

organizational, system and individual level in the news production contribute to this negative 

bias (Soroka & Carbone, 2016). 

Reporting of environmental and social issues in the media is particularly critical for 

firms. First, much of what the public learns about these issues originates in the media, as direct 

observation is usually not possible (Thøgersen, 2006). This is consequential for example for 

social evaluations (Aerts & Cormier, 2009; Bansal & Clelland, 2004; Brammer & Pavelin, 

2006), as it is the news media who determine to some extent what the public learns about which 

firms. Second, environmental and social issues may end up being reported in dramatic 
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narratives to attract scarce reader attention (Lovelace et al., 2022; Zavyalova et al., 2017), thus 

firms are at risk to be portrayed as villains in the news (Diermeier, 2011; Rindova et al., 2006). 

Fourth, the reputational threat media exposure of environmental and/or social issues poses to 

firms, serves as a strategic mechanism for activists and social movements to elicit concessions 

from the latter (McDonnell & King, 2013). Finally, media reporting is also regarded as a 

catalyst for change, by shaping the public sentiment that exerts pressure on firms (Baron & 

Diermeier, 2007). 

Media exposure in the context of social and environmental issues is consequently likely 

to suffer from a manifest negativity bias, as activists and social movements target firms via the 

news media (Dyck et al., 2008), while at the same time journalists cover topics in dramatic 

stories where firms are often the villains (Diermeier, 2011). Moreover, vivid reports about 

environmental or social deeds of firms translate towards increased newsworthiness, also 

because the public is more conscious regarding these matters (Flammer, 2013). As news 

organizations aim to maximize market potential for their products, and journalists embed new 

reports in the context of the old, this heightens the risk of repeated negative coverage of firms. 

Negative media exposure on environmental and social issues could consequently become 

dynamic. If such negative coverage is sustained over time, firms end up being portrayed as 

villains: Through a combination of the strategy-related effect, linked to how media 

organizations strategically behave to secure audience interest, and the tone-related effect linked 

to social and cognitive factors of journalists, firms might end up in a spiral of negative news 

reporting, threatening social evaluation constructs such as reputation or legitimacy beyond the 

short run (cf. Figure 1 below). 
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Figure 1 

Spiral of Negative News and Disrupting Mechanisms. 

 
 

 

Given the importance of favorable media reporting, firms attempt to prevent such 

emerging negative dynamics, making negative spirals more fragile. The literature reports that 

after initial transgressions and related negative coverage, firm reaction reaches from countering 

statements such as press releases (e.g., Wickman, 2014; Zavyalova et al., 2012), strategic 

change (e.g., Bednar et al., 2013; Durand & Vergne, 2015; Piazza & Perretti, 2015), to 

retaliation against critical journalists (Westphal & Deephouse, 2011), to prevent additional 

criticism in the media. Yet, firms might actually also proactively work towards prevention of 

such negative spirals. We identify two different proactive mechanisms within the firm-media 

setting that have the potential to prevent negative dynamic exposure and consequently also 

diminish the risk of negative spirals. 

First, while positive media reports are predominantly viewed as sustaining and/or 

repairing social approval of the firm (Deephouse, 2000; Pollock & Rindova, 2003), they might 
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attractive for news outlets to sustain audience interest (Oliver et al., 2023; Soroka & Krupnikov, 

2021). If positive news are reported, other journalists observing this might subsequently 

become more hesitant to publish negative news (Pollock et al., 2008). Indeed, favorable media 

reporting might also cumulatively translate to a protective effect (Zavyalova et al., 2016), as 

firms are given the “benefit of the doubt” in case of wrongdoing (Godfrey et al., 2009, p. 428). 

This should dampen the negative dynamics and consequently also prevent potential spirals of 

negative news; positive news should therefore have a protective effect against negative news 

spirals. 

Second, firms usually engage in impression management tactics after transgression 

(Bansal & Clelland, 2004; McDonnell & King, 2013), even when media exposure has targeted 

their industry peers or their industry (Desai, 2011). Press releases, one tool firms use to manage 

impressions, have been mostly understood as working in a reactive manner (e.g., Pfarrer et al., 

2008; Zavyalova et al., 2012). However, they could also proactively diminish the likelihood of 

subsequent negative media exposure, as press releases have the potential to shape media 

coverage (Carroll & McCombs, 2003; Maat, 2007). By making journalists and editors more 

reluctant to publish negative reports that would contradict information received through firm 

press releases, press releases might provide a similar protective effect against negative 

dynamics as positive news do. Due to both of these mechanisms, negative media spirals might 

not develop as easily and as often against firms, and even be rare, if these two mechanisms are 

able to counteract those that would plunge the firm into a downwards spiral. 

In the remainder of the paper, we examine this process of dynamic negative media 

exposure, a topic where management research currently only has limited understanding (Graf-

Vlachy et al., 2020). Our work is among the first to provide evidence for dynamics in news 

reporting about firms. This has important implications for management research: We contribute 

to an understanding of how firms could end up in spirals of negative news coverage, potentially 
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suffering much stronger and long-lasting implications than generally assumed in the literature. 

Moreover, we also show that firms proactively emit press releases and/or foster positive media 

reports to protect themselves from such negative media spirals. We thus also add an additional, 

proactive function of press releases to the literature, one where these statements from firms 

have a protective effect against subsequent negative exposure. 

We explore these mechanisms empirically by using a database covering the 30 largest 

US-firms over a 16-year time period. Contrary to common practice, our database contains only 

a limited number of firms, this allowed us to gather detailed and precise information on each of 

them over a long period of time. Due to our manual pre-scanning process and the level of 

agreement between coders in the coding procedure of the articles, this database thus possesses 

high overall quality (e.g., it contains all the articles related to environmental issues and none 

that are unrelated to them) and allows us to observe a firm’s environmental exposure over a 

long period of time, while simultaneously providing fine-grained monthly data. 

Overall, we find empirical support for the idea that negative media spirals might be put 

in motion by dynamic negative news reporting, but also for the idea that positive news and press 

releases can break these negative spirals and proactively decrease additional negative exposure, 

which should be able to protect firms. We discuss the implications of our findings for the 

relationship of firms and the media and anchor our findings within the context of firms’ media 

reputations. 

Theory and Hypotheses 

Media Exposure and Newsworthiness 

The news media are an important source of information that influences the public’s 

perceptions and therefore is a central component for example for the reputation of firms 

(Fombrun & Shanley, 1990; Pollock et al., 2019), or firm legitimacy (Deephouse & Carter, 

2005; Vergne, 2011). First, they serve as disseminators of information from third parties such 
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as activists, governments, and organizations (Bonardi & Keim, 2005; Donsbach, 2012). Second, 

through their selection and evaluation of information, the news media themselves are 

autonomous actors (Eisenegger & Schranz, 2011). Indeed, much of what stakeholders and the 

public learn about firms comes from the news media (Carroll & McCombs, 2003). Issues that 

are not covered are absent from people’s worldviews (Shoemaker & Vos, 2009). This is 

especially true for environmental issues, which by their nature often are not directly observable 

and thus remain undetected by the public (Thøgersen, 2006). Therefore, to learn about firms’ 

environmental issues, the public relies to a large extent on news media reports. 

Media exposure is described as “[…] the aggregated news reports relating to a specific 

firm within a prescribed period.” (Wartick, 1992, p. 34). Media exposure for example influences 

corporate governance policies towards environmental issues (Dyck & Zyngales, 2002) and, 

more importantly, has a substantial impact on firms’ social evaluations (Breitinger & Bonardi, 

2019; Deephouse & Suchman, 2008; Zavyalova et al., 2017), ultimately also affecting financial 

performance (Flammer, 2013; Vasi & King, 2012). Moreover, negative media coverage might 

also damage reputations of firm executives, because reports might discuss issues that are the 

results of the executives’ decisions (Bednar, 2012; Bednar et al., 2013; Shipilov et al., 2019). 

The more intense a firm’s exposure in the news media is, and the greater the number of 

media outlets that are involved, the stronger the impact of this exposure on a firm’s social 

evaluations (Eisenegger, 2005). This cumulative idea is related to the concept of media 

reputation, which is the “overall evaluation of a firm presented in the media”, as a valuable 

resource for firms (Deephouse, 2000, p. 1091). Moreover, present media attention on a firm 

depends on cumulative past media attention, regardless of the tone of the news (Pollock et al., 

2008). Dramatic negative coverage of firm-related environmental issues in the media could 

attract more coverage of the same type, ultimately leading to a negative spiral where the public 

ends up viewing the firm as an environmental villain (Diermeier, 2011; Rindova et al., 2006). 



  20 

However, the existing literature has not explored this type of cumulative phenomenon, which 

requires adopting a temporally dynamic and more fine-grained approach to the interaction of 

firms and the media. 

Communication studies have explored how journalists, editors, and media organizations 

select the news that their outlets report on (Harcup & O’Neill, 2017; O’neill & Harcup, 2009; 

Shoemaker & Vos, 2009). The assessment of the potential of a piece of information - its 

newsworthiness (Shoemaker, 2006) - is based on various factors including personal perception, 

economic constraints, characteristics of media organizations, the modalities of the event itself, 

social norms, and values of the public (Andrews & Caren, 2010; Caple & Bednarek, 2013). 

Consequently, a piece of information has to be judged as newsworthy at different levels of the 

media production system to become news (Shoemaker et al., 2001; Soroka, 2012). The more 

newsworthy a given piece of information is, the more likely it is going to end up being widely 

broadcast by the media and, as a result, the more likely it is to influence the information 

processing of the audience (Eilders, 2006). 

According to Diermeier (2011), the likelihood that an issue is covered in the news (i.e. 

its newsworthiness) is largely driven by two forces: audience interest and societal importance, 

which depend on societal norms and values. Similarly, in Communication studies, the amount 

of deviance of a reported event and the amount of social significance determine newsworthiness 

(Shoemaker & Cohen, 2012). Therefore, the higher the audience interest and societal 

importance of a piece of news about a firm’s environmental record, the more newsworthy it is, 

and the more likely it is to be reported in the news media. 
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The Consequences of Negative Media Exposure on Future Coverage 

The literature in Communication studies reports that negative news reports are more 

prevalent than positive ones (Niven, 2001; Soroka, 2006). This negativity bias is not explained 

by a higher frequency of negative events in the world, but by three mechanisms at different 

levels of news production and dissemination. Specifically, individual-level strategic selection 

by journalists or editors, organizational-level gatekeeping by media outlets, and system-level 

factors all lead to greater prominence of negative news in the overall news reporting (Soroka, 

2006). Next, we discuss why each level of the news system favors negativity and also why some 

aspects of the media system lead to temporal dynamics of negative news. 

 

The strategy-related effect of negative news 

Negativism, damage, and failure are important characteristics of information that have 

been related to newsworthiness (Galtung & Ruge, 1965; Staab, 1990). First, the human brain is 

biologically hardwired to favor such negative traits (Rozin & Royzman, 2001). Indeed, bad 

information has been found to be processed more thoroughly in the brain than good information 

(Baumeister et al., 2001). Second, negative information is perceived as being more truthful than 

positive information (Hilbig, 2009). While these cognitive mechanisms affect journalists and 

editors (Lovelace et al., 2022), they crucially affect the media’s audiences, who tend to pay 

more attention to negative news stories than to positive ones. This makes negative news 

particularly newsworthy. As Peterson argues, “[…] negative, or conflictual, events fulfill 

several requirements [of newsworthiness]” (1979, p. 120). In other words, journalists and 

editors who wish their pieces of news to capture the audience’s interest have an incentive to 

select negative news.  

From an economic point of view, news stories can themselves be considered a 

commodity, that are bought and sold, with news outlets as producers and audiences as 
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consumers (Shoemaker, 2006). Publication decisions by the media are thus, among other 

factors, shaped by economic aspects such as public reach and marketing considerations (Beale, 

2006; Donsbach, 2004). This in turn determines whether and how a piece of information should 

appear as news in a given outlet (Richardson, 2017). The idea of media organizations competing 

for attention in a market for news (Fengler & Ruß-Mohl, 2008) is closely related to Diermeier’s 

(2011) idea of newsworthiness being dependent on audience interest, since the latter 

corresponds to the demand side in the market for news. Additionally, as Thøgersen (2006) 

suggests, negative information on environmental issues is generally more likely to be 

newsworthy, due to its linkages to the damage caused and/or failure of an individual or 

organization to prevent it. 

Finally, the news media in their professional understanding and cultural role as a 

watchdog are committed to their mission of holding governments, firms, and individuals 

accountable for what they say or (Donohue et al., 1995; Johnson et al., 2005). This increases 

the likelihood of a critical stance and/or prioritization of negative news stories about these actors 

over positive ones (Kalogeropoulos et al., 2015). 

In sum, cognitive biases and strategic incentives at the individual level, market 

incentives at the organizational level, as well as professional norms of journalists as public 

watchdogs, favor the publication of negative news. This is what we call the strategy-related 

effect of negative news (cf. Figure 1).  

 

The tone-related effect of negative news.  

At the level of an individual journalist or editor, the likelihood that a piece of 

information becomes news depends on this person’s evaluation of newsworthiness, as 

explained in the previous section. Moreover, journalists are reporting new events in the context 

of prior related developments (Zelizer, 2008) and incorporating new stories into the reporting 
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they have helped to create in the past (Zandberg et al., 2012). Journalists might even be inclined 

to report similar events that fit the pattern of the initial event to validate their initial decision of 

newsworthiness (Donsbach, 2004). Additionally, past reporting might be leveraged not only to 

generate more interesting narratives but also to save costs (Tan, 2016). Consequently, “[…] 

negativity may motivate journalists to use past media coverage as a sort of ‘memory database’ 

of negative events” (Jonkman, Trilling, et al., 2020, p. 6).  

Negative news about environmental issues should also be dependent on past reporting 

on the same type of issues at the level of news organizations (Gentzkow & Shapiro, 2006). 

Eilders (2006) finds that continuity in reporting influences not only journalistic selection but 

also what audiences pay attention to. Similarly, consonance with audiences’ expectations and 

stereotypes has been found to be a criterion of newsworthiness (Bednarek & Caple, 2012). In 

short, audiences value consistency of what is reported about and how. Therefore, news 

organizations have incentives to consider these characteristics when trying to capture their 

audiences’ interest and maximize their returns (Dahlstrom, 2014; O’neill & Harcup, 2009). 

Because journalists use past negative reporting as a memory database and audiences 

prefer consistency and negativity in reporting, the more a firm has been negatively exposed in 

relation to environmental issues in the past, the more likely journalists and news organizations 

are to subsequently report additional negative news about this firm’s environmental record. 

This is what we call the tone-related effect of negative news reporting (cf. Figure 1). 

In sum, because (1) journalists, editors, media organizations, and the media system are 

all more likely to report negative news about a firm, (2) journalists and editors, in their 

professional roles, tend to embed news within a storyline determined by former reporting, and 

(3) media organizations have a financial interest in catering to the public’s preference for both 

negativity and consistency, a firm that has been exposed in the past for its environmental record 

is more likely to subsequently receive negative coverage in relation to environmental issues. 
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This could potentially have devastating consequences: If a firm is negatively exposed at some 

point in time, it is more likely to attract additional negative news, which subsequently raises 

once again the likelihood of being negatively exposed, through a combination of the strategy-

related effect and the tone-related effect of negative news (cf. Figure 1). This means that it 

could end up being trapped in a spiral of negative exposure and, as a result, be at risk of 

becoming an environmental villain (Diermeier, 2011). We thus hypothesize that: 

Hypothesis 1. An increase in a firm’s negative media exposure for environmental issues 

increases the likelihood that the firm subsequently receives additional exposure of this 

type. 

The Protective Effect of Positive Media Coverage 

Media exposure on firms is not merely negative; firms also receive positive coverage in 

the news (e.g., Lorraine et al., 2004). For example, positive reports might be driven by 

announcements of higher-than-expected earnings (Oliver et al., 2023). Some positive news can 

also result from firms’ disclosures regarding their environmental records (Deegan & Rankin, 

1996), such as increased environmental commitment (Bansal & Clelland, 2004) or from a 

reduction of emissions (Flammer, 2013). 

The existence of positive news in a negatively biased news landscape has been attributed 

to (1) the systemic role of the media in providing a more or less accurate view of a world in 

which good things also happen sometimes, and (2) an audience potential for positive news 

(Soroka & Krupnikov, 2021). Positive messages deviating from consistent streams of negative 

news can be of higher news value (Leung & Lee, 2015), and in a context where negative news 

prevails, positive news messages can generate higher audience interest than negative ones 

(Knobloch-Westerwick et al., 2005). This is mostly because they are unexpected in a 

predominantly negative landscape (Oliver et al., 2023; Soroka & Krupnikov, 2021). Research 

on the effects of positive and negative news on audiences has thus proposed a silver lining 
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approach, where the news media honor their surveillance function by remaining critical and, at 

the same time, embed positive messages in a stream of negative news on a given issue to reap 

the commercial benefits of positive news (McIntyre & Gibson, 2016). Therefore, even in a 

situation in which a firm is repeatedly negatively targeted by the media, positive news can have 

a place in the coverage of this firm. Moreover, due to space and resource constraints, more 

positive news being reported at a given time also implies less room for negative news. As a 

result, the increased value of reporting positive news stories amidst negative ones can mitigate 

the risk of a negative spiral (cf. the strategy-related effect of positive news in Figure 1). 

Pollock, Rindova, and Maggitti (2008) argue that the higher the amount of positive news 

reports about a firm that have been published in the past, the greater the availability of these 

positive evaluations in the journalists’ and editors’ minds, and the lower their hesitation in 

publishing positive news on this firm will be. Similarly, observing past positive coverage is 

likely to make journalists and editors more hesitant to publish negative news about this firm. 

Indeed, a good reputation acquired through media reports can provide a firm with the “benefit 

of the doubt” in case of wrongdoing (Godfrey et al., 2009, p. 428; Zavyalova et al., 2016, p. 

254): When journalists become aware of negative news about a firm in relation to a particular 

subject (in our case an environmental issue), they might be more reluctant to report about it if 

the firm has previously received positive coverage on this subject, which corresponds to the 

tone-related effect of positive news (cf. Figure 1). The fact that this past positive coverage 

provides this firm with a protective effect is consistent with the observation that a positive 

reputation provides firms with a buffer against negative events and insurance against crises 

(Coombs & Holladay, 2006; Pfarrer et al., 2010; Schnietz & Epstein, 2005; Wei et al., 2017). 

Research on social movements suggests the opposite, namely that firms publicizing their 

good environmental deeds and so attempting to create a reputational buffer are more likely to 

be attacked by activists, because they become good targets (King & McDonnell, 2015). Media 



  26 

attention has even been reported to amplify the threat that activists’ activities pose to firms’ 

reputations (McDonnell & King, 2013). However, the fact that a firm, whose good 

environmental deeds have been covered by the media, may become a more attractive target to 

activists does not automatically mean that positive coverage of a firm’s environmental record 

is going to increase the subsequent amount of negative news received by the firm in relation to 

environmental issues. Our theorization suggests that positive coverage by the media actually 

has a protective effect. 

In sum, due to (1) the increased newsworthiness of positive news in a news media 

landscape dominated by negative reports, and (2) the way past positive coverage of a firm’s 

environmental trace affects journalists’ and editors’ decisions on whether to publish a piece of 

negative environmental news, we expect that, on average, a firm that has received positive 

coverage in relation to environmental issues is less likely to be subsequently negatively exposed 

for this type of issue: 

Hypothesis 2. An increase in a firm’s positive media exposure for environmental issues 

reduces the likelihood that the firm subsequently receives additional negative exposure 

of this type. 

The Protective Effect of Firms’ Communications 

Research on public relations and the news media shows that public relations efforts can 

influence the news media discourse on non-financial topics such as social and environmental 

issues (Kiousis et al., 2007). For example, journalists may integrate information from a firm’s 

press release into a news piece (Maat & De Jong, 2013). One reason why media producers rely 

on press releases is that this allows them to reduce information gathering costs (Larsson, 2009). 

A second reason is that some types of information on the firms’ activities are only disclosed in 

these press releases (Bushee et al., 2010). 
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A firm’s efforts to influence media reporting via press releases can directly aim at 

countering attacks, securing or rebuilding the firm’s social standing or more generally educating 

the public (Desai, 2011; Hiatt et al., 2015). Research has particularly explored that firms engage 

in such impression management tactics predominantly after initial transgression, often 

accompanied by negative media exposure (Bansal & Clelland, 2004; McDonnell & King, 

2013). For example, Wickman (2014) discusses how BP used press releases to influence the 

public narrative of its involvement in the Gulf Oil Spill era. Also, Zavyalova et al. (2012) 

discuss what kinds of announcements firms make in press releases after product recalls. If 

journalists observe such communication from the firm, they might integrate this information 

into their reporting or even choose to report more positive news and/or less negative about said 

firm. This represents the strategy-related effect for press releases (cf. Figure 1). 

However, press releases might also have a proactive protective effect: They should not 

have an immediate impact on media reports by attempting to shape the reporting during a crisis, 

but also affect subsequent media coverage. For example, highly visible firms reportedly employ 

press releases as a defense mechanism (Jonkman, Boukes, et al., 2020). Firms might thus use 

press releases on environmental issues also in a proactive manner to protect themselves from 

criticism in the media. Journalists and editors, when deciding about whether to publicize a piece 

of negative information about a given firm’s environmental issues might be more hesitant to do 

so not only when there are past positive media reports as seen in the previous section, but also 

when the firm has published press releases on its environmental actions. Indeed, Bansal and 

Clelland (2004) found that press releases could potentially enhance the legitimacy of firms in 

relation to their environmental records, which means that press releases can have a protective 

effect. Just as we argued in the case of positive coverage, the firm’s press releases may be taken 

as a signal that the firm cares about the environment, and when journalists become aware of a 

negative piece of information about the firm’s environmental record, they should be more likely 
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to grant the firm the “benefit of the doubt” and more reluctant to report this negative piece of 

information. This is what we call the tone-related effect of press releases (cf. Figure 1). 

We thus hypothesize that the publication of press releases related to its environmental 

issues reduces the likelihood of a firm subsequently being the object of negative media coverage 

in relation to environmental issues: 

Hypothesis 3. An increase in a firm’s press releases for environmental issues reduces 

the likelihood that the firm subsequently receives additional negative media exposure of 

this type.  

Data and Methodology 

Data 

To test our hypotheses, we use a novel database that contains all the articles on 

environmental issues published by major English-speaking written media outlets on the 30 

largest U.S. firms in terms of market capitalization, which were listed in the Standard & Poor’s 

500 index on December 31, 2014. The data, which covers the entire 1999-2014 period, was 

retrieved from LexisNexis for each one of the 30 firms, by selecting the options “Major World 

Publications” (source type) and “Environment & Natural Resources” (index terms). The articles 

that covered environmental issues in relation to the firm were then coded as positive, negative, 

or neutral, based on a coding protocol, by the two first authors and an assistant. If there was any 

criticism regarding environmental issues against the firm or its industrial sector, the article was 

coded as negative. An article was coded as positive if there was no criticism in relation to 

environmental issues, and it mentioned an improvement of the firm’s or industry’s 

environmental practices and/or the firm or industry was praised for its environmental record. 

Finally, if an article covered one or more environmental issues in relation to the firm or its 
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industry and it could neither be classified as positive nor negative, it was considered as neutral1. 

To assess intercoder reliability, a random sample of 230 news articles was coded by all three 

coders. In 88% of the cases, all three coders agreed on the tonality of the article. Krippendorff’s 

Alpha, which takes into account the amount of agreement that could be obtained by chance, is 

equal to .82, which is above the threshold of .80 (Krippendorff, 2018, p. 241). In total, 15,038 

articles that mentioned environmental issues related to at least one of the 30 firms were coded. 

7,783 (51.8%) of those articles were labelled as “negative”, 6,000 (39.9%) as “positive”, and 

1,255 (8.3%) as “neutral”. 

Similarly, we retrieved a total of 1,166 press releases emitted in the same 1999-2014 

period by the 30 firms in our sample from the Factiva database. When we applied the codebook 

used for the news articles to these press releases, we found that only 31 (2.7%) of them 

contained negative information about the firm, while the vast majority, 1,135 (97.3%), were 

positive or neutral. This is not surprising, as a firm will generally avoid portraying itself in a 

negative way. 

To get a ‘feel’ for our data, and as an example, Figure 2 below maps the cumulated 

monthly articles and press releases for the firm General Electric. It shows how the tonality of 

the media coverage related to environmental issues of this firm evolves over the 16-year 

window we consider, and it also shows how the firm emits press releases on environmental 

issues. Interestingly, we can see that from 2004 on there is a substantial increase in the 

frequency of positive news in the media, as well as an increased frequency of press releases. 

This may be one of the reasons why the huge peak of negative news in early 2011, associated 

with the Fukushima disaster and the criticism towards nuclear energy and General Electric’s 

nuclear reactors, did not lead to an increase in the frequency of negative coverage and the 

 
1 An article containing the same amount of criticism and praise thus was considered as ‘negative’. As we wanted 
to capture any criticism that was voiced regarding environmental issues, criticism overruled praise. This mirrors 
the idea that negativity is perceived stronger by the audience (Diermeier, 2011). 
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triggering of a negative spiral. However, in order to determine whether our hypotheses are 

supported, we need to rely on all the data in our sample and an adequate identification strategy. 

 

Figure 2 

Example of Monthly Number of Negative and Positive Environmental Articles and Monthly 

Press Releases of Firm General Electric. 

 

Dependent Variable 

Our dependent variable, Present Negative Environmental Exposure, is a dummy 

variable that is equal to 1 if a firm has at least one article labeled as “negative” within a given 

month and 0 otherwise. Because our data spans a 16-year period, there are 192 individual 

months per firm. Given that the sample contains 30 firms, in theory there should be 5,760 firm-

months as units of observation. However, four of the 30 firms were founded or went public 

during or after 1999 (Amazon.com, Facebook Inc., Google Inc., and Visa Inc.). Therefore, the 

actual number of firm-months in our dataset is 5,439. 

Independent Variables 

To test Hypothesis 1, according to which past negative coverage increases the likelihood 

of present negative exposure, we build the variable Past Negative Environmental Exposure, 

which is equal to the number of articles in which the firm or its industry have been negatively 
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exposed in relation to environmental issues during a year. This variable is calculated for each 

of the three years preceding the month of the dependent variable.2 The reason why we use a 

monthly dependent variable and annual values for the independent variable Past Negative 

Environmental Exposure is that using monthly values for Past Negative Environmental 

Exposure would result in 36 lags of this variable on the right-hand side of the equation, resulting 

in unnecessary complexity. 

To test Hypotheses 2 and 3, we built two additional variables, Past Positive 

Environmental Exposure and Past Firm Environmental Press Releases, respectively. The first 

accounts for the number of positive environmental articles related to a given firm within the 

three annual periods mentioned preceding the month of the dependent variable. The second is 

equal to the number of environmental press releases emitted by the firm that do not contain 

negative information about the firm, also within these three annual periods. The omission of 

press releases with negative information is due to two reasons. First, as mentioned earlier, the 

proportion of these press releases is extremely small. Second, Hypothesis 3 is about the 

protective effect of press releases, which can only happen with press releases that do not 

disclose negative information about the firm. 

We also constructed Past Neutral Environmental Exposure, calculated using the same 

procedure as Past Negative Environmental Exposure and Past Positive Environmental 

Exposure, but using the “neutral” articles instead of the “negative” and “positive” ones, 

respectively. Although we have not hypothesized whether Past Neutral Environmental 

Exposure has an effect on the dependent variable, and what the effect could be, we nonetheless 

 
2 We examined a temporality of two, three, and four past annual periods for our models. When we compared the 
models including two and three annual periods, the annual period three years in the past contained important 
information on the effects of past exposure. Therefore, including only the two previous annual periods is 
insufficient. When we used four annual periods, the estimators were unable to provide accurate values for the 
coefficients. This is why we decided to rely on the three previous annual periods. 
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include three annual periods of Past Neutral Environmental Exposure to prevent an omitted 

variable bias. 

Control Variables 

We include several controls to account for potential omitted variable bias as well as to 

rule out alternative explanations. Panel data estimators allow controlling for firm- or industry-

specific time-invariant characteristics by introducing individual effects in the regression 

models, either in the form of random effects or fixed effects. However, we still need to control 

for the potential bias that could arise from omitted time-varying variables (Wooldridge, 2010).  

In particular, the past environmental performance of a firm could be a confounding 

factor and bias our estimates. This is because firms being perceived as good or bad 

environmental performers are treated differently in media reporting (e.g., Aerts & Cormier, 

2009). If, for example, two years before, a firm had voluntarily implemented an environmental 

policy such as a wastewater treatment system at its production plant, and the media reported 

about it, this would have raised the value of Past Positive Environmental Exposure. At the same 

time, this treatment system would reduce the risk of a water pollution incident that could 

subsequently be reported in the media, lowering the value of the dependent variable Present 

Negative Environmental Exposure. Therefore, if we observed a negative relationship between 

Past Positive Environmental Exposure and Present Negative Environmental Exposure, it could 

be due to a protective effect of past positive environmental news (Hypothesis 2) or, 

alternatively, to the implementation of an environmental policy in the past. Therefore, we must 

control for this source of bias by introducing the control variable Environmental Policy, which 

relies on the firm’s environmental score in the MSCI ESG dataset. This score, whose values are 

between 0 and 10, captures the extent to which a firm has adopted policies and initiatives to 

reduce its environmental impact or risks. It can be considered as a valid proxy for environmental 

performance (Semenova & Hassel, 2015). As with all our other control variables, we used the 
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MSCI ESG environmental score, which is annual, to construct three Environmental 

Performance control variables for the three previous annual periods before the focal month. 

We employ additional firm-level controls. First, large firms are more likely to be 

scrutinized in the media in relation to environmental issues (Brammer & Pavelin, 2006). 

Additionally, firm size is positively correlated with environmental performance (Ioannou & 

Serafeim, 2012; Jackson & Apostolakou, 2010). We therefore use a firm’s Assets to control for 

firm size (Brammer & Millington, 2006; Lenox & Eesley, 2009). The control variable Net Sales 

is introduced as an additional proxy of size that accounts for the firm’s size in the product 

market (Dang et al., 2018) and is also correlated with a firm’s performance. Furthermore, a 

firm’s availability of funds determines whether and how much it can invest in environmental 

and social measures (Waddock & Graves, 1997) and counteract to activist attacks in the media 

(Eesley & Lenox, 2006; King, 2008). To account for these financial resources, we control for 

Cashflow (Eesley & Lenox, 2006). 

Moreover, profitable firms are more likely to have financial resources they can dedicate 

to environmentally friendly measures (Adams & Hardwick, 1998; Waddock & Graves, 1997) 

and they may also be more publicly visible and thus more susceptible to scrutiny. Therefore, 

we introduce return on assets to control for firm Profitability. Conversely, high levels of debt 

may render a firm more visible in the media and reduce the resources available for investments 

in corporate social responsibility measures (Adams & Hardwick, 1998). Thus, we also control 

for a firm’s Leverage as the ratio between total amount of debt and total amount of assets. The 

data required for all five financial control variables mentioned were retrieved from Compustat 

(Standard & Poor’s) and Worldscope database (Thomson-Reuters) in million USD or percent 

on a quarterly basis. 

Given that our independent variables are constructed on an annual basis, as explained 

above, our control variables are also annual, and their temporality matches exactly that of the 
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independent variables. To calculate the value of these annual control variables exactly for each 

value of the dependent variable, which is a monthly value, we would need monthly data. To 

address this issue, we first used quarterly data to estimate a monthly value of the control 

variable. For example, for the dependent variable’s firm-month observation April 2013 we 

would calculate, the value of the control variable for the annual period of April 2012-March 

2013, using all the monthly values within this period. The same applies to the other two previous 

annual periods, that is, April 2011-March 2012 and April 2010-March 2011. 

The procedure used to calculate the control variable’s monthly values depends on 

whether the control variable is a variable of stock or flux. To obtain the monthly values of the 

variables of stock (Profitability, Assets, and Leverage) we rely on a linear interpolation between 

the values of one specific quarter and its temporal neighbor. In other words, if we have the 

monthly values for !!,#	and !!,#$% and we need to estimate !!,#$&	and !!,#$' by interpolation: 

!!,#$& =
2 ∗ !!,#
3 +	!!,#$%3 	; 	!!,#$' =

!!,#
3 +	2 ∗ !!,#$%3  

For variables of flux (Net Sales and Cash Flow), we approximate the average monthly 

value by first dividing each fiscal quarter value by three to obtain an average monthly measure. 

Identification Strategy 

We rely on a panel data approach, in which we conduct an analysis of the effect of past 

media coverage, as well as of past firm press releases on environmental issues, on present 

negative exposure in environmental issues. To that end, we regress the likelihood that a firm 

experiences negative exposure in environmental issues in the present on our independent 

variables (Past Negative Environmental Exposure for Hypothesis 1, Past Positive 

Environmental Exposure for Hypothesis 2, and Past Firm Environmental Press Releases for 

Hypothesis 3). We use both panel probit and panel logit models with individual effects that are 

either random or fixed at the firm level. 
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Results 

Descriptive statistics for our dependent, independent, and control variables are reported 

in Table 1 below. All the control variables are either significantly correlated with the dependent 

variable Present Negative Environmental Exposure, or at least one of our independent variables, 

which are Past Negative Environmental Exposure, Past Positive Environmental Exposure, Past 

Neutral Environmental Exposure, and Past Firm Environmental Press Releases. 

We ran six different models, which are reported in Columns (1) to (6) in Table 2 below. 

First, we ran probit and logit models with random effects (Columns 1 and 2). Probit and logit 

models differ in terms of their underlying assumption on the cumulative density function. While 

probit is based on a normal distribution, logit relies on a logistic distribution (Wooldridge, 

2010). As we have no theoretical reason to prefer one over the other, we run both models and 

compare the results. We find support for Hypothesis 1, as both models yield highly significant 

(p < .01) and positive coefficient estimates for the three annual periods of Past Negative 

Environmental Exposure. 

Therefore, an increase in a firm’s negative coverage in relation to environmental issues 

in the past raises the probability of being subsequently negatively exposed in relation to an 

environmental issue. For example, if at some point in time a firm such as Apple gets more 

negative media coverage because of environmental degradation associated with the sourcing of 

rare metals employed in its smartphone models, this should lead, according to our estimates, to 

a higher risk of receiving negative media coverage in relation to environmental issues at a later 

point in time. 
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Table 1 

Correlations and Summary Statistics (N = 5,439). 

 Variable 1 2 3 4 5 6 7 8 9 10 11 

1. Present Negative Env. Exposure 1           

2. Past Negative Env. Exposure .48*** 1          

3. Past Positive Env. Exposure .32*** .22*** 1         

4. Past Neutral Env. Exposure .33*** .59*** .17*** 1        

5. Past Firm Env. Press Releases .17*** .16*** .56*** .10*** 1       

6. Assetsa .00 -.01 .16*** .26*** .11*** 1      

7. Profitabilityb .01 .06*** -.05*** -.01 -.08** -.26*** 1     

8. Leverageb .10*** -.08*** .27*** -.03** .22*** .16*** -.47*** 1    

9. Net Salesa .34*** .55*** .35*** .33*** .22*** .25*** .00 -.02 1   

10. Cashflowa .16*** .40*** .07*** .22*** .22*** .12*** -.06*** -.01 .51*** 1  

11. Environmental Policyc .13*** .00 .20*** -.01 .17*** -.14*** .18*** -.12*** .05*** -.02 1 

Mean .26 13.95 10.00 2.26 1.90 232.70 1.93 22.14 68.44 3.42 5.53 

Standard Deviation .44 38.54 24.54 6.81 6.36 453.30 3.14 18.14 80.71 4.15 2.55 

Min .00 .00 .00 .00 .00 .00 -38.36 .00 .00 .00 .00 

Max 1.00 400.00 282.00 76.00 118.00 2,511 15.63 153.40 484.10 21.59 10.00 

Note. The table contains the summary statistics and correlations for all variables. For ease of understanding, only the first of the previous years is 

presented for all variables that have several yearly temporal periods. 

*** p < 0.01, ** p < 0.05, * p < 0.1 

a Summary statistics in million USD. 

b Summary statistics in %. 

c Summary statistics of score in environmental pillar of MSCI ESG. 
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Table 2 

Results of Panel Probit and Logit Regressions on Present Negative Environmental Exposure. 

Variables / Model 1 2 3 4 5 6 

Past Negative Env. Exposure 

Previous year 

.02*** .04*** .03*** .03*** .03*** .03*** 
(.00) (.01) (.01) (.01) (.01) (.01) 

Past Negative Env. Exposure  

Year 2 before 

.01*** .02*** .01** .01 .01** .01 

(.00) (.01) (.01) (.01) (.01) (.01) 

Past Negative Env. Exposure 

Year 3 before 

.01*** .02*** .01*** .01** .02*** .02*** 
(.00) (.00) (.01) (.01) (.01) (.01) 

Past Positive Env. Exposure 

Previous year 

.01*** .01*** .01** .01 .01*** .01** 
(.00) (.00) (.00) (.00) (.00) (.00) 

Past Positive Env. Exposure  

Year 2 before 

-.01** -.01** -.01* -.01** -.01* -.01* 
(.00) (.01) (.01) (.00) (.01) (.00) 

Past Positive Env. Exposure 

Year 3 before 

.00 .00 .00 .00 .01 .01 

(.00) (.00) (.00) (.00) (.00) (.00) 

Past Neutral Env. Exposure 

Previous year 

.03** .05** .04 .04 .06** .06* 
(.01) (.02) (.03) (.03) (.03) (.03) 

Past Neutral Env. Exposure  

Year 2 before 

-.01 -.02 -.03 .00 -.01 .02 

(.02) (.03) (.04) (.03) (.04) (.03) 

Past Neutral Env. Exposure 

Year 3 before 

-.01 -.02 -.03 -.02 -.02 -.02 

(.01) (.01) (.02) (.03) (.03) (.03) 

Past Firm Env. Press Releases 

Previous year 

  
  -.04*** -.04***   
  (.01) (.01) 

Past Firm Env. Press Releases 

Year 2 before 

  
  .01 .01   
  (.01) (.01) 

Past Firm Env. Press Releases 

Year 3 before 

  
  -.03*** -.03***   
  (.00) (.01) 

Constant 
-1.57*** -2.77***        

(.34) (.63)         

Panel Estimator Probit Logit Logit Logit Logit Logit 

Individual Random Effects Yes Yes No No No No 

Individual Fixed Effects No No Yes Yes Yes Yes 

Monthly Time Dummies No No No Yes No Yes 

Environmental Policy Control Yes Yes Yes Yes Yes Yes 

Financial Control Variables Yes Yes Yes Yes Yes Yes 

Number of Observations 3,663 3,663 3,052 3,052 3,052 3,052 

Number of Firms 30 30 25 25 25 25 

Note. Robust standard errors in parentheses. 

*** p < 0.01, ** p < 0.05, * p < 0.1 



  38 

However, the result in the first annual period (1 to 12 months prior to the focal month) 

could be due to ongoing media coverage on one particular issue over successive months (e.g., 

an environmental scandal that starts appearing in the media towards the end of one month and 

continues to be reported in the following month). 

To determine whether this could explain the effect we observe in Columns (1) and (2), 

we split the first annual period (1 to 12 months prior to the focal month) into two different sub-

periods. The first one includes the first three months of the annual period and the second one 

the nine other months.3 

The coefficient estimates for both subperiods are positive and significantly different 

from zero (p < .05) showing that the effects observed in Columns (1) and (2) for the first annual 

period of Past Negative Environmental Exposure could be, at least in part, due to events spread 

over a few months, but that they are also due to the effect described in Hypothesis 1. 

We also find support for Hypothesis 2, as there is a negative and significant (p < .05) 

effect of Past Positive Environmental Exposure on Present Negative Environmental Exposure 

in the second annual period (13 to 24 months prior). Therefore, Past Positive Environmental 

Exposure leads to a lower Present Negative Exposure in the future, even if this seems to take 

some time. For example, if at some point in time a firm such as Coca-Cola gets praised in the 

media for a recycling initiative it supports, this will lead to a lower risk of receiving negative 

media coverage for environmental issues later in time (between 13 and 24 months afterwards). 

As with the first annual period of Past Negative Environmental Exposure, we split the 

first annual period of Past Positive Environmental Exposure to assess whether there is an 

 
3 The rationale is as follows: Ongoing coverage of a given event (e.g., a pollution incident) might spread over 
successive months, including the month t of the dependent variable. If we did find an effect, or an effect in the 
opposite direction, in the second subperiod further away from t (9 to 12 months before) and only an effect in the 
first subperiod closest to t (1 to 3 months before), our findings about the whole period (1 to 12 months) could be 
exclusively driven by such an ongoing coverage. This is not the case here. The results of this analysis can be 
obtained from the first author upon request. 
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overlap of ongoing coverage.4 We find that there is indeed an overlap that explains the positive 

and significant (p < .01) coefficient of the first annual period (1 to 12 months prior) of Past 

Positive Environmental Exposure. However, the effect observed for the second lag of Past 

Positive Environmental Exposure, which supports Hypothesis 2, is not due to an overlap of this 

type. 

Since the random-effects panel data estimator assumes that the individual effects are 

uncorrelated with the independent variables, it does not control for firm- or industry-specific 

time-invariant characteristics that could be omitted variables and bias the estimates. The fixed 

effects panel data estimator controls for this source of endogeneity, but it is less efficient 

(Wooldridge, 2010). Therefore, in Column (3) we run a fixed effects logit model and compare 

the results with Column (2) using a Hausman test, which allows assessing if the fixed effects’ 

estimates are more trustworthy than the random effects’. The Hausman test does not allow 

concluding that the fixed effects model is more reliable than the random effects one (p = 1.00). 

Therefore, we take into account both models (Columns 2 and 3). Results in Column (3) thus 

confirm the support for Hypotheses 1 and 2 provided by Columns (1) and (2). Because the 

probit estimator does not allow for fixed effects, we could not run the Hausman test for this 

model. However, the Hausman test for the logit model shows that we can rely on the random 

effects models’ results. Additionally, there might be events at any point in time that could affect 

all the firms in the sample simultaneously and thus bias the estimates (Wooldridge, 2010). To 

account for this, we add monthly time-fixed effects to the logit fixed effects model of Column 

(3) and report them in Column (4). Again, this model’s coefficient estimates support 

Hypotheses 1 and 2. 

To test Hypothesis 3, we add three annual periods of Past Firm Environmental Press 

Releases to Columns (3) and (4)’s models and report these results in Columns (5) and (6), 

 
4 The results of this analysis can be obtained from the first author upon request. 
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respectively. In the first and third annual periods (1 to 12 months and 25 to 36 months prior) of 

Past Firm Environmental Press Releases, we find a negative and significant (p < .01) effect on 

Present Negative Environmental Exposure, providing support for Hypothesis 3. This means that 

if, for example, a firm such as IBM issued a press release about the start of a recycling initiative, 

this press release would lead to a lower risk of receiving negative media coverage for 

environmental issues later in time. 

As we did previously, we split the first annual period of Past Firm Environmental Press 

Releases into two different periods, to assess if the effect found in the first annual period (1 to 

12 months prior) is due to an overlap of ongoing coverage and press releases a firm emits related 

to this ongoing coverage.5 This analysis reveals that the effect is not due to ongoing media 

coverage associated with related press releases. 

Robustness Tests 

To validate our findings, we conducted numerous robustness tests, which in essence 

support our results. We examined whether the effects we find could be driven by political bias 

of news outlets, as, for example, left-leaning media could be reporting systematically more 

negative news about firms (e.g., Entman, 2010; Roulet & Clemente, 2018). We were further 

concerned that ownership and/or advertisement patterns of firms in media outlets could bias 

reporting in favor of firms (e.g., Gurun & Butler, 2012). Additionally, the effect of past negative 

exposure on the present one could actually be due to the direct effects of past activist attacks 

on present negative exposure, independently of the fact that these past attacks have been 

reported by the media and thus contributed to the value of Past Negative Environmental 

Exposure. It would also be possible that our results are essentially driven by firms in 

controversial industries, as such industries are more contested (e.g., Palazzo & Scherer, 2006), 

 
5 The results of this analysis can be obtained from the first author upon request. 
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while absent from other industries. Our robustness tests provided no support for any of these 

alternative explanations to our hypotheses. 

While our study does not distinguish between types of media outlets, industry-specific 

outlets such as trade magazines (Wilkinson & Merle, 2013), which tend to publish favorable 

content on their respective industry members (Edwards & Pieczka, 2013), could drive the 

protective effect of positive news and press releases we have observed. Indeed, field media play 

a role in the legitimation of industry practices, even if the reporting in the public media is hostile 

(Clemente & Roulet, 2015). In a post-hoc analysis, the removal of industry publications from 

our sample did not alter our main results and conclusions, which means that, while industry 

outlets could contribute to the protective effects we observe, they are not their sole drivers.6  

Additionally, we examined whether there could be positive spirals in news reporting 

and found no empirical evidence of their existence.7 

The results of our main analysis also show that the control variable we used, 

Environmental Performance, did not seem to have a significant effect on the dynamic of 

exposure we observe and hence the risk of negative spirals. This suggests that the dynamic 

effects that explain a firm’s likelihood of future negative exposure in the environmental 

dimension are not directly attributable to firm’s environmental practices, but rather to whether 

these are reported or not. 

Discussion 

In this paper, we examine the dynamic effects of media exposure in the context of firms’ 

coverage regarding environmental issues. Compared to existing research on the relationship 

between firms and the media – we provide a theoretical approach that relaxes two important 

assumptions regarding the impact of the media on firms: (1) media exposure is not considered 

 
6 Results of this analysis can be obtained from the first author upon request. 
7 Results of this analysis can be obtained from the first author upon request. 
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at a few specific moments but rather over a longer period in time, with a dynamic approach and 

(2) press releases are conceptualized to have a protective effect which firms can exploit to 

proactively communicate, before any negative coverage occurs. This allows us to theorize on 

the possibility of negative media spirals over time, in which negative news regarding a firm’s 

environmental practices raises the likelihood of subsequent negative exposure over the same 

type of issues. From this perspective, the impact of the media’s reporting on a firm in the context 

of an environmental issue might be even more damaging – for instance to its reputation– than 

currently described. We observe this mechanism in our unique 16-year panel dataset, which 

allows us to test our hypotheses regarding dynamic effects by exploiting the intertemporal 

variation of the data: negative news about a firm issued at a certain moment in time increases 

the probability that more negative media exposure will be created in subsequent periods. This 

mechanism could lead to the emergence of negative news spirals over time, potentially turning 

firms into environmental villains (Diermeier, 2011).  

 At the same time, our dynamic approach, allows us to theorize about how these 

potential negative media spirals might also be quite fragile, similar to the observation that 

virtuous cycles of media attention “eventually die out” (Seguin, 2016, p. 1001). Indeed, our 

study shows that positive coverage about the firms’ environmental practices and firm’s press 

releases has a preventive effect against these spirals. Therefore, by nurturing positive 

coverage and emitting press releases about its good environmental deeds, a firm can benefit 

from protective reputation insurance (Coombs & Holladay, 2006) against future negative 

coverage on environmental issues. In sum, positive media reports and proactive press releases 

are a source of firm resilience in the event of future crises. 

We cannot rule out that doing good and publicizing ones’ efforts may also present a 

liability, as firms whose environmental record is more visible have been reported to be better 

targets for activist attacks (King & McDonnell, 2015). However, our results clearly show that 
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positive coverage and firm statements in press releases both have, on average, a protective effect 

in terms of future negative exposure in the media. Further, if environmental record visibility 

increased the likelihood of subsequent criticism of the firm (King, 2008), and this raised the 

future amount of negative coverage, we would expect neutral articles on the firm’s 

environmental record to subsequently increase the likelihood of the firm’s present exposure in 

the environmental dimension, which is not what our data show. Additionally, the firms’ ability 

to reduce the likelihood of future negative environmental exposure that we observe points 

towards a less critical stance of the media towards business than the literature generally would 

suggest.  

Taken together, the two mechanisms that are at the core of this article provide a novel 

understanding that complements the existing literature on the relationship between firms and 

the media. They highlight the importance of considering the media’s strategic choices regarding 

newsworthiness as well as social and cognitive factors at the level of individual journalists and 

editors. While negative exposure at one point in time could eventually transform a firm into an 

environmental villain through a spiral of negative reporting that results from a combination of 

newsworthiness of negativity and journalists writing ongoing dramatic narratives, firms can 

strategically counteract such a risk by either nurturing more positive news about themselves 

and/or by emitting positive press releases, because both have a protective effect. Moreover, our 

study shows that firms are not passive recipients of media coverage, but that they can 

strategically influence the tone of their environmental records’ coverage.  

In terms of firms’ media reputation management, our study shows that firms subject to 

negative media reports can not only resort to changes in environmental practices (Amer & 

Bonardi, 2023) or to the type of strategic change that helps protect the firm’s and its executives’ 

reputation in the media from further damage (Bednar, 2012; Bednar et al., 2013), but they can 

also promote positive reports about their environmental records in the media and communicate 
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about their efforts in the environmental dimension through press releases to prevent additional 

damage and avoid negative spirals. In fact, these proactive communication-related strategies 

may even be more effective in preventing future negative coverage than adopting a reactive 

strategy where the firm simply responds to media accusations by complying with the explicit 

or implicit expectations expressed in media reports. In that spirit, our research contributes to an 

understanding of press releases being used in a proactive manner to shape impressions in calmer 

times to protect against future negative media exposure.  

Indeed, Lamin and Zaheer (2012) found that, while addressing a questionable practice 

for which a firm is accused in the media does not improve the tone of the media coverage of 

this firm, the tone of subsequent coverage was less negative for firms with more positive media 

reputations (Deephouse, 2000). In other words, positive news coverage and firm press releases 

about a firm’s environmental practices may be able to generate more reputation insurance 

(Minor & Morgan, 2011) than adopting a reactive approach of simple compliance with the 

expectations of stakeholders that appear in negative media reports. This is also consistent with 

our finding that the dynamic effects that explain a firm’s likelihood of future negative exposure 

in the environmental dimension are not directly attributable to that firm’s environmental 

practices, but rather to whether these are reported or not. Finally, our study shows the key role 

of the strategic interactions between the media and firms concerning news content and tonality. 

Limitations and Avenues for Future Research 

In this study, we did not distinguish the news’ sources. The news in the media may 

originate from a diversity of sources such as investigative journalists, regulators, governments, 

press releases, or activists’ reports. The magnitude of the dynamic effects we have described in 

this article could, for example, depend on who is criticizing or praising the firm. A negative 

article covering a dramatic activist attack could result in a higher likelihood of triggering a 

negative spiral than if the source is an investigative journalist. However, the opposite could also 
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be true, since an environmental activist could also be perceived as a less reliable source of 

information than an investigative journalist. Therefore, evaluating the effect of the source on 

the magnitude of the effects described in this paper would be an interesting avenue for future 

research in this literature. 

 An obvious limitation to our study is that our sample contains large US firms, and our 

focus on environmental issues. Further studies should determine whether these results hold for 

different sets of firms in terms of size and geographical orientation, as well as for other types 

of issues. There is no obvious reason why our dynamic effects would not apply to social or 

other types of issues, but this remains to be confirmed. 

A final limitation is that our analysis is focused on traditional written news, and we did 

not consider other types of media such as radio, TV, and social media. We do not anticipate 

that this is an issue, for two reasons. First, there is solid evidence that sources such as radio and 

TV rely on content from elite printed news and that printed news has longer-lasting effects on 

setting the topics the media focuses on (Golan, 2006; Vliegenthart & Walgrave, 2008). 

Traditional written news has also been found to have a stronger influence on public opinion and 

is better recalled (Deephouse & Carter, 2005; DeFleur et al., 1992). Second, the power of social 

media remains limited in terms of shaping discourse in traditional media but rather works as an 

accelerator that spreads the news originating in the latter (Zhao et al., 2011). Social media 

usually shape the discourse after the main direction has been set by traditional news media 

(Sayre et al., 2010). Yet, further research is needed to confirm whether the role of social media 

is analogous when it comes to dynamic media effects. 

Conclusion 

This paper adds a dynamic understanding of negative media exposure to existing 

research on firm-media interactions, which has important consequences for the firms’ social 

evaluations. In a nutshell, our study shows that negative exposure of firms in relation to 
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environmental issues is driven partly by past negative environmental exposure, through a 

dynamic process where firms are at risk ending up being perceived as environmental villains. 

What is the implication of our study regarding general sustainability concerns? The 

positive spin is that the risk of falling into a spiral of negative exposure should be an additional 

incentive for firms to improve environmental practices, beyond the effects of negative news on 

self-regulation already uncovered by previous literature (Amer & Bonardi, 2023). 

But there is also a less positive spin to our findings. If press releases have a protective 

effect against future negative environmental exposure, it also means that firms reluctant to 

substantially improve environmental practices could strategically engage in symbolic 

environmental actions and report them in press releases, in order to protect themselves from 

negative coverage, while at the same time maintaining the practices that are damaging for the 

environment. This implies that there are circumstances, where at least some journalists end up 

in a role of being rather tame lapdogs instead of critical watchdogs vis-à-vis firms (Bednar, 

2012).  
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Abstract 

Over the recent years, two perspectives on control variable use have emerged in management 

research: The first originates largely from within the management discipline, and argues to 

remain frugal, to use control variables as sparsely as possible. The second roots in econometrics 

textbooks and argues to be prolific, to be generous in control variable inclusion to not risk 

omitted variable bias and because including irrelevant exogenous variables has little conse-

quences for regression results. We present two reviews that show that the frugal perspective is 

getting increasingly popular in research practice, while the prolific perspective has received 

little explicit attention. We summarize the key arguments of both perspectives and put them to 

a test in three Monte Carlo simulations. Our results challenge the two recommendations of the 

frugal perspective of “omitting impotent controls” and “avoiding proxies” but show the detri-

mental effects of including endogenous controls (bad controls). We recommend considering 

the control variable selection problem from the perspective of endogeneity and selecting con-

trols based on theory and by using causal graphs, instead of focusing on the many or few ques-

tion. 

 

Keywords: control variables, correlation, causality, endogeneity, Monte Carlo simulation 
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Introduction 

Control variables are critically important for making causal claims in non-experimental 

management research and can be useful for increasing the precision and statistical power of 

experimental studies (Deaton & Cartwright, 2018; Hernández et al., 2004). Controls should be 

chosen based on existing theory so that alternative explanations can be ruled out. But how 

should controls be chosen when this theoretical guidance is not clear? Should researchers 

“when in doubt, leave them out” (Carlson & Wu, 2012, p. 413) or “err on the side of caution 

by including more than fewer control variables” (Antonakis et al., 2010, p. 1092)? Recently, 

two distinct perspectives have emerged: The frugal perspective holds that if a researcher is not 

sure about whether a control variable should be included in a model, it should be left out (e.g., 

Atinc et al., 2012; Bernerth et al., 2018; Bernerth & Aguinis, 2016; Carlson & Wu, 2012). In 

contrast, the prolific perspective emphasizes that more controls are better than too few 

(Antonakis et al., 2010) as this reduces the probability of omitted variable bias. 

The frugal perspective originates from Becker (2005) and is often summarized by the 

phrase “When in doubt, leave them out.”, coined by Carlson and Wu (Carlson & Wu, 2012). 

While this perspective is presented in many guideline-type articles (Becker et al., 2016; O’Neill 

et al., 2014; Schjoedt & Bird, 2014) within the management discipline, it seems mostly absent 

in the broader research methods literature. In contrast, the prolific perspective builds on the 

econometric concept of irrelevant regressors and the proof that including such variables will 

not bias regression coefficients (Wooldridge, 2013, p. 88). This perspective is also advocated 

in some general research methods texts. For example, Singleton and Straits (2018) recommend 

that “Circumstances seldom allow to control for all variables; researchers attempt to control 

the effects of as many as possible. The greater the number of variables that are controlled with-

out altering a relationship, the greater the likelihood that the relationship is not spurious.” (p. 

102).  
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The two perspectives have been noted in the literature (Bernerth et al., 2018, p. 154; 

Green et al., 2016, p. 422), but thus far their merits have not been analyzed. This is what we 

do. Both perspectives largely agree on that control variable selection is important and should 

be based on theory, and that reporting should be more transparent. Yet, they differ in the overall 

recommendation on how liberally control variables should be included. The frugal perspective 

also proposes empirical rules that we argue are problematic. After introducing the perspectives, 

we show through two systematic reviews that the frugal perspective is getting more popular 

and that the prolific perspective has been seldomly explicitly applied in management research. 

Thereafter, we assess three specific empirical rules with a set of Monte-Carlo simulations. We 

find that dropping “impotent controls” and “avoiding proxies” can bias estimates, whereas in-

clusion of irrelevant variables has little negative consequences. We conclude that control vari-

ables should be chosen solely based on theory and the empirical rules should be abandoned. 

Control Variables in Management Research 

Management research should make causal claims as they are important for society 

(Antonakis et al., 2010). This is challenging because causality is unobservable (Hitchcock, 

2010; Jaccard & Jacoby, 2020, pp. 153–154), and can only be inferred indirectly using appro-

priate research designs. To claim causality, researchers must demonstrate: 1) association be-

tween the assumed cause and effect, 2) direction of influence, and 3) elimination of alternative 

explanations (Antonakis et al., 2010; Singleton & Straits, 2018, Chapter 4). The third step is 

the hardest part. Experiments where rival explanations are eliminated by randomization are 

considered the gold standard (Antonakis et al., 2010; Heckman, 2008) but they are often costly 

or infeasible (Cameron & Trivedi, 2005, p. 96). Consequently, statistical models (e.g., regres-

sion) that use control variables to account for alternative explanations have become the domi-

nant strategy in management research. Next, we describe the two perspectives on control vari-

able selection. 
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The Prolific Perspective to Control Variable Inclusion 

The main idea of prolific perspective is that controls should be used liberally to prevent 

omitted variable bias. This is repeated in multiple econometrics books. For example, Cameron 

and Trivedi (2005, p. 93) state that “Too many regressors cause little harm, but too few regres-

sors can lead to inconsistency”, Greene (2012, p. 178) says that “Omitting variables from the 

equation seems generally to be the worse of the two errors”, and there are many similar exam-

ples (e.g., Berry & Feldman, 1985, pp. 21–22; Schroeder et al., 2017, p. 71; Zax, 2011, p. 465). 

However, in the recent literature on control variables in management research, the prolific per-

spective has received little attention. The only explicit recommendation that we found in the 

management literature is to “err on the side of caution by including more than fewer control 

variables” by Antonakis and coauthors (2010, p. 1092). 

The prolific perspective has three main recommendations: 1) omitted variable bias 

should be avoided by including relevant controls, 2) inclusion of irrelevant controls has little 

negative consequences, but 3) overcontrolling by including endogenous controls should be 

avoided. 

The recommendation related to omitted variables is straightforward: If a control varia-

ble is a cause of the dependent variable and is correlated with at least one of the independent 

variables, omitting the control has been proven to create endogeneity in the model, biasing 

estimates (Wooldridge, 2013, p. 88). Because omitted variable bias is a serious threat for in-

ference, control variables that are causes of the dependent variable and correlated with the 

independent variables should be included.  

There is also little harm in including irrelevant controls, which do not have effects on 

the dependent variable (Basu, 2020, p. 211). More specifically, the prolific perspective states 

that while irrelevant variables can reduce efficiency (precision of estimates), “reduced effi-

ciency […] is a cheap price to pay when consistency is at stake” (Antonakis et al., 2010, p. 
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1092). This is supported by the proof (Cameron & Trivedi, 2005, p. 93; Wooldridge, 2013, p. 

87, Theorem 3.1) that estimates remain unbiased when irrelevant variables are included in a 

model. Thus, if there are potentially relevant control variables, it is safer to include them in the 

model, at worst they turn out irrelevant. It is essential to add that in the econometrics literature, 

the concept of “irrelevant regressor” itself is applied to exogenous variables only (Wooldridge, 

2013, p. 88).1 

Notably, econometrists do not recommend a “kitchen sink” (Greene, 2012, p. 179) per-

spective towards control variable use, where control variables would be wildly included into a 

model to prevent bias at all costs (Wooldridge, 2013, p. 88). For example, if a control variable 

is a mediator on a causal path, then (over-)controlling for this variable biases estimates of the 

total causal effect (Li, 2021), because it is endogenous (Antonakis et al., 2010, p. 1090). This 

part overlaps with the frugal perspective’s recommendation of being cautious about controlling 

for potential endogenous variables, but it is featured a lot less prominently. 

The prolific perspective can be summarized along the lines of Wooldridge (2013, pp. 

98–99) as a trade-off between bias and variance: Control variables that are potential omitted 

variables should be included to prevent inconsistent and biased estimates. The consequence of 

such inclusion is reduced efficiency which can be mitigated by increasing sample size. 

The Frugal Perspective to Control Variable Inclusion 

Many recent guidelines (Aguinis & Vandenberg, 2014; Becker et al., 2016; O’Neill et 

al., 2014; Schjoedt & Bird, 2014) warn about including too many controls in models. This 

advice comes in two forms: a) reasons to be cautious with including controls generally and b) 

specific recommendations or rules for when controls should be left out. 

 

1 While the importance of exogeneity is clearly stated in Antonakis and colleagues (2010), when consulting the 
quotes only, this is easily overlooked. 
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Reasons to be Cautious with Controls 

Perhaps the most intuitively appealing reason to be cautious with controls is the claim 

that “a model including control variables is no longer investigating the relationship between a 

predictor and a criterion, but rather the relationship between a new residual predictor and the 

criterion” (Bernerth & Aguinis, 2016, p. 231). This point can be illustrated with Venn diagrams 

(Breaugh, 2008), where the total variance of each variable is represented by a circle and over-

lapping areas of the circles represent shared variance (or squared semi-partial correlations; 

Cohen et al., 2003, sec. 3.3.2). In the left panel of Figure 1 below, the area a indicates the 

shared variance between the dependent variable Y and the focal predictor X. In the right panel, 

including a control C eliminates the shared variance that overlaps with the predictor (d), the 

dependent variable (c), and what they share (b), thus allowing to estimate the unique shared 

variance (a) between X and Y. The key concerns in the frugal perspective are that the interpre-

tation of X changes by using statistical control or that by including more controls there is no 

variance left to explain, as the size of area (a) declines. 

Figure 1 

Venn diagrams explaining the shared variance between the independent (X) and dependent 

variable (Y), without and with a control variable (C). When controlling for C, the unique shared 

variance (a) between the independent (X) and the dependent variable (Y) is decreasing by (b). 
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The residual argument is technically correct but leads to an incorrect conclusion in this 

case: The core idea of regression analysis is that it enables to “keep other factors fixed” 

(Wooldridge, 2013, p. 77), by removing their variation from the analysis (Greene, 2012, p. 76). 

For example, suppose our main variable of interest is CEO gender and we wanted to study its 

effect on firm performance. If CEO gender correlates with industry and industry also affects 

firm performance, this produces a spurious correlation that needs to be controlled to claim a 

causal effect of CEO gender on firm performance. Controlling for industry, we estimate the 

effect of CEO gender on firm performance as if all firms were in the same industry. That is, we 

eliminate all between industry variance from both CEO gender and firm performance.  

To understand why reducing variance this way is not a problem for interpretation, we 

can compare regression against other approaches for reducing variation, such as using matched 

samples or sampling just from a single industry (Morgan & Winship, 2007, Chapter 4). If re-

gression assumptions hold (i.e., the effect does not vary between industries), controlling for 

industry is equivalent to reducing variation by studying just one industry or doing the same 

through matched samples (Morgan & Winship, 2007, sec. 5.3). Thus, arguing that statistical 

controlling changes the meaning of the variables would logically imply that the same applies 

when variance is reduced by sampling, which is not the case. Indeed, regardless of how it is 

done, be it with control variables, matching, or sampling, reducing variance due to extraneous 

factors is a solid research design principle (Singleton & Straits, 2018, pp. 36–39, 89, 101–102). 

A related concern is that statistical adjustments create “fictional people”. This was 

pointed out by Breaugh (2008), who claims that this limits generalizability citing Meehl (1970). 

Yet, Meehl (1970) did not argue that creating “fictional people”, or more formally counterfac-

tuals (p. 401), would limit generalizability, but that causal inferences rest on their proper 
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construction2. Counterfactuals are not a problem and in fact the current literature on causal 

analysis (Huntington-Klein, 2022; Morgan & Winship, 2007; Pearl, 2012) rests on them. That 

is, a causal effect is defined as a comparison between two potential outcomes, one in which a 

case received a treatment and another where the same case was not treated. Because we observe 

each case only as treated or untreated, one of the two potential outcomes is observed and the 

other remains a counterfactual that must be estimated.  

In the context of the CEO gender example we discuss above, following Breugh (2008), 

one might ask if it makes sense to try to separate the effects of CEO gender and industry given 

that the two variables are correlated in practice. The answer to this is yes: firm boards would 

want to know the effect of hiring a female CEO holding industry constant, because firms rarely 

switch CEO and industry at the same time. That is, it often makes sense to assume that some 

variables do not change because they are not a part of the decision that a firm, policy maker, 

or leader typically would take. In our example, controlling for industry is a safe bet, because 

the CEO gender effect is a within-firm effect and firms rarely change their industry classifica-

tions making industry an exogenous variable. However, this does not mean that all counterfac-

tuals make sense, or all controls are good, an issue that we return to later. 

Another concern relates to the precision of estimates. Becker and colleagues (2016) 

urge to remain cautious because “including large numbers of [control variables] reduces 

 

2 Meehl’s (1970) article addresses three problems in ex post facto design using matched groups. The first problem 
is “systematic unmatching”, which means that when we match on one variable, the groups might become un-
matched on another variable. However, it is not clear how common this might be and more importantly, Meehl 
neither shows nor proves that this would be problematic for the causal estimate of interest (Lund, 1981). The 
second problem is “unrepresentative subpopulation”. For example, if we are studying the effect of job promotions 
on job satisfaction in a sample where only men receive promotions, matching on gender would mean that we are 
studying only the subpopulation consisting of men and this affects generalizability. But the concern applies re-
gardless of how the data are analyzed: if women do not receive promotions, we cannot say anything about the 
effect of these non-existent promotions on their job satisfaction. In this extreme example, the causal effect for 
women in undefined. In less extreme cases, modern matching methods can handle the “unrepresentative subpop-
ulation problem” (Morgan & Winship, 2007, sec. 4.2.2.). The third problem is “causal-arrow ambiguity” and 
refers to endogenous or bad controls, which is a severe problem that we address later in the article. The “fictional 
people” argument is not directly related to these three arguments but is used to argue that the three concerns apply 
also to regression and not only matched samples. 
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degrees of freedom, […] this will increase standard errors and potentially decrease the power 

of the test for a given independent variable.” (p. 159). This is incorrect in two different ways. 

First, the variance of the regression estimates depends only on the total sample variation of the 

independent variables, error variance, and correlation between the independent variables 

(Wooldridge, 2013, theorem 3.2)3 and not on degrees of freedom. Second, adding controls can 

also decrease standard errors and increase statistical power by reducing error variance. This is 

the reason why controls are often used in experiments (Deaton & Cartwright, 2018; Hernández 

et al., 2004).  

The mechanism through which control variables can make estimates less precise is mul-

ticollinearity, which is also sometimes mentioned in this context (e.g., Nielsen & Raswant, 

2018). What this means is that using control variables that are highly correlated with the focal 

variables makes it more challenging to identify which part of the total variance is explained by 

the focal variables and which part is explained by the control variables, decreasing the precision 

of the estimates (Greene, 2012, p. 130) and thus reducing statistical power. While omitting 

such controls would solve this problem, it introduces omitted variable bias. Instead, if possible, 

researchers should increase precision by increasing sample size (Greene, 2012, p. 131; 

Wooldridge, 2013, pp. 94–98).4 

 

3 Degrees of freedom appear in the formula for estimated error variance (Wooldridge, 2013, eq. 3.56). However, 
reducing degrees of freedom by adding variables does not affect the expected value of the estimated error variance 
because the SSR (sum of squares residual) that appears in the formula is a biased estimator of the total variation 
of the error term and the degree of bias depends on the number of predictors. Degrees of freedom has a direct 
impact on statistical power because it determines which t-distribution is used for testing the regression estimates, 
but this effect is minor except in very small samples. 
4 Other alternatives include simplifying the research question and using small-sample estimation techniques. 
Wooldridge (2013, pp. 96–97) gives the following example of simplifying the question: Assume that we are in-
terested in how different school expenditure categories affect student performance. If the sample size is too small 
to answer the question reliably, we can simply sum (make an index) of the expenditure categories and ask a 
simpler question of how school expenditures generally affect student performance without differentiating between 
the categories. If simplifying the question is not appropriate, large models can be estimated in steps, regression-
type models can be estimated with shrinkage estimators, or Bayesian priors can be applied. For an overview of 
these techniques, see (Schoot & Miočević, 2020). If neither of these approaches is applicable and including a 
control is empirically impossible, the omitted control and the reasons of omission should be documented and the 
effect of the omission should be assessed with a sensitivity analysis (Hünermund et al., 2022). 
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A final argument for being cautious about control variables relates to endogenous or 

bad controls. Bad controls (or confounders), contrary to good controls (or deconfounders), are 

control variables that bring estimates further away from their true population value (thus in-

crease bias) when included (Cinelli et al., 2022). A control variable is endogenous or bad if it 

depends on an independent variable of interest, the dependent variable, or shares an unobserved 

cause with the dependent variable (Antonakis et al., 2010; Cinelli et al., 2022). Becker and 

colleagues refer to this as the uncertain association between control variables and the other 

variables in a model (Becker et al., 2016, p. 159). Although not explicitly discussing endoge-

nous or bad controls, they mention controls could lead to spurious associations. Indeed, as 

discussed by Spector and Brannick (2011), adding an endogenous control into the model would 

bias estimates and hence such variables should not be used.  

We give examples of bad controls to illustrate the point. For instance, if we want to 

study the overall effect of firm environmental performance on media exposure5, we probably 

should not control for profitability, as more profitable firms have more funds available to im-

prove their environmental credentials (Adams & Hardwick, 1998; Waddock & Graves, 1997), 

and vice-versa environmental performance can boost profitability (Russo & Fouts, 1997), 

while at the same time environmental performance (Aerts & Cormier, 2009) and profitability 

(Dai et al., 2015) both affect media exposure. Profitability would in this case represent an en-

dogenous control. Another typical example of a bad control is controlling for a mediator (Hü-

nermund et al., 2022; Wysocki et al., 2022). Also, if we want to study the overall effect of 

product innovation on profitability, we probably should not control for sales because increasing 

sales is one of the main mechanisms through which new products can affect profitability. Sim-

ilarly, if we want to study the overall effects of leader characteristics on employee retention, 

 

5 As there is most likely a reverse causality between media exposure and environmental performance, a panel-
data approach would be desirable. 
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we probably should not control for employee’s job satisfaction because this too is a likely 

mechanism. In these two cases, we would be asking how much product innovation affects prof-

itability if it did not affect sales and how much leader characteristics affect retention if they did 

not affect satisfaction. Both questions would be illogical (see also Wooldridge, 2013, pp. 205–

206). However, if we want to study a specific causal mechanism instead of overall causal ef-

fects, we need to control for mediators to rule out potential alternative mechanisms. 

Specific Recommendations to Leave Out Control Variables 

Beyond the general recommendations to exercise caution when including controls, the 

frugal perspective also provides three specific recommendations: avoiding impotent controls, 

avoiding proxies, and running results with and without control variables, which we discuss 

next. 

A control is said to be “impotent” when it has “little or no relationship with the [de-

pendent variable] (e.g., |r|<.10)” (Becker et al., 2016, p. 160) and the specific recommendation 

is that such controls should be dropped. This recommendation is problematic because the cor-

relation between two variables is a sum of a possible causal relationship and any spurious in-

fluences (Cohen et al., 2003, Chapter 12). That is, in a model with two predictors, the correla-

tion between control C and dependent variable Y depends on the correlation between the control 

C and interesting variable X as well as their standardized regression coefficients ! (e.g., Cinelli 

et al., 2022, eq. A.3): 

"#$$!,# = !! + !$"#$$!,$ . 

As shown in Table 1 below, an impotent control ("#$$!,# = 	0) can thus only occur in three 

scenarios: 1) If C is uncorrelated with X and has no effect on Y, 2) neither X or C have an effect 

on Y, or 3) C is correlated with X and the product of the estimated effect of X and this correla-

tion is equal in magnitude to the estimated effect of C but in opposite directions so that they 

offset each other. Thus, it is entirely possible that even if a control variable is not correlated 
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with the dependent variable, the variables are causally related, and the control needs to be con-

trolled for. 

Table 1 

Comparison of Four Scenarios that Produce Impotent or Irrelevant Controls  

Scenario Nature of control 
variable 

Effects of dropping 
control 

1: Uncorrelated control: 
corrC,X = 0, 
corrC,Y = 0, 
βC = 0 

Irrelevant  
Impotent 

No effects on bias or 
efficiency. 

2: No effects: 
corrC,Y = 0, 
βC = 0, βX = 0. 

Irrelevant  
Impotent 

No effects on bias. 
Efficiency can in-

crease. 
3: Offsetting effects: 
corrC,X ≠ 0, 
corrC,Y = 0, 
βC ≠ 0, βX ≠ 0. 

Not irrelevant 
Impotent 

Bias increases. Effi-
ciency can increase 

or decrease. 

4: Irrelevant control: 
corrC,X ≠ 0, 
corrC,Y ≠ 0, 
βC = 0 

Irrelevant 
Not impotent 

No effects on bias. 
Efficiency increases. 

Note. Bivariate regression where Y is the dependent variable, X is a variable of interest and C 

is a control variable. 

The effects of dropping impotent controls differ from dropping irrelevant controls. As 

explained in the section on the prolific perspective, the omission or inclusion of irrelevant var-

iables does not affect bias of regression estimates, but it may affect their efficiency. In Scenario 

1 in Table 1  above, there is no effect on efficiency, as neither the variance of error term nor 

the correlation between the independent variables is affected and these are the only mechanism 

through which efficiency can be affected (Wooldridge, 2013, theorem 3.2). In Scenario 2, ef-

ficiency will increase if X and C are correlated, but it is of little use because there is no effect 

to be detected. In Scenario 3, sometimes called classical suppression effect (Friedman & Wall, 

2005; Lewis & Escobar, 1986; Smith et al., 1992), the causal effect of X and the spurious 
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correlation due to C offset each other. Because C influences Y, its omission would lead to 

omitted variable bias. Scenario 4 is a typical example of irrelevant controls where excluding 

the control can be useful to increase precision and statistical power (e.g., Wooldridge, 2013, p. 

88). Yet, in this case the control is not impotent and would be kept in the model if the impotent 

control rule was followed. To summarize, Table 1 shows that the “dropping impotent control” 

rule is either useless (Scenarios 1 and 2) or harmful (Scenario 3) and further would not lead to 

dropping controls when it provides a benefit (Scenario 4).  

We use an example of employee tardiness, conscientiousness, and distance to work 

(Becker et al., 2016, p. 160), to show that omitting an impotent control variable can bias re-

gression estimates. Consider the following setup where the units are standard deviations: 

a) One unit increase in home’s distance from work increases tardiness by one unit. 

b) More conscientious workers tend to live further from work so that conscientiousness 

and distance from work correlate at 0.5. 

c) A one-unit increase in conscientiousness decreases tardiness by two units. 

Consider that we are interested in whether employee conscientiousness affects tardiness and 

use distance to work as a control. In this scenario, distance from work is an impotent control 

because the effect of distance on tardiness (+1) is completely canceled out by the effect of more 

conscientious workers living further from work (-2 × 0.5 = -1). However, because distance to 

work has an effect, omitting it from the analysis would lead us to incorrectly conclude that the 

effect of one additional unit of consciousness decreases tardiness by one and a half units instead 

of two units. As this example shows, the relevant criterion is not whether a control correlates 

with the dependent variable, but whether it has a causal effect. 

The second specific recommendation is that proxies should be avoided (Becker et al., 

2016; Spector & Brannick, 2011). A proxy variable approximates a variable that researchers 

would like to control for, but cannot observe directly (Greene, 2012, sec. 8.5.3). For example 
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patent data, product launches as well surveys among managers have all been used as proxies 

for innovativeness (Jensen & Webster, 2009), or sales, assets, or market value as proxies for 

firm size (Al-Khazali & Zoubi, 2005). Some examples from textbooks include years of school-

ing as a proxy for education or IQ as a proxy for ability or intelligence (Greene, 2012, pp. 221, 

242; Wooldridge, 2010, p. 68). 

The idea that proxies can be problematic was introduced to the control variable litera-

ture by Breaugh (2008), who explained that “The problem with controlling for proxy variables 

is that a researcher almost never knows the strength of the relationship between a proxy variable 

and the underlying causal variable. Thus, the researcher cannot determine to what extent he or 

she has controlled for the nuisance variable of interest.” (p. 291) Becker and colleagues (2016) 

further point out that using proxies can lead to problems also “because the proxy might relate 

to other variables in a way that the CV of interest does not” and thus “controlling for the proxy 

may control for a host of unintended variables that have substantive effects that the researcher 

does not wish to remove” (p.161). 

We use an example from Greene (2012, p. 243) to discuss proxies. Consider estimating 

the effects of education on earnings but instead of education, we measure years of schooling: 

+,-$.	#/	."ℎ##1234 = ,56"-72#3 + 6 

where 6 is random error. The original concern by Breaugh (2008) was that the association be-

tween the construct and the proxy might be weak (i.e., u has large variance). The further con-

cern by Becker and colleagues (2016) is that 6 might be related to the other variables in the 

model in unintended ways. If 6 is uncorrelated with ,56"-72#3 and other variables in the 

model, increasing variance of u means that the proxy eliminates decreasing parts of the variance 

of the construct it approximates (Wooldridge, 2013, pp. 320–323). Nevertheless, Aigner (1974) 

shows that using a proxy is still desirable because the bias caused by measurement error is 

smaller than the omitted variable problem. However, if 6	is correlated with other variables in 
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the model, the ignorability or redundancy assumption of proxy variables is violated 

(Wooldridge, 2010, pp. 67–68) producing an imperfect proxy. While imperfect proxies can 

reduce bias, they do not always do so (Wooldridge, 2010, pp. 69, 72) as Becker and colleagues 

(2016) note. 

There are cases where most of the control variables in a model might be proxies. For 

example in the main analysis of Mändli et al. (2023), close consideration yields that essentially 

all control variables in the model are proxies: The MSCI ESG Environmental pillar score serves 

as a proxy for environmental policy, assets is used as proxy for firm size, net sales for size in 

the product market and performance, cashflow for availability of funds, ROA for profitability, 

and the ratio of total amount of debt and total amount of assets for leverage. While it would be 

desirable to use more precise measures for environmental policy for example, commonly used 

ESG ratings are all plagued by similar constraints (Berg et al., 2022; Semenova & Hassel, 

2015) and most likely do not capture environmental performance perfectly. This on the other 

hand, does not mean that they should not be used as control variables. ESG performance would 

present an omitted variable in many models investigating ESG topics, thus these imperfect 

proxies should be used rather than omitted. As the above mentioned control variables have 

been identified using prior theory, it is highly likely that most control variables used in Mändli 

et al. (2023) would be omitted variables if dropped. It is also quite likely that even if they are 

imperfect proxies, controlling for them reduces overall bias. 

The third recommendation is that regressions should be reported with and without con-

trol variables to assess the robustness of results and the impact of control variables on the re-

sults (e.g., Becker et al., 2016; Bernerth et al., 2018; Carlson & Wu, 2012), and if results are 

the same, report ones without control variables (Becker, 2005). While this practice might be 

useful in some cases, the causal effect of variables is not assessed properly in other instances 

if control variables are not included (Sturman et al., 2022). If a researcher trusts a control 
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variable should be in the model, it does not make sense to report results without it because this 

increases the risk of omitted variable bias. 

In short, the frugal perspective claims that control variables partial out variance, poten-

tially change the interpretation of the variables, reduce available degrees of freedom, and there 

is a risk of including endogenous or bad controls leading to spurious associations. Because 

researchers can rarely be certain that a control would not cause any problems, they should 

follow the guideline “When in doubt, leave them out!” (Becker et al., 2016, p. 158). This is 

complemented by the specific recommendations for not using control variables that are either 

“impotent” or that are proxies and reporting results with and without control variables.  

The Impact of the Frugal and Prolific Perspectives on the Empirical Literature 

To understand the impact that the two perspectives have had on the management liter-

ature, we did two systematic reviews. The first review is a citation analysis that investigates 

the popularity of the frugal perspective over time. Doing the same for the prolific perspective 

was not possible because this perspective has no central source(s)6. Instead, we use a second 

systematic review to compare the relative impact of both perspectives in management research. 

Literature Analysis 1: The Frugal Perspective Over Time 

The origin of the frugal perspective is Becker’s (2005) work, and we therefore started 

by reviewing all articles that cite this article or any of the other guidelines extending this work 

(Aguinis & Vandenberg, 2014; Becker, 2005; Becker et al., 2016; Bernerth et al., 2018; Carlson 

& Wu, 2012; O’Neill et al., 2014; Schjoedt & Bird, 2014). Using ISI Web of Science, we found 

1,589 articles between 2006 and 2021 where at least one of these seven sources was cited. 

 

6 We cite Antonakis et al. (2010) as an article advocating the prolific perspective, but it is more often cited for 
other reasons. To show this, we took a random sample of 20 from the total of 912 articles that contained the term 
“control variable(s)” and cited Antonakis et al. (2010) within the 2010-2021 period. None of these referred to the 
control variable recommendations the paper makes. Moreover, if cited correctly, one would not cite Antonakis et 
al. (2010) but instead the econometrics textbooks that the Antonakis paper cites as a source of the prolific per-
spective.   
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Figure 2 presents these articles over time showing the frugal perspective has gained significant 

traction.  

Figure 2 

Annual Number of Citations to Frugal Perspective Articles. Data from ISI Web of Science, 

2006-2021. 

  

 

To better understand how the frugal perspective affects research, the articles were coded 

in more detail by the first author. The second author coded a random sample of 30 articles 

(Krippendorff’s 8 = 0.78). Table 2 below presents an overview of this analysis. 64.1% (898) 

of these articles were either applying the frugal perspective’s recommendations or supporting 

their use, while 35.9% (503) were not applying the frugal perspective but cited the guideline-

articles for their recommendations on control variable selection and reporting practices. Merely 

one applied paper (Sudzina, 2018, p. 68) was critical of the recommendations and did not fol-

low them. To conclude, the impact of the frugal perspective and its associated recommenda-

tions is substantial.
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Table 2 

Number of Papers Citing Methodological Papers of the Frugal Perspective. 

Reference 
category 

N 
(%) Example excerpts 

1) Dropping con-
trol variables due to 
insignificant corre-
lation or effect. 

526 
(37.5) 

"To prevent reduction in statistical power, employee age, tenure, and support for innovation climate were not 
included in the final data analysis because they were not significantly related to domain-relevant skills and 
creativity (Becker, 2005)." (Liu et al., 2017, p. 1177). 
"We also inspected zero-order correlations to identify so-called impotent control variables; that is, variables that 
share variance with the predictor but not the criterion. We did so because inclusion of such impotent control 
variables can lead to an unnecessary reduction in statistical power (Becker, 2005; Carlson & Wu, 2011), as well 
as to an increase in Type I errors (Becker, 2005; Spector & Brannick, 2011)." (Venus et al., 2019, p. 673). 

2) Reporting re-
sults without con-
trol variables. 

308 
(22.9) 

"We therefore retained perceived interteam interdependence in hypotheses testing and excluded the other, non-
significant covariates to avoid biased parameter estimates (Becker, 2005). Notably, results remained virtually 
unchanged when also excluding perceived inter-team interdependence or incorporating." (de Vries et al., 2014, 
p. 1344). 
"Importantly, the addition of these control variables did not qualitatively affect the results of our study—these 
variables did not exhibit a significant effect on whistleblowing behavior or impact the significance of the positive 
relationship between ostracism and whistleblowing. As such, and based on prior recommendations (e.g., Carlson 
and Wu 2012), we did not include these in our formal hypothesis test." (Spoelma et al., 2020, p. 349). 

3) Following the 
advice to use few 
control variables. 

12 
(0.9) 

"As recommended by Carlson and Wu (2012), we investigated our hypotheses while taking a conservative stance 
on control variables." (Clark & Walsh, 2016, p. 190). 
"We were selective about which controls to use as research suggests that the inclusion of excessive controls not 
only reduces statistical power but may also yield biased estimates (Becker 2005)." (Sahai & Frese, 2019, p. 
933). 

4) Following other 
recommendations 
provided in the 

479 
(34.2) 

"To control for plausible alternative explanations, we controlled for several variables that are theoretically linked 
to the relationships of interest (Carlson & Wu, 2012; Spector & Brannick, 2011)." (Matta et al., 2015, p. 1693). 
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Reference 
category 

N 
(%) Example excerpts 

frugal perspective. "Finally, to reduce concerns that spurious suppression could affect our results, given the number of control 
variables that we included in our analyses (Becker, 2005), we reran the analyses taking out one control variable 
at a time to examine the effects on the significance levels of the interactions." (McClean et al., 2013, p. 540). 

5) Critical, not ap-
plying the frugal 
recommendations. 

1 
(0.1) 

"The only significant independent variable influencing intention to use deal sites is performance expectancy. 
Carlson and Wu (2012) suggest to exclude independent variables that are not significant. But removing the least 
significant independent variables one by one (like stepwise regression with backward elimination) may lead to 
increased significance of remaining variables [...]." (Sudzina, 2018, p. 68). 

6) Theoretical, sup-
porting a frugal 
perspective on con-
trol variable use. 

52 
(3.7) 

"[...] if control variables are included [...] they may hamper the study by unnecessarily soaking up degrees of 
freedom or bias the findings related to the hypothesized variables (increasing either type I or type II error) 
(Becker, 2005). Thus, researchers should think carefully about the controls they include—being sure to include 
proper controls but excluding superfluous ones." (Bono & McNamara, 2011, p. 659). 
"Note that one of the main sources for understanding best practices for control variable use and reporting has 
been Becker’s (2005) article, primarily because it offers such detailed prescriptions for researchers." (Atinc et 
al., 2012, p. 70). 

7) Theoretical, dis-
cussing the merits 
and drawbacks of 
the frugal perspec-
tive. 

23 
(1.6) 

"In addition, identification, inclusion, and justification of control variables are critical for research using sec-
ondary data (Becker, 2005). Control variables may play important roles to rule out alternative explanations. 
Researchers also need to explain how they impact the relationship and why they should be included in the model 
(Carlson & Wu, 2011)." (Gnyawali & Song, 2016, p. 19). 
"Although gender, social class, income, and occupation have been well researched by social scientists, they have 
often been relegated to the status of control variables in the organizational sciences, to questionable advantage 
(Becker et al. 2016)." (Johns, 2018, p. 35). 

Total 1401 

Note. Excludes 188 articles that cited the frugal perspective in a context that was not related to control variable inclusion, had a citation error, or 

whose full text was not accessible to us.
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Literature Analysis 2: Impact of Both Perspectives in Management Research 

To compare the impact of both perspectives, we selected the seven journals with the 

most applications of the frugal perspective in the previous analysis: Academy of Management 

Journal, Frontiers in Psychology, Journal of Applied Psychology, Journal of Management, 

Journal of Organizational Behavior, Leadership Quarterly and Personnel Psychology. We fur-

ther included Strategic Management Journal to get a better balance of micro- and macro-per-

spectives. We searched for the term “control variable" within the 2019-2021 period in these 

eight journals, producing a list of 1,157 articles. The first author read and coded the articles 

according to which perspective they applied. For example, an article was coded as applying the 

frugal perspective if it a) employed control variables, b) applied at least one of the recommen-

dations the frugal perspective makes, and c) cited at least one of the methods papers we iden-

tified as belonging to the frugal perspective. The second author coded a subset of 30 articles 

(Krippendorff’s 8 = 0.81).  

The coding results in Table 3 clearly show that if researchers justify their inclusion or 

exclusion of control variables using either perspective, the frugal perspective is more common 

by a wide margin. There is also a clear tendency that the frugal perspective is more common 

in micro-oriented journals (e.g., Journal of Applied Psychology) than in more macro-oriented 

journals (e.g., Strategic Management Journal). On the other hand, the few papers using the 

prolific perspective are exclusive to two journals that publish both micro and macro research 

(Journal of Management and Leadership Quarterly). 

The frugal perspective has become the norm in methodological guidelines in manage-

ment and particularly organizational behavior (Aguinis & Vandenberg, 2014; Becker et al., 

2016; Carlson & Wu, 2012; O’Neill et al., 2014; Schjoedt & Bird, 2014) and the review results 

show it is increasingly followed in research practice. Yet, as explained earlier, in contrast to 

the prolific perspective, that builds on mathematical proofs presented in econometrics 



 

 83 

textbooks, the methodological justification of the frugal perspective largely relies on intuitive 

arguments rather than proofs.  

Table 3 

The Number of Articles Employing the Frugal / Prolific Perspective in Control Variables Use. 

Coding 
category 

N 
(%) Example excerpts A

M
J 

FP
 

JA
P 

JO
M

 

JO
B 

LQ
 

PP
 

SM
J 

1) Apply-
ing the fru-
gal per-
spective 

73 
(6.3) 

"We checked whether we 
needed to control for these 
variables to take these possi-
ble relationships into account 
and avoid related potential 
bias in our results but re-
tained  them only if they had 
an impact to conserve statis-
tical power (e.g., Becker, 
2005)." (Den Hartog et al., 
2020, p. 273). 

4 15 22 7 17 1 6 1 

2) Apply-
ing the pro-
lific per-
spective 

5 
(0.4) 

"A wide range of control var-
iables was included in the 
analysis to improve the con-
sistency of estimates (Anto-
nakis et al., 2010)." (Bor, 
2020, p. 5). 

0 0 0 1 0 3 0 1 

3) Not ap-
plying a 
specific 
perspective 

1029 
(88.9) 

"In an effort to select the 
most relevant control varia-
bles, we consulted the litera-
ture to identify which factors 
affect the likelihood that ac-
tivist hedge funds will target 
a firm."(DesJardine et al., 
2021, p. 859).  

113 387 163 146 76 48 46 50 

4) Not us-
ing control 
variables 

50 
(4.3) 

Several uses of the term 
"control variable" in the ta-
bles, but no empirical study 
(Calderwood & Mitropoulos, 
2021, pp. 165–172). 

2 19 2 10 4 12 1 0 

Total 1157 
 

119 421 187 164 97 64 53 52 

Note. AMJ = Academy of Management Journal, FP = Frontiers in Psychology, JAP = Journal 

of Applied Psychology, JOM = Journal of Management, JOB = Journal of Organizational Be-

havior, LQ = Leadership Quarterly, PP = Personnel Psychology, SMJ = Strategic Management 

Journal. 
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Monte Carlo Simulations 

We present three Monte Carlo simulations. The first two test recommendations from 

the frugal perspective and contrast them with the prolific perspective on control variable inclu-

sion: Dropping control variables that are not correlated with the dependent variable (“impotent 

control”, Simulation 1) and using proxied control variable in regressions (“proxy variable”, 

Simulation 2). The third simulation shows the effects of inclusion of an endogenous control 

variable (“bad controls”, Simulation 3). The simulations are designed to illustrate points made 

in the literature and the R and Stata code that we have uploaded to OSF7 can be used for teach-

ing and replication. The population models for each of the three simulations are shown in Fig-

ure 3 below. 

We implemented the prolific strategy by always including the control variable(s) in all 

three simulations. In Simulations 1 and 3, we implemented the frugal perspective by including 

the control variable(s) only if it is (they are) significantly correlated with the dependent variable 

in a replication. In Simulation 2, we never included the proxied control variable in a frugal 

perspective regression. For simplicity, the coefficient b1 (the effect of the focal variable X on 

Y) was set equal to 1 and all explanatory variables had variances of 1. Sample size was set to 

250 in all three simulations, as we found that results were virtually identical across different 

sample sizes in a separate analysis. Other simulation specific design factors are reported below. 

We conducted 10,000 replications for each combination of factors. 

Simulation 1 tested the impotent control rule. The experimental conditions were the 

number of controls (1 to 4) and the correlation between explanatory variables (corrX,C) that 

varied from 0 to 0.8 in increments of 0.1. The first control C1 was uncorrelated with the de-

pendent variable Y to produce an impotent control.  

 

7 https://osf.io/wd3x7/?view_only=647b49a7557f4958a888755543bfae44 
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Figure 3 

Depiction of the Population Models and Coefficients of the Monte Carlo Simulations. All Mod-

els are Linear and the Exogenous Variables are Standardized in the Population. 

 

  

 

Note. X = independent variable, Y = dependent variable, Ci = control variable(s) used in 

regressions, C* = control of interest that is not measured directly but proxied, ei = error term, 

corrk,j = bivariate correlation, bi = causal effect. 

 

In the case where there is only one control variable, we did this by setting the effect 

(b2) of the control variable Ci on the dependent variable Y to be the negative product of its 

correlation with X (corrX,C) and b1. In the other cases we used the corresponding matrix equation 

that also took the other controls into account. The error variance was scaled to produce an R2 

= 0.30, representing a substantial effect, yet one that might still be found in some organizational 

research. 
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b1, and this bias increases with the increasing correlation between the control variables Ci and 

the independent variable X as well as the number of control variables. In contrast, when the 

prolific perspective is used, the estimate of b1 remains unbiased across all levels of correlation 

between Ci and X, independently of how many controls are simulated.  The only case where 

dropping control variables does not produce bias is when the controls are uncorrelated with the 

focal predictor, which would be a case of irrelevant controls. 

Figure 4 

Results From Simulation 1: Amount of Bias in Estimates of b1 When Applying the “Avoid Im-

potent Controls Rule”, With Varying Correlation Between the Independent Variable X and a 

Varying Amount of Controls C.  

 

Note. Sample size = 250, SD of error in Y = 1. 
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In Simulation 2 we tested the avoid proxies rule. The design was identical to the single-

control case in Simulation 1, except that the control variable C* is proxied by C, which is 

measured with error. We varied the error variance in the proxy variable C (ec) from 0 to 2 in 

increments of 0.5 and the correlation between the error terms of the proxy variable C and the 

dependent variable Y (correc,ey) from -.4 to .4 in increments of .2. This second experimental 

factor was added to model the effect of various degrees of endogeneity in the measurement 

error (i.e. correc,ey ≠ 0). For simplicity, the correlation of the control variable C* with the inde-

pendent variable X (corrX,C*) is set to 0.5.  

Figure 5 

Results From Simulation 2: Amount of Bias in Estimates of b1 When Following the “Avoid 

Proxies” Rule, with Varying Error Variance of the Proxy and the Amount of Endogeneity.  

Note. Sample size = 250, SD of error in Y = 1, correlation X and C* = 0.
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The results from this simulation shown in Figure 5 above support the statement that 

random measurement error (correc,ey = 0, no systematic error) in the predictor variables causes 

bias in regression estimates (Wooldridge, 2013, pp. 320–324), but this bias is always less than 

the bias from omitting the control variable. Further, in most cases of systematic error we tested, 

including the proxy in the model biases estimates less than dropping it.  

Figure 6 

Results From Simulation 3: Amount of Bias in Estimates of b1 Following the Frugal or the 

Prolific Perspective, Varying b2, the Effect of Y on C Which is the Amount of Endogeneity in C. 

Note. Results for both approaches are almost identical, which is why the lines overlap. Sample 

size = 250, SD of error in Y = 1. 

 

 

-0.5

-0.4

-0.3

-0.2

-0.1

0.0

0.0 0.5 1.0
Effect of y on c (β2)

B
ia

s 
(a

ve
ra

ge
 d

iff
er

en
ce

 to
 p

op
ul

at
io

n 
va

lu
e 
β1

 =
 1

)

Approach to
control variables

Frugal

Prolific



 

 89 

In Simulation 3, the control variable C is not a real control but an outcome of the de-

pendent variable Y, thus making it endogenous. We vary the degree of endogeneity by varying 

the effect of Y on C (b2) from 0 to 1 in increments of 0.1. Results in Figure 6 above demonstrate 

that the estimate of b1 is biased regardless of which perspective is applied and this bias depends 

on the magnitude of the causal effect of Y on C (b2). The simulations show that endogeneity 

(bad controls) is a serious concern, yet the specific recommendations that the two perspectives 

provide do not help in detecting endogenous controls. 

 

Discussion 

Control variables have been discussed actively within management journals in recent 

years. While it is largely agreed that control variable reporting could be improved and that 

controls should be chosen based on relevant theory, there is some disagreement on whether 

many or few controls should be included. Specifically, we have the frugal perspective advo-

cating the sparse use of controls and the prolific perspective advocating for a more generous 

use of control variables. We analyzed these two perspectives by comparing their recommenda-

tions against the more technical literature on regression analysis and econometrics, by conduct-

ing two reviews of their use in management research, and by running three simulations that 

demonstrate the effectiveness (or lack thereof) of specific empirical rules that have been pro-

posed. Table 4 summarizes the central idea of both perspectives and their specific recommen-

dations discussed in this paper. The table also presents an integrated perspective that we pro-

pose in this section. 
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Table 4 

Summary and Comparison of Both Perspectives and Proposition of Integrated Perspective. 

 
Frugal perspective Prolific perspective Integrated perspective 

Core idea The use of control var-
iables in management 
research is suboptimal. 
Researchers often in-
clude controls that are 
largely uncorrelated 
with the other study 
variables or controls 
that are potentially 
bad. Therefore, if a re-
searcher is not sure 
about whether to con-
trol for a variable or 
not, it is better to leave 
it out. 
 

Work on econometrics 
shows that inclusion of ir-
relevant variables does lit-
tle harm. Because omitted 
variable bias is a severe 
concern, researchers 
should rather control for 
variables that they are not 
sure about. However, this 
applies only to controls that 
are exogenous. 

Identify potentially rele-
vant controls systemati-
cally and determine 
their relationships with 
other variables. Pay at-
tention to what is the 
sources of variance in 
the potential controls. 
Leave out bad controls 
and include the rest. 

Specific 
Recom-
menda-
tions 

Omit impotent control 
variables (|rcy| < .1). 
Avoid proxies. 
Beware of bad con-
trols. 
Run models with and 
without controls. 
Control variable justi-
fication based on the-
ory. 
 
 

Include many controls to 
prevent omitted variable 
bias and because inclusion 
of irrelevant controls has 
little negative conse-
quences. 
Proxies should be used be-
cause an unreliable proxy 
is better than none. 
Overcontrolling by includ-
ing endogenous controls 
should be avoided. 
Control variable justifica-
tion based on theory. 
 

Consider many potential 
controls based on prior 
theory and research. 
Consider what is the 
source of variation in 
each potential control. 
Rule out bad controls 
preferably with a causal 
graph. 
Document both in-
cluded and excluded 
controls as an online 
supplement. 
Empirical rules for con-
trol variable selection 
should not be used. 

 

We hope that our manuscript encourages more rigorous control variable selection in 

three different ways. First, in our review we found that while the articles advocating the frugal 

perspective strongly argue that control variables should be chosen based on theory, it is the 

empirical rules from the frugal perspective that were applied in research practice. In our study, 

we used simulations to demonstrate that while these rules (“beware of impotent controls”, 
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“avoid proxies”) sound reasonable, they are at best useless and can often lead to incorrect re-

sults. While our analysis focused on regression, which is perhaps the most common analysis 

tool in organizational research, these same principles have been also derived in the context of 

structural causal models (e.g., Morgan & Winship, 2007; Pearl, 2012). For example, the result 

that controlling for a proxy generally reduces bias has been proven in the context of structural 

causal models as well (Ogburn & Vanderweele, 2013). Because these models make no assump-

tions about functional forms, these principles apply to also non-linear models (e.g., Poisson 

regression). More generally, they apply to any conditioning strategy, including for instance 

various matching techniques. 

On a more general level, one can wonder why the empirical rules have been introduced 

in the first place. Both perspectives agree that control variables should be chosen based on 

theory, which is perhaps best exemplified by Breaugh (2008), who states that “If theory sug-

gests a variable should be controlled, it should be controlled” (p. 219). There is also a general 

agreement that the key limitation of the statistical control strategy is that it is impossible to 

control for every possible variable, but researchers should focus on the theoretically relevant 

ones (Antonakis et al., 2010, p. 1099; Cohen et al., 2003, sec. 12.1.4; Morgan & Winship, 2007, 

p. 5.4.2). But if controls should be determined based on theory, then empirical rules such as 

“avoid impotent controls” should play no role in control variable selection. Unfortunately, 

while the recent literature emphasizes the role of theory, it has failed to explain how exactly 

researchers can use theory to guide control variable selection beyond providing general rec-

ommendation on looking at variables that are related to both the dependent variable and the 

independent variable(s) so that all relevant alternative explanations can be ruled out (Spector, 

2019). This might be one of the reasons why many management articles contain control varia-

bles that are just weakly correlated with the focal variables, creating an “illusion of statistical 

control” (Carlson & Wu, 2012). Our article clearly shows that the empirical rules should be 
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abandoned, and we hope that this would foster more thoughtful control variable selection. 

Second, general recommendations such as “when in doubt, leave them out” or “err on 

the side of caution by including more than fewer control variables” cast the control variable 

decisions as a many or few choice, which is not ideal. The problem with the frugal perspective 

recommendation is that it might lead researchers to pick a couple of obvious controls and then 

declare that as sufficient instead of going through more rigorous control variable selection pro-

cedures. Similarly, following the prolific perspective one might just conclude that “The greater 

the number of variables that are controlled […], the greater the likelihood that the relationship 

is not spurious.” (Singleton & Straits, 2018, p. 102) and mindlessly include a large number of 

controls, some of which are inevitably bad, leading to severe bias as the results from our Sim-

ulation 3 show. As Hünermund and coauthors (2022) put it, “the debate on whether to include 

fewer or more variables is not a productive one.” (p. 5).  

Third, there is a better way of choosing control variables. The literature on economet-

rics (e.g., Greene, 2012; Wooldridge, 2010, 2013) and structural causal models (e.g., Cinelli et 

al., 2022; Huntington-Klein, 2022) tells us 1) it is important to include all relevant controls, 2) 

that bad or endogenous controls should not be included, and 3) including other controls is gen-

erally safe, but can increase or decrease the precision of estimates. The key challenge is how 

specifically to identify the relevant controls to be included and the bad controls to be excluded 

and doing this solely based on theory. The recent literature on control variable selection using 

causal graphs in sociology and psychology (Cinelli et al., 2022; Wysocki et al., 2022) provides 

an answer for how theory-based selection of controls might work. Hünermund et al. (2022) 

explain one possible workflow and demonstrate it in the context of leadership studies. Control 

variables selection should start by identifying a long list of potential controls based on prior 

theory, prior empirical results, and authors’ intuition. The list of controls should then be nar-

rowed down by classifying them as relevant controls, bad controls, and unnecessary or 
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irrelevant controls by using causal graphs (Cinelli et al., 2022; Hünermund et al., 2022; 

Wysocki et al., 2022). It is also recommended that the control selection process should be doc-

umented (Hünermund et al., 2022). This is consistent with the frugal perspective’s call for more 

transparency on how and why control variables were selected as well as reporting control var-

iable statistics and effects (e.g., Becker et al., 2016; Bernerth et al., 2018). While the full ex-

planation of the causal graph is technical and beyond the scope of this work, we offer a simpli-

fied workflow that should be considered in Table 5 below. 

Table 5 

Simplified Workflow for Control Variable Selection. 

Step 1 Start with a long list of control variable candidates based on prior theory, controls 
used in prior similar studies, and your own intuition. 

Step 2 Consider the potential endogeneity of each control variable candidate by asking 
what is the source of variance in that variable (Guide & Ketokivi, 2015). Two 
common cases of endogenous controls are controlling for a mediator and con-
trolling for a variable that depends on the dependent variable (as in our Simula-
tion 3) (Cinelli et al., 2022). 

Step 3 Leave out the endogenous controls and include the rest. Eliminating irrelevant 
controls or otherwise optimizing the control variable set (e.g., by identifying min-
imal adjustment sets Knüppel & Stang, 2010) can be done, but is beyond the 
scope of this guideline. However, variables with no relationship with the study 
variables can be exclude for parsimony (Scenario 1: Uncorrelated control in Ta-
ble 1). 

Step 4 Document the list of variables from Step 1 and how they were classified (in-
cluded, omitted as bad, omitted as uncorrelated) and include it as an appendix or 
online supplement to an article. 

 

The number of controls that comes out of this kind of rigorous process is the right number for 

a study — regardless of whether many or few. If a researcher is still not sure about which 

controls should be included there is a large literature on model uncertainty that can be consulted 

(Huntington-Klein, 2022, sec. 22.2). 
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Automated Sentiment Analysis vs. Manual Coding: 

Examining the Tone of News on Companies’ Environmental Issues. 

Fabian Mändli, HEC Lausanne 

Abstract 

Automated approaches for sentiment analysis are gaining increasing popularity in management 

research, as they allow to save time and resources. While some have praised these techniques 

as reaching human level accuracy, they have also been criticized for their poor performance 

and lack of agreement between each other. In this paper, I examine the performance of 

dictionary and supervised machine learning approaches for sentiment analysis used most 

frequently in management research by applying them to a large hand-coded quality dataset of 

news articles on companies’ environmental issues. I find that dictionary approaches yield very 

different results than the hand-coding baseline, mostly because they are unable to account for 

the complexity of news articles. Although machine learning approaches performed better than 

dictionary approaches at the task, their results still differ substantially from hand-coding. I also 

show that novel approaches using large language models are able to outperform both types of 

approaches at the task. I discuss that although there are research settings where commonly used 

automated sentiment analysis might provide satisfactory results, these results might in many 

cases not be of sufficient quality. I recommend researchers to include state of the art machine 

learning models in the stage of model decision instead of turning to commonly used approaches. 

I conclude that manual coding of a subset of the data remains vital for training and validation 

of all types of automated approaches. 

 

Keywords: sentiment analysis, dictionary, machine learning  
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Introduction 

Qualitative and quantitative research in management is increasingly employing 

automated procedures to analyze text. This is driven by two forces: First, there has been 

growing availability of digitized information on companies from various sources such as 

websites and databases, driven by global digitalization of society and business (Ritter & 

Pedersen, 2020). Analyzing these large amounts of information is laborious if done manually. 

At the same time, new information on investigated topics emerges, often at an increasing rate 

(Zwitter, 2014), potentially resulting in a Sisyphus-type of task. Second, the development of 

automated tools for computer-aided text analysis permits to treat large amounts of information 

efficiently and at low cost, and allows to potentially replicate studies (Duriau et al., 2007). 

Consequently, automated text analysis approaches have found their way from information 

science to disciplines such as political science, communication studies and management science 

(Piryani et al., 2017). 

Sentiment analysis is one typical task executed with automated approaches1. Sentiment 

itself is defined as “[…] emotional dispositions formed toward an object [… that] are enduring.” 

(Munezero et al., 2014, p. 7).  For example, sentiment can be the tone of coverage that “refers 

to the level of support for an organization expressed in a news article” (Carroll & Deephouse, 

2014, p. 84). Building on this, sentiment analysis is described as “[…] a task of natural language 

processing that aims to extract sentiments and opinions from texts” (Birjali et al., 2021, p. 1). 

Sentiment analysis can be applied to written texts of various nature, for example social media 

posts (Drus & Khalid, 2019), product reviews (Micu et al., 2017), or news articles (Young & 

Soroka, 2012), to determine the sentiment in a given piece of text. In the context of management 

and information systems research, sentiment analysis can be broadly applied in two ways: First, 

to understand how different groups of stakeholders evaluate industries or companies and/or 

 
1 Sentiment analysis is sometimes referred to as opinion mining. For simplicity, in the remainder of the paper I 
use the term sentiment analysis.  
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their management figures, strategies or products and services. For example, sentiment analysis 

can be used to proxy organizational legitimacy by assessing social media content (Etter et al., 

2018), to grasp consumer sentiment by examining online forums, product reviews and social 

media content (Rambocas & Pacheco, 2018), to understand short-term stock market movements 

by analysing Twitter2 discussions (Rao & Srivastava, 2012), or to assess CEO communication 

styles by examining interviews (Choudhury et al., 2019). Sentiment analysis has also been used 

to determine media sentiment on companies related to specific topics such as for example 

environmental issues (Bettinazzi et al., 2023). Second, sentiment analysis can also be employed 

within companies, such as to examine processes, projects, employees or teams (Gelbard et al., 

2018). It has been used for example to understand the relationship between supply chain 

performance and supply chain members’ opinions (Swain & Cao, 2019), to grasp challenges in 

project management (Guzman & Bruegge, 2013), to enhance the capability of employee 

appraisal systems  (Aqel & Vadera, 2010), or to determine employee satisfaction (Moniz & De 

Jong, 2014). 

In management studies, a particular application of sentiment analysis is the 

operationalization of social evaluation constructs, often times using news content. For example, 

to construct a measure of organizational celebrity, Hubbard et al. (2018) calculated positive and 

negative affect of news reporting using sentiment analysis. Similarly, stigma intensity has been 

measured using the amount of negative news articles relative to the total number of articles 

(Piazza & Perretti, 2015). Also, sentiment analysis of social media content (Etter et al., 2018) 

and/or media reports on organizations can be operationalized to proxy (media) reputation and/or 

legitimacy (Deephouse & Carter, 2005; Pfarrer et al., 2010; Wei et al., 2017). Even though 

these constructs are built using the same underlying data, news articles and/or social media 

 
2 Twitter has been recently renamed to “X”. As the social media platform is still commonly known as Twitter at 
the time of writing and the research I am referring to is referring to the platform as Twitter, I kept the old name 
for consistency. 



 106 

posts, they differ in terms of selection strategy for the news articles examined as well as how 

the proxy measures are calculated (Bitektine et al., 2020; Pollock et al., 2019). The 

commonality is that they require determining whether a piece of information is endorsing or 

praising, thus conveys positive sentiment, or critical and disapproving, thus conveying negative 

sentiment. This is where tools for automated sentiment analysis have been applied in recent 

years. 

Despite the increasing popularity, automated procedures to analyze sentiment and 

opinion received criticism to produce results that are limited in their reliability or sometimes 

even unsuitable (Barberá et al., 2021; Boukes et al., 2020). This mainly has to do with the 

complexity of language and the different meanings of words depending on the context, factors 

that are difficult to take into account using automated approaches. Indeed, “[…] sentiment 

categorizations [are] more difficult than topic classification.” (Pang et al., 2002, p. 83). These 

approaches are usually employed instead of manual coding, thus manual coding commonly 

represents the benchmark for comparison of performance (e.g., Boukes et al., 2020; van 

Atteveldt et al., 2021). While it appears reasonable to assume that trained human coders are 

superior at determining tonality of texts, as they are able to take into account more complexity 

than algorithms, there is evidence that human coding is subject to other limitations, such as 

fatigue, text features and individual coder characteristics (Weber et al., 2018). Given the rising 

popularity of automated approaches for sentiment analysis in management science, there is a 

necessity to take stock of these approaches and compare their performance. This paper 

examines the following research questions: How do automated approaches commonly used in 

management science perform compared to manual coding in a context of news articles where 

there is an object (company) as well as a subject (environmental issues)? How does finetuning 

of the approaches and the textual data affect performance of the approaches examined? Do 

potential differences in coding between the approaches manifest themselves in different 
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conclusions drawn from an analysis based on the coding data? Finally, can manual coding (still) 

be considered as the baseline given the recent advances of large language models? 

To answer these questions, I conducted a literature search in 12 leading management 

journals, to map the types of approaches that are used for automated sentiment analysis. In a 

second step, I analysed the popularity of the individual approaches for sentiment across research 

disciplines. Based on this analysis, I chose the most popular approaches and briefly introduce 

them. In a next step, I examined them on the manually pre-coded dataset of environmental 

company news from Mändli et al. (2023).  

 The reason why I chose manual coding as a benchmark is twofold: 1) Even if most of 

the automated approaches have been validated against manual coding for other kinds of data, 

predominantly shorter texts such as social media posts, it is imperative to evaluate them also in 

the context I examined. For example, an approach that performs well with Twitter posts could 

perform very differently with news articles. Being able to examine those approaches against a 

manually coded dataset of news articles thus presents a unique opportunity. 2) The manual 

coding of the tone of news articles in the dataset used was conducted meticulously, based on an 

extensive codebook and intensive training of the coders. Consequently, its quality should be 

particularly adequate to be used as a benchmark. 

Based on the initial results I obtain by the approaches I selected, I explore how their 

performance can be enhanced by finetuning as well as combining them. I also investigate how 

two large language models perform at the same task of sentiment classification. Using the 

machine-coded datasets, I then replicate a simplified analysis from the original paper (Mändli 

et al., 2023) and compare this to the results based on manually coded data. This allows to 

understand the potential impact of using automated tools on conclusions drawn from data. To 

my knowledge, this paper is the first in management science to provide a comprehensive 
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overview of the most frequently used techniques in the field, testing them on a large news 

dataset and comparing their performance against manual coding. 

My analysis yields that machine learning approaches outperform dictionary approaches 

applied to the examined dataset. Nevertheless, the performance of machine learning approaches 

remains below quality levels usually required for manual coding. The application of several 

refinements recommended in the literature only marginally improve results. However, results 

of two state-of-the art large language models support that these models present a third novel 

category of algorithms for sentiment classification that might be approaching human coding 

accuracy. Finally, the abridged data analysis that compares results obtained based on the hand-

coded data with those from automated coding, shows that conclusions could vary by coding 

approach chosen. 

The paper contributes to understand the implications of using automated approaches for 

sentiment analysis in management science. It shines a critical light on the approaches commonly 

employed in the field: Even with careful examination and validation using manual coding, many 

of the approaches used are likely to yield low performance, particularly the dictionary 

approaches appear to struggle with news articles. It further shows that conclusions drawn based 

on automated approaches may vary substantially by approach chosen. This shows the 

importance of contrasting different approaches and comparing results, also in applied studies. 

My results mirror recent discussions on the accuracy of these approaches in political science 

and communication studies (Barberá et al., 2021; Boukes et al., 2020), where particularly the 

dictionary-based approaches are criticized. Yet, in some cases commonly used automated 

approaches might yield sufficient quality for certain kinds of data analysis, for example when 

aggregated coarse measures of media tenor are required (e.g., Hubbard et al., 2018). My 

analysis also provides support for the use of large language models that do not require large 

amounts of training data to perform well for tasks such as sentiment analysis. Researchers 
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exploring these new tools might be able to reach new levels of accuracy and be able to save 

time and resources on training and validation. 

Theory 

Procedures of automated sentiment analysis can be broadly separated into two 

categories: Dictionary approaches and supervised machine learning3 approaches (Barberá et al., 

2021). The prior rely on a pre-constructed dictionary that matches expressions with valence 

(e.g., negative or positive), thus there is no need for manual coding or training. The latter are 

machine learning algorithms that can be used for classification tasks. In machine learning, 

sentiment analysis represents a classification task, where a text is classified according to a 

specific set of features or attributes using an algorithm. They usually demand a pre-coded 

training set to “learn” the classification rules. Thus, they are usually also more resource-

intensive than dictionary approaches. 

Sentiment analysis of written texts from various origins has been applied in numerous 

fields within management science. For example to assess sentiment in news media in the 

context of corporate reputation (e.g., Fombrun & Shanley, 1990) and social media sentiment 

analysis to measure organizational legitimacy (Etter et al., 2018), to predict stock returns 

employing sentiment analysis of news (e.g., Tetlock, 2007; Uhl, 2014), or to determine CEO 

communication styles by using sentiment analysis of interview transcripts (Choudhury et al., 

2019). Also, in marketing research, sentiment analysis has gained popularity to analyse 

consumer opinions online (Rambocas & Pacheco, 2018). The increasing popularity of 

sentiment analysis is reflected in the number of publications making use of this tool: A Web of 

Science search using the keywords “sentiment analysis” in the research domains of business 

and management confirms this trend (see Figure 1 below). 

 
3 For simplicity, I refer to supervised machine learning approaches only as machine learning approaches in the 
remainder of the paper. 
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Figure 1 

Articles in Web of Science in Research Field “Business and Management” that Contain the 

Term "sentiment analysis"(2011 – 2021). 

 
 

Albeit its increasing popularity, automated sentiment analysis has been criticized due to 

its low performance and poor overlap of results across different techniques  (Barberá et al., 

2021; Boukes et al., 2020). Dictionary approaches specifically have further been scrutinized 

because they have seldomly been developed for the research questions they are being used for 

(Loughran & McDonald, 2015). This critique is in sharp contrast to the works of researchers 

that have proposed these techniques, which often times claim that their approaches are not only 

superior to other existing automated approaches, but even able to reach human accuracy (e.g., 

Hutto & Gilbert, 2014; Pang et al., 2002). 

Next, I conduct a literature analysis to identify the approaches and specific tools used 

for sentiment analysis in recent years in management research. Thereafter, I determine the 

overall popularity of each tool for the task of sentiment analysis in research more broadly and 

select the approaches I examine in the remainder of the paper. 

0

50

100

150

200

250

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022



 111 

 

Literature Analysis 

To determine the popularity of automated sentiment analysis in management science, 

and to take stock of the kinds of tools that are being used, I conducted a literature analysis in a 

set of highly ranked management journals. The 12 journals examined are: Academy of 

Management Annual Meeting Proceedings4, Academy of Management Journal, Academy of 

Management Review, Accounting, Organizations and Society, Entrepreneurship Theory and 

Practice, Journal of Business & Economic Statistics, Journal of International Business Studies, 

Journal of Management Studies, Organization Science, Organizational Research Methods, 

Strategic Management Journal, and The Leadership Quarterly. 

In each of these journals, I conducted a full-text search of the 2011 – 2021 period with 

the keywords “sentiment analysis”. This yielded a list of 43 articles, of which I was able to 

obtain the full text of 30 articles. I coded the full articles in more detail, recorded what class of 

approach was used (dictionary and/or machine learning) as well as what specific kind 

(algorithm or dictionary type). Of the articles examined, 16 used an automated approach and 

provided sufficient information on the procedure, the remainder were editorials or reviews, only 

referring to the technique. An overview of the number of articles using machine learning and/or 

dictionary approaches by journal can be found in Table 1 below. Although the numbers are 

limited, they clearly show that dictionary approaches are employed more frequently. 

Table 2 below presents an overview of the respective dictionaries and/or machine 

learning algorithms the 16 identified papers applied. It shows that there is no clear dominance 

in popularity of a single or even a group of approaches. Further, it shows that some also used a 

combination of different algorithms or dictionaries. 

 
4 I included Academy of Management Annual Meeting Proceedings in the list because this allows to include 
more recent developments in the field of management that have not necessarily reached publication yet. 
However, it is not a peer reviewed journal. 
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Table 1 

Number of Articles in Highly Ranked Management Journals Employing Different Types of 

Automated Sentiment Analysis (2011 – 2021). 

Journal Name Approach Type 
Number of 
Articles 

Academy of Management Annual 
Meeting Proceedings     

 Dictionary 4 
  Machine Learning 2 
Entrepreneurship Theory and Practice     
  Dictionary 2 
Journal of Management Studies     

 Dictionary 1 
  Dictionary & Machine Learning 1 
Organization Science     
  Dictionary 2 
Organizational Research Methods     
  Dictionary 2 
Strategic Management Journal     
  Dictionary 2 
Total   16 

 
Note. Academy of Management Journal, Academy of Management Review, Accounting, 

Organization and Society, Journal of Business & Economic Statistics, Journal of International 

Business Studies, and The Leadership Quarterly did not return any results in the search query. 

 

Using the dictionary techniques identified in the literature analysis above as well as by 

extending the list with commonly used dictionaries in communication studies and political 

science (Ribeiro et al., 2016; Zhang et al., 2014), I conducted a second examination to determine 

the broader popularity of a given approach. I carried out a full-text search for each approach in 

Web of Science, where I searched for the word “sentiment” in combination with the name of 

each approach (i.e., “sentiment” and “VADER”) without any other restrictions. An overview 

of the results from this analysis can be found in Table 3 further below. VADER, SentiStrength, 
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LIWC, TextBlob and AFINN are the five most frequently applied approaches in the works 

covered by the Web of Science database. I chose these five approaches for further examination. 

They have also been found to be among the best-performing in examinations based on different 

datasets (Ribeiro et al., 2016). 

 

Table 2 

Types of Machine Learning Algorithms or Dictionaries Used for Sentiment Analysis in the 

Articles of the Highly Ranked Management Journals in Table 1 (2011 – 2021). 

Approach Type Name Number of Times Used 
Machine Learning IBM Watson Tone Analyzer 2 

 Multinomial Naïve Bayes 1 

 Bernoulli Naïve Bayes 1 

 Stochastic Gradient Decent 1 

 Support Vector Machine 1 

 Linear Support Vector Machine 1 
  Logistic Regression 1 
Dictionary Own list of Keywords 2 

 AFINN 2 

 HuLiu 2 

 LIWC 2 

 SentiStrenght 1 

 DICTION 1 

 VADER 1 

 AnalyzeSentiment 1 

 Rinker 1 

 Bing 1 

 Syuzhet R 1 

 MPQA 1 

 General Inquirer 1 

 Nvivo 11 1 
Total  26 

 
Note. Some Articles Employed Multiple Approaches. 
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Table 3 

Number of Articles in Web of Science in All Research Areas Covered by the Database 

Containing the Term “Sentiment” and the Below Mentioned Dictionary Approaches. 

Dictionary Name Number of Articles 
VADER 92 
SentiStrength 66 
LIWC 60 
TextBlob 43 
AFINN 31 
MPQA 22 
General Inquirer (GI) 12 
NRC Emotion Lexicon 11 
DICTION 10 
Lexicoder 6 
Hu Liu 6 
Syuzhet 6 
IBM Watson Tone Analyzer 3 
NVIVO 2 
Total 370 

Note. Retrieval date 18.03.2022. 

 
 

With regards to machine learning approaches, a similar analysis was not possible, since 

the algorithms employed in these types of approaches are also used in other types of statistical 

analyses (i.e., logistic regression is used in sentiment analysis as well in data analysis more 

generally) and results of such a literature search would not be trustworthy. Hence, I searched 

for the terms “machine learning” and “sentiment analysis” in Web of Science and coded the 

machine learning algorithms employed in the 20 highest cited papers that this search returned. 

The results of this analysis are presented in Table 4 below. The three most frequently employed 

algorithms are Support Vector Machines (SVM), Naïve Bayes and Maximum Entropy. This 

largely corresponds with the algorithms identified in the management literature search (cf. 

Table 2). In what follows, I further examine these three algorithm types. 



 115 

 

Table 4 

Machine Learning Algorithms Employed in the 20 Highest Cited Articles of A Web of Science 

Search With the Terms “machine learning” and “sentiment analysis”. 

Algorithm Name Count per Type 
SVM 16 
Naive Bayes 10 
Maximum Entropy 6 
Logistic Regression 3 
KNN 2 
Random Forest 2 
Information not provided 1 
DAN2 1 
Gradient Boosting Trees 1 
J48 1 
Negative Binomial 1 
ETC 1 
OneR Algorithm 1 
Radial Basis Function Neural Network 1 
Decision Tree 1 
SGD 1 
BFTree 1 
XGBoost  1 
Artificial Neural Network 1 
Bagging 1 
Total 53 

Note. Retrieval date 18.03.2022. 
 

 

Next, I discuss the characteristics of dictionary and machine learning approaches and 

describe each of the specific approaches chosen for examination. 

 

Dictionary Approaches 

Dictionary approaches, also referred to as “lexicon approaches”, rely on a matching 

mechanism between words in a given text and a dictionary that assigns valence or other types 
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of evaluations to a given word. Dictionary approaches date back to the 1960’s, when the 

General Inquirer (GI) was proposed as the first computer assisted content analysis tool (Stone 

& Hunt, 1963). Over the years, various dictionaries and associated algorithms have emerged, 

particularly driven by communication studies (e.g., Boukes et al., 2020; Young & Soroka, 

2012). They differ on how the dictionaries are developed and what they contain: While some 

are expert-coded (Bradley & Lang, 1999), others make use of crowdsourcing to code individual 

expressions in the dictionary (Haselmayer & Jenny, 2017). Further, some dictionaries contain 

only adjectives (e.g., TextBlob), while others contain more diverse expressions including 

emoticons, abbreviations, or slang (e.g., VADER). The calculation of tonality usually differs 

by approach, making comparisons between them challenging. 

Due to the growing number of dictionaries as well as the expansion in languages 

covered, it is increasingly difficult for researchers to identify the dictionary that is most suitable 

to use for a given task at hand. Moreover, some of the dictionaries are not freely accessible, are 

only available in certain languages, or are released only in a limited set of data analysis tools. 

A standard procedure of sentiment analysis using dictionaries is represented in Figure 2 

below and progresses through the following steps: (1) The algorithm is being fed with the words 

from a piece of text, the so called “bag of words” (or sometimes expressions of two or more 

words), the sequence and context is usually not taken into account (Scharkow, 2017). (2) By 

matching with the content of the dictionary, each word or expression is being assigned a score 

to characterize its amount of negativity or positivity (in some cases also neutrality). (3) The 

score for each dimension is being computed, and this differs by algorithm. (4) The final output 

is converted to classes of ‘negative’, ‘neutral’, and ‘positive’. 
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Figure 2 

Sentiment Analysis Workflow for Dictionary Approaches With an Example of Applying 

SentiStrenght. 

 
 

While dictionary approaches are straightforward to apply as they do not require training 

data, there is mixed evidence regarding their performance: There have been claims of human 

level accuracy (Hutto & Gilbert, 2014), yet others have found little overlap between the 

different tools, stating that they are inadequate for research purposes (Boukes et al., 2020). 

Performance is strongly driven by choice and potential adaptation of the dictionary (Chan et 

al., 2021) and validation of the results is usually encouraged. As dictionaries are “off-the shelf” 

(Boukes et al., 2020) and can be directly used, they are a convenient solution compared to 

manual coding and do not demand a pre-coded training set. This might be one reason for their 

popularity. Instead of using existing pre-defined dictionaries, researchers may also construct a 

custom dictionary for a specific task (Muddiman et al., 2019). Apart from time and resource 

investments, the drawback of constructing a custom dictionary would be a potential reluctance 

to accept results of the emerging dictionary in the peer-review process, as the novel dictionary 

is not considered to be established. Next, I briefly introduce the five dictionaries I chose for 

further examination. 
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The most popular dictionary I found in my search is the VADER dictionary (Valence 

Aware Dictionary for sEntiment Reasoning) (Hutto & Gilbert, 2014). It has been developed in 

2014 as an extension of the LIWC dictionary discussed below, specifically for the context of 

social media sentiment analysis. As such, it evaluates words according to valence (non-binary 

categories of how positive or negative a given expression is). It also covers slang and 

abbreviated expressions often used in online conversations (i.e., “LOL” or “nah”) as well as 

emoticons (i.e., “:-)”). Moreover, it contains heuristics that cover sentiment intensity as well as 

double negation, among others (i.e., “The company has not been doing great.”), cases other 

algorithms often ignore or misinterpret. It has been shown to perform well on different types of 

datasets (Ribeiro et al., 2016). VADER has been used for example to code the sentiment of 

comments made on Kickstarter projects (Butticè et al., 2017). 

SentiStrength, the second most popular dictionary approach according to my analysis, 

has been developed around 2010 and was subsequently refined several times (Thelwall, 2017; 

Thelwall et al., 2010, 2012). It’s current version contains around 2,310 expressions, and it is 

particularly adapted to classify sentiment of short informal texts such as social media content. 

It covers several linguistic heuristics (i.e., double negation) and abbreviations as well as 

emoticons and punctuation. It has for example been applied to classify comments from backers 

of Kickstarter projects to calculate the overall backer sentiment for a given project (Courtney 

et al., 2017). 

Ranking third in my analysis is LIWC (Linguistic Inquiry and Word Count). LIWC was 

developed around the 1990’s to study structures of language, namely to detect negative and 

positive emotions in therapeutic writing (Pennebaker, 1993). It is commercially licensed and 

the dictionary of the most recent version contains around 6,400 words (Pennebaker et al., 2015). 

Apart from tone, it is also able to calculate other variables of interest, such as authenticity, 
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number of female/male references, or time orientation variables. An example from management 

research is the use of LIWC to determine media tenor towards companies (Shipilov et al., 2019). 

TextBlob ranks fourth in popularity according to my analysis. It is part of a larger library 

of tools for Python that contains various text processing tools, which was started in 2013  (Loria, 

2020). The sentiment dictionary approach is implemented from the pattern Python package that 

contains more than 2,900 hand-coded adjectives (Desmedt & Daelemans, 2012). It’s sentiment 

command returns a score in the range of [-1.0, 1.0], which is the average of the respective 

polarities of adjectives in a text input. The documentation does not discuss any specific 

applications, yet it has commonly been applied for social media sentiment analysis (Micu et al., 

2017). 

The final approach I examined is AFINN, which was originally developed to analyze 

tweets related to the COP15-summit in 2009 as an extension of the ANEW dictionary (Bradley 

& Lang, 1999). The current version of AFINN contains almost 2,500 expressions and yields a 

sentiment score in the range of [-5, 5]. The algorithm has been developed and tested by the 

author specifically to deal with microblogging services such as Twitter (Nielsen, 2011). An 

example of AFINN’s use is the coding of polarity of tweets to determine sentiment by different 

stakeholders related to a company (Castelló et al., 2016). 

 

Machine Learning Approaches 

Whereas machine learning algorithms for sentiment analysis pursue the same goal as 

dictionary approaches, determining the tonality of text, machine learning approaches differ 

from dictionary approaches in their application as well as how they work. 

Machine learning approaches to sentiment analysis are usually supervised classification 

algorithms, they classify a given piece of text into pre-defined categories (e.g., ‘negative’, 

‘neutral’ and ‘positive’) based on a subset of the data on which the algorithm has been trained 
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before (Kobayashi et al., 2018). Usually, this requires pre-labelling a fraction of the dataset for 

the training phase, thus researchers need to manually code a segment of the data they wish to 

classify. Supposing the algorithm performs well on the training set, there is no additional 

validation needed (Scharkow, 2017). Notably, one could also use an algorithm that has been 

pre-trained on a different dataset with similar properties and only validate the algorithm on the 

data of interest5. 

A simplified blueprint procedure for machine learning based sentiment analysis can be 

found in Figure 3 below and is as follows: (1) First, the texts are pre-processed to remove 

unnecessary information such as stop words and words are stemmed. (2) Features from the texts 

are extracted. This provides a statistical model of indicative expressions such as individual 

words or groups of words. (3) The data is split into training and testing set. (4) The training set 

is manually coded into categories of ‘negative’, ‘neutral’, and ‘positive’. (5) The classifier is 

trained and tuned on the training set, to learn the classification rules. (6) The trained classifier 

is applied to the testing set, where it classifies the remaining texts, based on what it has learnt 

on the training set before (Grimmer & Stewart, 2013). 

While the performance of these approaches varies with the type of classification 

algorithm, the finetuning of its parameters and the quality of the training data, they have been 

shown to outperform dictionary approaches in various applications (e.g., Nauhaus et al., 2021). 

Yet still, there is a risk that the algorithms might pick up certain aspects of the training set that 

are not necessarily accuracy enhancing or even might be misleading. For example, an unpopular 

politician’s name might be taken as a negative feature and hence even positive or neutral texts 

with this politicians name could be coded as negative (Thelwall, 2017). 

 
5 Large language models are a category of pre-trained algorithms, usually pre-trained on very extensive datasets. 
I discuss and apply two large language models later in this paper. 
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Figure 3 

Sentiment Analysis Workflow for Machine Learning Approaches. 

 
 

There are three categories of algorithms that can be used for sentiment analysis: 

geometric, probabilistic, and logical (Flach, 2012). Geometric algorithms map the decision 

objects (in this case the news articles) on a multidimensional plane that represents the decision 

criteria, where closeness of objects represents similarity. Classifiers then separate the different 

groups of objects according to certain criteria (e.g., maximize distance between groups) 

(Kobayashi et al., 2018). A typical example of such a classifier is Support Vector Machines. 

Probabilistic algorithms on the other hand are based on probability of attributes of an object 

(e.g., words in news articles) belonging to a certain classification category (Flach, 2012). An 

object is thus classified into the category it has the highest probability of belonging. Naïve 

Bayes is a popular algorithm belonging to this category. Finally, logical classifiers rely on 

decision rules that yield the classification of a given object (Kotsiantis et al., 2006). For 

example, if a news article contains the word “spill” but not the word “prevent”, it is classified 

into the negative category. A typical classifier in this category is the Decision Tree algorithm. 

Below, I introduce the three machine learning algorithms I identified in my prior analysis, two 

of these algorithms are probabilistic, one is geometric. My analysis does not include a logical 

algorithm as I did not identify one belonging to this category in my literature analysis. 
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As a geometric algorithm, Support Vector Machines (SVM) classifies data points by 

separating them using hyperplanes. More specifically, it attempts to construct the hyperplane(s) 

that have the maximum distance to the nearest training data points in each classification 

category (Cristianini & Shawe-Taylor, 2000). SVM requires larger training datasets (Kotsiantis 

et al., 2006) and does not perform well if the data is noisier, i.e., datapoints from different 

categories overlap, as it becomes more difficult to find a separating hyperplane (Sarker, 2021). 

SVM is a binary classifier, but there are various strategies to obtain a multi-category classifier 

and also different kernels are employed in the optimization of the hyperplane, therefore several 

subvariants of this algorithm exist (Liu et al., 2017). For example, two subvariants of SVM 

have been employed to classify sentiment of news articles from trade press that discuss capital 

allocations of pharmaceutical companies (Nauhaus et al., 2021). 

Belonging to a probabilistic category, Naïve Bayes algorithms are based on Bayes’ 

theorem which assumes the independence of attributes predictive of the classification (John & 

Langley, 1995), allowing for a relatively small training data set (Kotsiantis et al., 2006). The 

algorithm works with binary and multi-class classification categories and performs well with 

noisier data (Sarker, 2021). Conversely, its rather simplistic assumptions and potential data 

scarcity might limit performance and thus present a weakness (Samuel et al., 2020). Particularly 

the independence assumption is hard to defend in practice, one solution to overcome this is to 

use a classifier such as Maximum Entropy (Bird et al., 2009). As with SVM above, the same 

article also uses two subvariants of the Naïve Bayes family to classify trade press news 

(Nauhaus et al., 2021). 

Maximum Entropy also belongs to the probabilistic algorithm category. It is a 

generalized form of the Naïve Bayes model, that needs input on what labels and features it 

should use (Bird et al., 2009). It has been found to work well with text classification of websites 

and online discussion groups (Nigam et al., 1999). Initially, the algorithm assumes a uniform 
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distribution for all categories, thus maximizing entropy. Based on the training data, the 

algorithm learns when to be minimally non-uniform, and accordingly estimates the conditional 

distribution of a classification category (Bergert, 1996). In my review, I encountered no 

example of an application of this algorithm in the management literature. Outside management, 

an example is the classification of Twitter data for sentiment analysis (Gautam & Yadav, 2014). 

What is absent from this overview are more recent approaches using large pre-trained 

language models to perform sentiment analysis, these models appear to have not yet found their 

way into the management journals I examined. I examine two different large pre-trained models 

in a post-hoc analysis further below. 

Data and Methodology 

Data 

Data Retrieval 

The data analysis is based on the dataset from Mändli et al. (2023). This data consists 

of news articles on environmental issues in the 1995 – 2014 period of the 30 largest U.S. 

companies in terms of market capitalization, which were listed in the Standard & Poor’s 500 

index on December 31st, 2014. The articles had been retrieved in 2015 from Lexis-Nexis and 

hand-coded regarding their tonality in three categories, ‘negative’, ‘neutral’, and ‘positive’. The 

coding was done by three independent and trained coders based on an extensive codebook 

which was specifically developed for the task. Krippendorff’s alpha between those coders’ is 

reported at .82 (p = .025), values of this metric of .8 or above are considered reliable 

(Krippendorff, 2004, p. 241). An article was coded as ‘negative’ if there was any criticism 

towards the respective company or its’ industry (and the company is mentioned as being part 

of the industry) in relation to environmental issues. If there was no criticism and there was 

remark of an improvement of environmental practices or praise of the environmental record of 
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either a company or its respective industry, an article was coded as positive. Finally, if an article 

could not be coded as neither positive nor negative, it was considered neutral. 

During the manual coding procedure, only the paragraphs or sentences that were 

considered important to reproduce the classification were kept in a database. To obtain the full 

articles in a database format for the present analysis again, I coded a script that searched for the 

article titles and matched the date on Lexis-Nexis and retrieved the full text of the articles. Since 

not all articles could be matched to their originals due to ambiguity of the title (e.g., “Business 

News”) and because Lexis-Nexis had adapted parts of the database structure, the dataset was 

reduced from 16,059 to 12,929 articles. Of these, 6,581 (50.9%) were manually labeled as 

‘negative’, 5,243 (40.6%) were ‘positive’ and 1’105 (8.5%) were ‘neutral’. While the reduction 

would be problematic if I wanted to replicate the results of the original study, this does not 

present an issue for the present analysis. 

 

Preprocessing 

The preprocessing of the news articles was done in Python using the NLTK (natural 

language toolkit) library (Wang & Hu, 2021)6. Following the recommended steps on pre-

processing (Bird et al., 2009), numbers, whitespace, and special characters were removed. 

Further, the words were transformed to their stems (e.g., “companies”, “company”, and 

“company’s” is transformed to ‘compan’). Additionally, the data was randomly split into two 

subsets, the training and finetuning set which consists of 20% of the articles (2,586) and the 

testing set, which consists of 80% of the articles (10,343)7. In a case of unequally distributed 

categories, it is recommended to use stratified sampling (Kotsiantis et al., 2006), to allow 

 
6 https://pypi.org/project/nltk/ 
7 In machine learning, it is common to use around 2/3 of the data for training (e.g., Kotsiantis et al., 2006). While 
using larger proportions of data for training, in this context, 20% of training data seems a more reasonable 
amount, considering that time savings and resources only apply if there is less manual coding to be done. I 
examine the effect of size of the training set on performance later in this paper. 
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machine learning algorithms to learn each category of tone sufficiently well. Nevertheless, I 

chose random sampling under the assumption that a researcher needs to select testing and 

training sets before having hand-coded the training data, thus she/he cannot determine the 

distribution of tonalities ex-ante. I repeated the analysis, each time with a novel random 20% / 

80% split of training and testing data over 100 replications and averaged the resulting metrics 

for all machine learning approaches in the paper to rule out that results are driven by chance. 

 

Dictionary Approaches 

Each of the dictionary approaches – AFINN, LIWC, SentiStrength, TextBlob, and 

VADER – were run on the preprocessed training set first. AFINN8 and TextBlob9 are provided 

in ready-made packages for Python by the authors, VADER is included in the NLTK package10. 

For LIWC11 and SentiStrenght12, the applications were not originally developed for Python, 

thus the dictionaries had to be obtained and loaded manually with respective user-developed 

packages. 

Depending on the dictionary, the calculations of tonality that are returned differ, which 

makes their comparison more challenging. Table 5 further below presents the output score of 

each dictionary approach examined as well as the proposed standard cutoffs from the literature. 

Since the articles needed to be classified into the three categories ‘negative’, ‘neutral’, and 

‘positive’ and none of the approaches provided these measures directly, the cutoffs had to be 

set manually. The choice of these cutoffs obviously influences the performance parameters of 

the respective approaches. This is more challenging, if there is a neutral category: One needs to 

determine what is an adequate window to choose for the neutral category, or differently, how 

 
8 https://pypi.org/project/afinn/ 
9 https://pypi.org/project/textblob/ 
10 https://www.nltk.org/_modules/nltk/sentiment/vader.html 
11 https://pypi.org/project/liwc/ 
12 https://pypi.org/project/sentistrength/ 
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negative or how positive can an article be to be considered as ‘neutral’? An additional reason 

for this step was the aim to closely mirror the manual coding, where articles that contained 

criticism were categorized as ‘negative’ and only absent criticism and presence of praise was 

coded as ‘positive’. To examine whether the proposed cutoffs should be adapted, I used an 

algorithm based on Python’s scipy.optimize package13, which maximized the respective Macro-

F114 score between the manual coding of the training set and the one obtained by each of the 

dictionary approaches. There is a risk that the algorithm allocates as many news as possible to 

the categories negative and positive while ignoring the neutral category, due to the following 

reasons: First, because the neutral category is in the middle of the other two in terms of cutoffs, 

the smaller this window is chosen, the higher the likelihood that the other two categories score 

high in accuracy. Second, the dataset contains fewer news that have been manually categorized 

as neutral, hence accuracy would be higher if the neutral category is completely ignored. As 

Macro-F1 weights each category equally, this reduces the risk of such a scenario. A comparison 

of the performance of both, standard and optimized cutoffs, can be found in Table 6 below. 

The optimized cutoffs performed better with regards to the Macro-F1 score for all 

dictionary approaches, consequently those were chosen for the analysis of the testing set. 

 

  

 
13 https://docs.scipy.org/doc/scipy/reference/optimize.html 
14 A more detailed description of the Macro-F1 score is provided in the section Results below. 
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Table 5 

Output Scores and Respective Standard Cutoffs for Trinary Sentiment Classification. 

Name Output Score Standard Cutoffs Source 
  Lower Upper  

AFINN Single polarity score (-5 to 5). -0.25 0.25 (Nielsen, 2011) 
LIWC Number of positive emotions - number of negative emotions. -1 1 (Pennebaker et al., 2015)  
SentiStrenght Sum of negative (-5 to -1) and positive (1 to 5) score. -1 1 (Thelwall et al., 2017) 
TextBlob Single polarity score (-1 to 1). -0.05 0.05 (Loria, 2020) 
VADER Adjusted score of negative, positive and neutral words (-1 to 1). -0.05 0.05 (Hutto & Gilbert, 2014) 

Note. Classification as ‘negative’ if score <= lower cutoff, as ‘positive’ if score >= upper cutoff, else as ‘neutral’. 

Table 6 

Performance Metrics of Dictionary Approaches With Standard and Adapted Cutoffs for Trinary Sentiment Classification. 

 Name Standard Cutoffs Standard Cutoff Performance Optimized Cutoffs Optimized Cutoff Performance 

 
Lower Upper 

Overall 
accuracy 

Krippen-
dorff's alpha 

Macro-
F1 Lower Upper 

Overall 
accuracy 

Krippen-
dorff's alpha 

Macro-
F1 

AFINN -0.25 0.25 0.62 0.30 0.44 5.16 10.02 0.62 0.34 0.49 
LIWC -1 1 0.48 0.10 0.37 6.40 8.15 0.60 0.28 0.45 
SentiStrenght -1 1 0.19 -0.29 0.18 -1.60 -0.62 0.38 0.02 0.32 
TextBlob -0.05 0.05 0.35 -0.10 0.26 0.08 0.09 0.51 0.14 0.41 
VADER -0.05 0.05 0.59 0.22 0.41 0.81 0.97 0.56 0.28 0.47 

Note. As Krippendorf's alpha is adjusted by agreement that could be obtained by chance, negative values occur if classification performance is 

worse than chance.
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Machine Learning Approaches 

The machine learning approaches were implemented in Python using the scikit-learn 

package15. In a first step, the texts needed to be transformed to a readable format for the machine 

learning algorithms. I used the Term Frequency Inverse Document Frequency (TFIDF) 

command16 from the scikit-learn package, which calculates the term frequency (how many 

times a word appears in a text divided by the total number of words in the text) and multiplies 

this with the inverse document frequency (the log of the total number of texts, divided by the 

number of texts that contain the a given word). The advantage of this approach is that instead 

of simply counting the number of times a given word appears in each text, words that appear 

frequently across all documents (such as “this”, “are”, etc.) are deemphasized (Li-Ping Jing et 

al., 2002). 

This stage of data preparation is important as it potentially affects the results (Kotsiantis 

et al., 2006). Apart from determining the number of terms used as well as the upper and lower 

limits of their frequency, one can also vary the nature of the terms, whether they are individual 

characters, words or groups of words (called n-grams). Tuning the parameters for feature 

selection on the training data should increase the performance on the data to test (Yu & Liu, 

2004). I conducted an analysis using scikit-learn’s Pipeline17 and GridsearchCV18 modules, 

where I varied the feature selection parameters and examined their respective performance on 

the training data, to find the optimal combination of the feature selection parameters. Table 7 

below presents the optimal parameters found for each of the machine learning approaches 

examined. In this step, I simultaneously removed all English stop words. 

Next, all three classifiers (Support Vector Machines, Maximum Entropy, and Naïve 

Bayes) were trained on the training dataset. This means that given the text and the respective 

 
15 https://scikit-learn.org/ 
16 https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html 
17 https://scikit-learn.org/stable/modules/generated/sklearn.pipeline.Pipeline.html 
18 https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html 
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labelling as ‘negative’, ‘positive’, or ‘neutral’, the classifiers determined the features that were 

most indicative of each label based on their respective algorithms. For the Support Vector 

Machine class of algorithms, of the available subtypes, the C-Support Vector Classification 

(SVC) algorithm performed best on the training set. Similarly, from the subtypes of Naïve 

Bayes algorithms, Bernoulli Naïve Bayes provided the best results on the training data. For 

Maximum Entropy, there are no subcategories, the actual implementation is based on Logistic 

Regression. 

Finally, I optimized all three above mentioned classifiers’ hyperparameters (parameters 

such as decision function shape, regularization parameters and bounds for support vectors) on 

the training data set using Python’s scikit-learn GridsearchCV module19. This divides the 

testing set into random parts used as testing and training sets for the optimal hyperparameter 

combination, to prevent biased overfitting of the parameters on the entire training data set 

(Kotsiantis et al., 2006), where the algorithm would not perform well on the testing data 

(Vabalas et al., 2019). 

For example, the data is divided into 10 different validation parts, each of them not 

containing data from the other parts. In a first iteration, the model is validated on part 1 and 

trained on parts 2, 3, … , 10. In a second iteration, the algorithm uses part 2 for validation and 

the remaining parts 1, 3, 4, … , 10 for training. After 10 iterations, the results across each of the 

10 parts are averaged for every combination of hyperparameters. The combination that yields 

the highest average Marco-F1 score is returned. Table 8 below reports the initial metrics for 

each of the three machine learning approaches, as well as the metrics after hyperparameter 

tuning. Only non-default hyperparameters are reported. 

 
19 https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html 
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Table 7 

Optimal Feature Selection Parameters for Machine Learning Approaches. 

Name 
Maximum Number 

of Features 
Maximum Document 

Frequency* 
Minimum Number of 

Documents† N-Grams‡ 

Bernoulli Naïve Bayes 1500 0.60 50 Unigrams, bigrams, trigrams 

Maximum Entropy 2800 0.45 5 Unigrams 
Support Vector Machines 2900 0.70 15 Unigrams 

Note. * Maximum of documents (e.g., news articles) that contain a specific feature (e.g., word). † Minimum number of documents (e.g., news 

articles) that contain a specific feature (e.g., word). ‡ Features can be individual unigrams, such as words (e.g., "environment") or multigrams, 

such as tuples of words (e.g., "environmental pollution" or "increased environmental pollution"). 

Table 8 

Performance Metrics of Machine Learning Classifiers Applied to Manually Coded Training Set, Before and After Hyperparameter Tuning.  

Name With Default Hyperparameters 
After Hyper- 

parameter Optimization 
Hyperparameters Set 

Differently from Default 

 
Overall 

accuracy 
Krippendorff's 

alpha† 
Macro-

F1 
Overall 

accuracy 
Krippendorf

f's alpha 
Macro-

F1  

Bernoulli Naïve Bayes 0.71 0.51 0.65 0.75 0.59 0.69 
alpha = 0.01, binarize = 
None, fit_prior = False 

Maximum Entropy 0.85 0.73 0.71 0.96 0.93 0.95 
C = 10, penalty = 'l2', 
solver = 'newton-cg' 

Support Vector Machines 0.93 0.88 0.88 0.95 0.92 0.92 C = 3, gamma = .4 
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Results 

Table 9 below reports the results of the chosen dictionary and machine learning 

approaches, run on the testing set and compared to manual coding, providing three different 

measures of performance: 1) Accuracy is the percentage of articles that are correctly classified 

in their respective category divided by the total number of articles (Zhang et al., 2014). This is 

the same measure as the agreement measure for intercoder reliability (Krippendorff, 2004). 

Since accuracy ignores how the categories are distributed in the data, in cases where the 

underlying data is not equally distributed among categories, this metric might be misleading. 

2) Macro-F1 considers the effectiveness of classification in each category (Ribeiro et al., 2016). 

F1 is calculated as the harmonic mean of precision, the ratio of the number of news correctly 

classified to the number of news classified within a given category, and recall, which is the ratio 

of number of news correctly classified to the number of news that belong in this category 

(Lewis, 1995). Marco-F1 is then computed by averaging over the classes (Lewis et al., 2004). 

Both, accuracy and Macro-F1 are measures that do not consider that correct classification could 

also happen by chance. 3) A metric that takes into account the agreement between raters that 

could have been obtained by chance is Krippendorff’s alpha (Krippendorff, 2004), in simple 

terms it is calculated as accuracy adjusted by chance probability. As each of these measures 

captures different aspects of classification quality, I calculate all three, accuracy, 

Krippendorff’s alpha and Macro-F1 for each of the approaches I examined and report them. I 

also report the accuracy per category of tone, i.e., the percentage of ‘negative’ news correctly 

classified20. 

A common approach to improve results of classification is using votes among different 

classifiers or combining machine learning and dictionary approaches (Dhaoui et al., 2017). 

 
20 As detailed earlier, all Machine Learning approaches are run 100 times with a 20/80 random split of the 
training/testing data, thus the reported metrics represent averages over these 100 replications. 
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Analogous to political voting, there are different procedures that could be used (Kuncheva & 

Rodríguez, 2014). I implemented three different majority votes: The first votes among the 

dictionary approaches (Dictionary Vote), the second votes among the machine learning 

approaches (Machine Learning Vote) and the third among all implemented algorithms (Global 

Vote). The scores of these voting classifiers are also shown in Table 9 below. 

The results indicate that for classification of news on environmental issues of 

companies, machine learning approaches outperform dictionary approaches against the 

benchmark of manual coding, yet also those results are far from accurate. Krippendorff’s alpha 

is recommended to be at least above .6, ideally above .8 (Krippendorff, 2004), yet no approach 

scores higher than .61. A second baseline is to consider the accuracy when the most dominant 

sentiment classification is chosen. In the present case, 50.9% of the articles are ‘negative’, hence 

if an algorithm classifies all articles as negative, the accuracy would be .51. The results show 

that two of the dictionary approaches are unable to surpass this default accuracy. Support Vector 

Machines performs highest in terms of accuracy and Krippendorff’s alpha, yet it suffers from 

relatively low accuracy when classifying ‘neutral’ news. Bernoulli Naïve Bayes yields the best 

results in classification of ‘neutral’. Comparable relative performance among the three machine 

learning algorithms I examined have been found when classifying movie reviews (Samal et al., 

2017). Similar Macro-F1 scores are reported from trinary classification of reviews using 

dictionary approaches (e.g., Ribeiro et al., 2016), and machine learning approaches (e.g., 

Ahmad et al., 2018). 

Finally, the voting algorithms provide marginal improvements in terms of performance. 

In particular, the Global Vote, that combines dictionary and machine learning approaches, 

yields a marginal improvement recorded in all three performance measures. It is notable that 

voting increases the accuracy of the ‘positive’ classification. In what follows, I explore several 

parameters that could additionally be examined to further improve performance. 
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Table 9 

Performance Metrics of Dictionary and Machine Learning Approaches Applied to Testing Set, Evaluated Against a Benchmark of Manual 

Coding. 

Approach Type Name Overall Accuracy 
Krippendorff's 

alpha 
Macro-F1 

Accuracy 
Negative 

Accuracy 
Neutral 

Accuracy 
Positive 

Machine 
Learning 

Bernoulli Naïve Bayes 0.72 0.54 0.64 0.68 0.52 0.82 
Maximum Entropy 0.77 0.59 0.63 0.84 0.22 0.81 
Support Vector Machines 0.79 0.61 0.64 0.85 0.18 0.83 
Machine Learning Vote 0.79 0.62 0.65 0.84 0.23 0.84 

Dictionary 

AFINN 0.6 0.31 0.47 0.56 0.1 0.76 
LIWC 0.57 0.25 0.44 0.56 0.09 0.68 
SentiStrenght 0.39 0.03 0.32 0.15 0.28 0.71 
TextBlob 0.51 0.16 0.41 0.56 0.13 0.54 
VADER 0.56 0.27 0.46 0.48 0.23 0.72 
Dictionary Vote 0.6 0.3 0.46 0.55 0.09 0.78 

Global Vote 0.78 0.6 0.64 0.8 0.21 0.87 

Note. The highest value in each column is highlighted in bold.
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Post Hoc Analysis I – Improving Performance 

Training Set Size 

The performance of machine learning approaches depends on the training set chosen, 

both in terms of size and representativeness of the data (Vabalas et al., 2019). While more 

training data generally improves results, the goal would be to determine a reasonable amount 

of training data that yields adequate results (Cho et al., 2016), as classifying news articles 

manually is resource intensive. Not only the amount of training data matters, but also the quality 

and its representativeness of the total data (Batista et al., 2004). If it is heavily skewed or poorly 

coded, then an algorithm will learn such biases or encounter more noise when learning. In both 

cases, this usually results in lower performance. I varied the amount of training data and 

computed the average performance score for each of the three metrics over the three machine 

learning algorithms, Bernoulli Naïve Bayes, Maximum Entropy, and Support Vector Machines. 

The results from this analysis are shown in Figure 4 below. 

With increasing size of the training dataset, all performance metrics improve. With 

increasing size of the training data set, performance improves. Beyond 70% training data, this 

trend appears to stall. Thus, the ideal choice in this case would be 70%, yet higher amounts of 

training data also would lead to substantially more manual coding labor. In machine learning, 

a training set size of around 70% is common practice (Samal et al., 2017). A cutoff of 20% as 

chosen in the current setup nevertheless is more realistic, given that when applied, coding 70% 

of the data manually would diminish the benefits of applying such an approach in terms of cost 

and time. In practice, this type of information is usually not available ex-ante, as the testing 

dataset is not pre-coded. 
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Figure 4 

Mean Performance Measures of all Three Machine Learning Algorithms With Increasing 

Training Data Fraction. 

 

Note. Algorithms Examined: Bernoulli Naïve Bayes, Maximum Entropy and Support Vector 

Machines 

 

Sentences, Excerpts, and Full News Articles 

An approach that could potentially increase the performance of both categories of 

classifiers would be to only select sentences that contain the respective company’s name. As 

news articles might contain a lot of additional unnecessary information, also in terms of tonality, 

sentences which contain the company’s name might reduce the amount of noisy and/or 

irrelevant information (Balahur et al., 2013). Also, journalists might actually position their 

criticism or praise for the company around the company name, which is why selecting sentences 

containing the company name could be representative of the tonality. I tested this in an 

additional analysis: In a first step, I identified the variants of company names. This is 

challenging in some cases. For example, if the full name ‘Cisco Systems’ is used to identify the 

sentences containing the company, cases where the company is called ‘Cisco System’, ‘Cisco-
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systems’ or ‘Cisco’ are missed. On the other hand, I would identify too many false-positive 

sentences using only one of the terms. ‘Cisco’ is problematic, because it is contained in the city 

name of San Francisco and the term ‘systems’ might relate to many other issues that could be 

discussed in the news articles. In this case, I had to ensure that San Francisco is not identified 

and then use ‘cisco’ as the identifying term. After running a script that isolates sentences with 

the company’s name in them, I dropped those articles where no company name was identified 

through this process. The dataset subsequently was reduced to 9,652 articles that only contained 

sentences with company names.  

Further, from the original hand-coding of the data, excerpts of the articles were 

available. These extracts had been archived during the coding process in order to keep the most 

important passages of each article and should allow to reconstruct the hand coded classification 

decision. Those reduced news articles are more extensive than only the sentences containing 

the company names and might capture the tonality towards the company and the specific 

environmental issue(s) mentioned in the article more accurately. I thus also examined whether 

these extracts could yield superior performance. In sum, I analyzed and compared three 

different versions of the news articles: The full news articles as in the main analysis, the 

sentences containing only company names, and the archived excerpts from the hand coding 

process. Table 10 further below reports the performance results for each examined approach 

and each machine learning classifier as well as AFINN and VADER, which had the highest 

Macro-F1 score among the dictionary approaches on the entire news articles. 

As these results show, using only the sentences with the company’s name provides 

worse results than using the full news articles. Exploiting the excerpts improves the 

performance of all approaches examined. However, manually pre-scanning each article for the 

relevant parts that contain sentiment towards the company and the company’s environmental 
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issues would represent a substantial investment and mitigate the benefit of using an automated 

approach in the first place. 

 

Binary vs. Trinary Classification 

In the results I obtain, all approaches score particularly low in the ‘neutral’ category. 

With increasing number of categories, performance of text classification is generally decreasing 

(Bouazizi & Ohtsuki, 2016). To examine whether performance improves when only two 

categories are used, I collapsed the news which were hand-labeled as ‘positive’ and ‘neutral’ 

into the category ‘non-negative’. Table 11 below compares the results of using two and three 

categories for all approaches examined. Since the optimal parameters for trinary classification 

are not necessarily ideal for binary classification, I recalculated the optimal cutoffs for the 

dictionary approaches, as well as the optimal parameters for both, the feature selection and the 

algorithms for the machine learning approaches. 

These results show, that within each approach, using a binary classification yields better 

performance. This is not surprising, as for the dictionary approaches, it is easier to determine 

the optimal cutoffs when only two categories are used. Machine learning approaches should 

also perform better as they have more data by category to train on. It is notable that in terms of 

performance, AFINN remains the best performing dictionary approach and Support Vector 

Machines the best performing machine learning approach when switching from trinary to 

binary classification. Depending on the research question at hand, if one is solely interested in 

the negative articles and uses the non-negative as a control variable or is not using this 

information, binary classification might be sufficient and should thus be preferred. 
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Table 10 

Performance Metrics of the Best Performing Dictionary and Machine Learning Approaches Applied to Variants of the News Articles Testing Set, 

Evaluated Against a Benchmark of Manual Coding. 

Name Data Version 
Overall 

Accuracy 
Krippendorff's 

alpha Macro-F1 
Accuracy 
Negative 

Accuracy 
Neutral 

Accuracy 
Positive 

Bernoulli 
Naïve Bayes 

Full News Articles 0.72 0.54 0.64 0.68 0.52 0.81 

Sentences with Company Name* 0.72 0.52 0.63 0.71 0.42 0.83 

Excerpts from Hand Coding† 0.76 0.59 0.67 0.72 0.48 0.87 

Maximum 
Entropy 

Full News Articles 0.77 0.58 0.63 0.85 0.19 0.8 

Sentences with Company Name* 0.75 0.52 0.62 0.88 0.23 0.7 
Excerpts from Hand Coding† 0.79 0.62 0.65 0.86 0.21 0.83 

Support 
Vector 
Machines 

Full News Articles 0.78 0.6 0.63 0.85 0.16 0.82 

Sentences with Company Name* 0.76 0.54 0.62 0.89 0.18 0.72 

Excerpts from Hand Coding† 0.8 0.64 0.65 0.86 0.19 0.86 

AFINN 

Full News Articles 0.6 0.31 0.47 0.56 0.1 0.77 

Sentences with Company Name* 0.5 0.13 0.39 0.53 0.1 0.57 
Excerpts from Hand Coding† 0.63 0.35 0.49 0.6 0.12 0.76 

VADER 

Full News Articles 0.56 0.27 0.46 0.48 0.22 0.74 

Sentences with Company Name* 0.49 0.12 0.39 0.63 0.23 0.34 

Excerpts from Hand Coding† 0.63 0.34 0.49 0.69 0.13 0.65 

Note. The highest value in each column is highlighted in bold. 

* Only sentences that contained the company name were used. Dataset reduced to N = 9,652 news articles.  

† Excerpts only contain the relevant parts of each article that lead to the manual coding assessment.   
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Table 11 

Performance Metrics of Trinary and Binary Classification using Dictionary and Machine Learning Approaches Applied to Testing Set, 

Evaluated Against a Benchmark of Manual Coding. 

Approach 
Type Name 

Classifi-
cation 

Overall 
Accuracy 

Krippendo
rff's alpha Macro-F1 

Accuracy 
Negative 

Accuracy 
Neutral 

Accuracy 
Positive 

Accuracy 
Non-neg. 

Machine 
Learning 

Bernoulli 
Naïve Bayes 

Binary 0.8 0.61 0.8 0.78 
  

0.83 
Trinary 0.72 0.54 0.64 0.68 0.52 0.82 

 

Maximum 
Entropy 

Binary 0.82 0.65 0.82 0.81 
  

0.83 
Trinary 0.77 0.59 0.63 0.84 0.22 0.81 

 

Support Vector 
Machines 

Binary 0.83 0.65 0.83 0.82 
  

0.84 
Trinary 0.79 0.61 0.64 0.85 0.18 0.83 

 

Machine 
Learning Vote 

Binary 0.82 0.65 0.82 0.81 
  

0.84 
Trinary 0.79 0.62 0.65 0.84 0.23 0.84 

 

Dictionary AFINN Binary 0.69 0.38 0.69 0.56 
  

0.83 
Trinary 0.6 0.31 0.47 0.56 0.1 0.76 

 

LIWC Binary 0.65 0.3 0.65 0.56 
  

0.74 
Trinary 0.57 0.25 0.44 0.56 0.09 0.68 

 

SentiStrenght Binary 0.62 0.25 0.62 0.55 
  

0.7 
Trinary 0.39 0.03 0.32 0.15 0.28 0.71 

 

TextBlob Binary 0.59 0.17 0.59 0.6 
  

0.57 
Trinary 0.51 0.16 0.41 0.56 0.13 0.54 

 

VADER Binary 0.64 0.23 0.61 0.36 
  

0.94 

Trinary 0.56 0.27 0.46 0.48 0.23 0.72 
 

Dictionary 
Vote 

Binary 0.68 0.35 0.67 0.52 
  

0.85 
Trinary 0.6 0.3 0.46 0.55 0.09 0.78 

 

Global Vote  Binary 0.82 0.64 0.82 0.78 
  

0.87 
Trinary 0.78 0.6 0.64 0.8 0.21 0.87 

 

Note. The highest value in each column is highlighted in bold.
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Post Hoc Analysis II – Large Language Models 

Pre-trained language models have emerged as a promising approach to sentiment 

analysis in recent years (Kheiri & Karimi, 2023). These models are mostly based on a 

transformer architecture that was initially developed for translation tasks (to transform text from 

one language to another) (Vaswani et al., 2023). They are pretrained on large collections of 

texts such as Wikipedia and have millions or even billions of parameters. A popularly known 

language model group are the GPT models, version 3 of this model has around 175 billion 

parameters (Brown et al., 2020). These models take into account the context of text, making 

them suitable for classifications, translations and/or summarizing text among other tasks (Li et 

al., 2022). For example, ChatGPT and variants of the BERT models have been shown to 

perform well at sentiment analysis tasks (e.g., Zhong et al., 2023). It is probable that such 

models will be regularly used for sentiment analysis in management research in the future. 

Apart from cost and time considerations, higher accuracy would permit their use also from a 

research perspective (Xu et al., 2021). 

While large language models usually also need to be fine-tuned (optimization of model 

parameters) to the specific task intended, one particular benefit of ChatGPT is that it can excel 

at diverse tasks without specific adaptations (Li et al., 2022). A simplified view of a process 

such as sentiment analysis (which represents a classification task) using a large language model 

is show in Figure 5 below. The original transformer architecture is an encoder-decoder type of 

model, as translation tasks require original language text to be encoded, which would be to 

generate a numeric representation of the text, and then decoded again, which would be to 

generate target language text out of the numeric representation. Yet some models are encoder 

or decoder only. Both models I examine subsequently are encoder-only models, thus they 

convert a text input into a meaningful representation to have an understanding of what it is, in 

this case what kind of sentiment. 
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Figure 5 

Simplified Sentiment Analysis Workflow for Large Pre-Trained Language Models.  

 

 
 

The BERT-family (Bidirectional Encoder Representations from Transformers) of 

models is a group of pretrained language models that are specifically adapted to understand the 

context of a given text (Devlin et al., 2019). It is highly popular in Natural Language Processing 

research and has been improved over time, making it a standard baseline model in many 

experiments (Rogers et al., 2020). A straightforward application of BERT models is sentiment 

classification, as this requires an understanding of the input provided. I examined 

DeBERTaV321 (Decoding-enhanced BERT with disentangled attention version 3), which is an 

improved version of the original BERT, that has been shown to perform excellent on various 

tasks of natural language understanding (He et al., 2023). This model has been pre-trained on 

Wikipedia content, a conversational archive built on Reddit, and a book corpus (He et al., 2021). 

I fine-tuned the model on a training set of 2,400 randomly selected news articles (around 20% 

of the dataset) and ran the model on a subset of 20% of the news, randomly selected among the 

 
21 https://github.com/microsoft/DeBERTa 
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shorter 50% of news articles22 using python’s Transformer package23. Performance results of 

this analysis are reported in Table 12 below. 

GPT (Generative Pre-trained Transformer) is another group of models, that are 

generalists in their capabilities. ChatGPT has been proposed as a suitable tool for sentiment 

analysis, one approach being to pass instructions to the model, similar to a codebook for human 

coders (Kheiri & Karimi, 2023). Using the dataiku24 platform, I passed on brief coding 

instructions similar to the ones used in (Mändli et al., 2023) along with each news article to 

examine by the algorithm. I used the GPT 3.5 Chat (a.k.a. Turbo). The model then returned the 

classification it determined the most likely. Interestingly, this approach allows to return a 

textual description of the reasoning behind the chosen classification of sentiment. It would have 

also allowed to pass on examples of classifications for the model, a step which I skipped after 

initial examination due to two reasons: First, this would have resulted in additional amounts of 

text being transferred along with the actual news articles to classify, stressing even further the 

input amount limits. Second, as the classification of the articles is highly complex, passing only 

few examples might bias the results in unintended ways. I examined 20% of randomly selected 

news articles as for DeBERTaV3, results are reported in Table 12 below. 

The results show that DeBERTaV3 outperforms all approaches examined thus far on 

the subsample of news articles on all overall metrics by a notable margin. It also shows that 

ChatGPT reaches similar performance levels as the best performing machine learning 

approaches. This is remarkable, as apart from brief coding instructions, ChatGPT was not 

trained on the specific task of classification of the news articles, thus there is no need to 

 
22 In both cases where I test the large language models, I was unable to test the entire dataset because these 
models have limits in terms of input length. Many of the news articles exceed this length, with the ChatGPT 
model there are also instructions sent with each article, thus there is even less available space for news articles. 
Nevertheless, using 20% of the data at random for comparable results regarding their performance vis-à-vis the 
other approaches.  
23 https://pypi.org/project/transformers/ 
24 https://www.dataiku.com 
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manually code a subset of the articles prior to running the algorithm (called zero-shot). While 

DeBERTaV3 was trained on a subset of the pre-coded data, similar to the other machine 

learning approaches, the amount of work involved for the ChatGPT approach is comparable 

using dictionary approaches, yet it is substantially more accurate. 

 

Table 12 

Results of Large Language Models DeBERTaV3 and ChatGPT Run on a Subset of 20% of the 

News Articles Reported Among the Best Performing Machine Learning and Dictionary 

Approaches. 

Approach 
Type 

Name 
Overall 

Accuracy 

Krippen-
dorff's 
alpha 

Macro-
F1 

Accuracy 
Negative 

Accuracy 
Neutral 

Accuracy 
Positive 

Large 
Language 
Models 

ChatGPT 0.78 0.61 0.63 0.8 0.26 0.84 
DeBERTa 
V3 0.85 0.72 0.72 0.87 0.38 0.9 

Machine 
Learning 

Support 
Vector 
Machines 

0.79 0.61 0.64 0.85 0.18 0.83 

Machine 
Learning 
Vote 

0.79 0.62 0.65 0.84 0.23 0.84 

Dictionary 
AFINN 0.6 0.31 0.47 0.56 0.1 0.76 
Dictionary 
Vote 

0.6 0.3 0.46 0.55 0.09 0.78 

Global Vote 0.78 0.6 0.64 0.8 0.21 0.87 

Note. The highest value in each column is highlighted in bold. 

 

Post Hoc Analysis II – Impacts of Using Automated Coding on Research Results 

Apart from a consideration of how closely manual sentiment coding can be matched 

using either dictionary or machine learning approaches, it is important to consider what impact 

such automated coding might have on the conclusions drawn when answering specific research 

questions. For this purpose, I compare results of a simplified panel-data model inspired by the 
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original paper (Mändli et al., 2023) to examine potential differences using the best performing 

approaches from the analysis above. In particular, I ran panel data fixed-effects regression 

models, where the dependent variable is the number of negative news in a given month t. The 

independent variables are constructed as the sum of news in each category of negative, neutral, 

and positive, over the annual period preceding the focal month t. I also employ the same control 

variables as in the original analysis (MSCI ESG environmental score, company assets, 

profitability, leverage, net sales, and cash flow). 

Column 1 in Table 13 below shows the results of the company fixed-effects model run 

on hand-coded data. Columns 2, 3, and 4 report the results of company fixed-effects models on 

the machine-coded data from the best dictionary approach (AFINN), the best machine learning 

approach (SVM), and the Global Vote among all examined approaches, respectively25. 

Standard errors are clustered at the company level. 

The Global Vote approach provides results that match the results from the original hand 

coding the closest, in terms of which estimates are significant as well as their direction. The 

approaches scoring higher in the prior examination of all approaches (c.f. Table 9 above), 

appear to perform better in this actual analysis. However, estimates of coefficients differ in size. 

For example, the variable “Sum of Neutral Articles”, has an estimated coefficient size of .14 in 

the hand-coded model, while the SVM model estimates this coefficient at .35 and the global 

vote at .05. 

This shows that given this particular dataset and the respective manual coding procedure 

as well as the examined automated approaches, in an analysis such as the one I conducted above, 

automated approaches are unable to match manual coding. However, this does not allow to rule 

out that other automated sentiment approaches, other datasets or a different analysis would 

provide a similar verdict. 

 
25 I could not compare results from the large language models (ChatGPT and DeBERTaV3), as they did not 
include the entire sample examined in the other approaches. 
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Table 13 

Results From Panel Fixed-Effect Regressions Based on Data From the Best Performing 

Coding Approaches and the Manually Coded Data.  

Model 1 2 3 4 

News Article Coding Type Hand-Coding 
AFINN 
Coding SVM Coding 

Global Vote 
Coding 

Variables Sum of Negative Articles in Month t 

Sum of Negative Articles 0.040*** 0.030*** 0.038*** 0.030** 
 (0.006) (0.009) (0.008) (0.012) 

     

Sum of Positive Articles -0.001 0.011 0.001 -0.003 
 (0.001) (0.012) (0.003) (0.003) 

     

Sum of Neutral Articles 0.140** 0.003 0.346* 0.052** 
 (0.068) (0.042) (0.198) (0.019) 
     

MSCI ESG Environmental  
Score 

0.012 -0.009 -0.000 -0.015 
(0.025) (0.018) (0.033) (0.020) 

     

Assets -0.000 -0.000 -0.000 -0.000 
 (0.000) (0.000) (0.000) (0.000) 

     
Profitability 0.027 0.007 0.021 0.012 

 (0.032) (0.013) (0.027) (0.025) 
     
Leverage -0.002 -0.003 -0.002 -0.004 

 (0.003) (0.003) (0.002) (0.003) 
     
Net Sales -0.000 -0.000 0.001 -0.003 

 (0.001) (0.001) (0.002) (0.002) 
     
Cash Flow 0.026 0.035 0.008 0.043 

 (0.020) (0.022) (0.012) (0.028) 
     

Constant 0.191 0.294 0.366 0.561** 
 (0.205) (0.191) (0.219) (0.208)      

Observations 4,393 4,393 4,393 4,393 
R-squared 0.104 0.051 0.102 0.063 
Number of Companies 30 30 30 30 

Note. Robust standard errors in parentheses. 

*** p<0.01, ** p<0.05, * p<0.1 

All independent and control variables are annual values corresponding to months t-1 to t-12. 
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Discussion 

My analysis yields mixed results regarding the appropriateness of automated approaches 

commonly used in management science to code tonality of news articles. While careful 

examination and setup might warrant the use of some approaches, it is unclear whether the 

results would be of sufficient quality. In particular, depending on how the coded data is used 

afterwards, conclusions based on the coded data might be conditional on the choice of approach. 

A first outcome from my analysis is the superiority of machine learning approaches over 

dictionary approaches on the examined dataset. This is in contrast to other studies that have 

found similar performance levels for both, dictionary-based and machine learning based 

sentiment analysis (e.g., Dhaoui et al., 2017). A potential explanation for this could be the 

structure of the data: News articles are usually longer than for example social media posts or 

product reviews and they may contain a lot of additional information unrelated to the subject 

examined. While dictionary approaches would use the entire text, machine learning approaches 

“learn” to ignore the unrelated parts of text given a quality training set. Further, the tonality of 

shorter texts might be more homogeneous than the tonality of longer texts, for example news 

articles try to capture the reader’s attention by using narration and different aspects of or views 

on an issue (Curran et al., 2017). A dictionary approach that reports the overall tonality in an 

article most likely fails with increasing heterogeneity of tonality in the text. 

Second, common practice of using approaches that have been employed in prior 

literature might lead to missing out more promising approaches proposed in other fields. As I 

show in my supplemental analysis, a model that does not require any training like ChatGPT 

performs with similar precision as the supervised machine learning models after several steps 

of pre-training and adjusting. A pre-trained large language model such as DeBERTaV3 might 

even be able to deliver results that approach manual coding accuracy. I thus recommend 
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researchers to include such novel models in their choice set of algorithms when starting a new 

project and examine their performance in pre-tests.  

Third, as my analysis shows, close examination, cross-validation, and tuning of 

parameters at all stages of the process is pivotal. These steps also rely on manually pre-coded 

subset of the data used for testing and calibration, which ideally is of high quality and 

representative of the data. If done correctly, improvements are possible at every step of the 

sentiment analysis process. It is consequently important for researchers to understand what can 

be improved at every stage and how. Moreover, the results also show that there are not only 

differences between classes of approaches (dictionary and machine learning) but also between 

individual approaches. Careful pretesting and comparison of different algorithms and 

dictionaries are thus important. 

Fourth, as I have found in my analysis, there are considerable differences in terms of 

performance by tonality, particularly the ‘neutral’ category suffers from low performance 

metrics. Similar problems have been reported elsewhere (e.g., Boukes et al., 2020). In the case 

of the news articles examined, a reason for why this might be more pronounced could be 

attributed to the coding regime. While several approaches examined would classify an article 

that contains equal amounts of negative and positive sentiment as ‘neutral’, the aim in Mändli 

et al. (2023) was to capture any criticism that was voiced regarding environmental issues of 

companies. Consequently, an article containing equal amounts of negative and positive 

sentiment was classified as ‘negative’ in the hand-coding process. Results show that even when 

passing on this coding regime to ChatGPT, the ‘neutral’ category is plagued by lower accuracy.  

Depending on the research question at hand and the importance of each sentiment category, 

some approaches might be better suited than others. 

Fifth, my results support that manual coding should still be considered an essential part 

of the research process of sentiment analysis (Boukes et al., 2020) in two ways: For the training 
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of machine learning and fine-tuning of large language models, a meticulously coded training 

and validation subset of the data ensures higher classification accuracy. For the use of dictionary 

approaches and models that do not rely on finetuning such as ChatGPT, validation of 

performance relies on accurately pre-coded data as well. While it might be tempting to use 

ChatGPT or similar models that do not require training as this allows to save time, the results 

should nevertheless be examined and validated. Further, manually coding at least part of the 

data allows researchers to develop a deeper understanding of the subject of interest as well as 

to validate whether the data they are examining is really what they are intending to investigate. 

For example, requesting a sample of news articles on environmental issues and the company 

‘Apple’ from a database might actually contain articles about environmental issues related to 

pesticide use on apple farms. 

Importantly, if Krippendorff’s alpha is considered as a benchmark criterion, there is no 

approach in my examination that reaches a recommended level of alpha above .80 

(Krippendorff, 2004). Yet, as I show in my supplemental analysis, where I used the outcomes 

from the automated coding to conduct an actual analysis, the output of machine learning 

classification and even dictionary classification might be sufficient to draw certain conclusions, 

depending on the research question. For example, if the goal is to measure average media 

tonality over a longer period of time, the performance of the approaches I examined might be 

sufficient, as individual misclassifications might not matter as much on an aggregate level. 

These results contribute to management research and in particular applications of 

sentiment analysis in the following ways: First, they show that for longer texts and more 

complex subjects, such as environmental issues, manual coding is most likely superior to 

automated approaches commonly employed in management. This is an important insight for 

literatures that rely on media sentiment, for example the legitimacy (e.g., Haack et al., 2012; 

Pollock & Rindova, 2003), celebrity (e.g., Pfarrer et al., 2010; Rindova et al., 2006), or 
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reputation literatures (e.g., Bundy et al., 2021; Wartick, 1992). Second, when automated 

approaches are used, a consideration of several approaches, including the most recent ones 

proposed in information science, as well as manual validation are important. Additionally, the 

reporting of these validation measures should be considered standard in research papers. Third, 

the results indicate that performance levels of more novel approaches such as ChatGPT or 

BERT might approach desirable performance levels, yet require less effort than many 

approaches thus far. Nevertheless, they still require manually coded data for fine-tuning and 

validation. It is therefore essential that researchers are able to conduct manual coding reliably, 

as this approach is plagued by different shortcomings as well (Riffe et al., 2006). Vice-versa, 

this also implies that papers solely based on manual coding are likely to benefit from quality 

underlying data. 

Limitations 

I limited my analysis to examine the most popular dictionary and machine learning 

approaches currently used in management literature and tested them on a dataset of news 

articles. This presents several restrictions that demand consideration: First, there might be 

approaches that perform substantially better that I have not identified through my literature 

analysis. I have included two state of the art large language models, yet still, there is for example 

an emerging literature on applications of deep learning and neural networks for sentiment 

analysis (e.g., Tul et al., 2017; Yadav & Vishwakarma, 2020). Further work could integrate 

more of such recently proposed methods for sentiment analysis from other disciplines and 

examine their performance in the context of typical tasks for management science. 

Second, another limitation of my analysis is that I examined the large language models 

only on a subset of the news articles, randomly drawn from the half of the sample with the 

smaller article length. This was due to the so-called sequence length limitations (the maximum 

length of a news article passed on to the algorithm). Drawing a subsample limits the ability to 
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compare results with other approaches in my analysis. On the other hand, performance might 

also be influenced by the length of the news articles, smaller articles might for example contain 

less noisy information. Possible solutions to overcome the issue of sequence length limitations, 

are to summarize input data using large language models, only using portions of the text, or 

passing on different parts to multiple instances of the algorithm simultaneously (e.g., Grail et 

al., 2021; Pascual et al., 2021; Zaheer et al., 2020). Whether either of these techniques work 

well for larger news articles’ sentiment analysis remains an additional topic of investigation. 

Third, the approaches I examined might have performed differently on other datasets, 

for example dictionary approaches such as AFINN tend to perform well on shorter Twitter 

messages (Ribeiro et al., 2016). Adequate performance of sentiment classification of short texts 

such as social media posts and product reviews is documented well (e.g., Dos Santos & Gatti, 

2014; Kiritchenko et al., 2014), some authors found that both types of approaches – dictionary 

and machine learning – perform equally well on such short texts (e.g., Dhaoui et al., 2017). Yet 

my results show that for longer and potentially less homogeneous texts, automated sentiment 

classification becomes more challenging and might demand more sophisticated techniques. In 

particular, the performance superiority of machine learning over dictionary approaches I 

observe points towards higher diversity of narration, topics and tones used in those texts. 

Another aspect that might contribute to this is that dictionary-based approaches are using words 

from the specific domains they were developed for and might not be adequate for environmental 

issues in a business context. Future research might thus compare automated approaches’ 

performance on different types of longer texts, such as for example sections of annual reports, 

transcripts of CEO speeches, or analyst reports, to understand what text specific elements make 

sentiment classification more challenging, in order to propose solutions to overcome them. 

Fourth, the manual coding scheme and its specificities regarding tonality categories in 

the dataset I used additionally raised the bar for automated approaches, in particular the 
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dictionary ones. As detailed earlier, the aim of the manual coding process was to capture 

criticism, which is why an article was coded as ‘negative’ by the coders once there was at least 

one element of criticism against the company and its environmental issues. Machine learning 

algorithms are theoretically able to learn any type of classification scheme, what matters is the 

quality and amount of the training data. This is most likely one of the reasons why machine 

learning and large language models outperformed dictionary approaches in my analysis. To 

further investigate this, an approach would be to capture how performance of automated 

approaches varies with the level of complexity of the manual coding scheme. It would also be 

interesting to understand whether more sophisticated coding schemes for manual coders require 

more training data for algorithms. 

A final potential limitation to the performance levels of the approaches I examined 

might be that the manual coders did not agree perfectly. As mentioned earlier, Krippendorff’s 

alpha between the three coders is reported at .82. It is thus questionable, also from a statistical 

point of view, whether any type of algorithm might be able to reach levels of this metric above 

the intercoder reliability of the human coders. First, using the hand-coded dataset for training, 

will introduce these individual disagreements of coders into the model. Second, as all 

approaches are evaluated against the hand-coded data that most likely contains a minor 

proportion of articles where coders disagree. Randomization of training and testing data should 

be able to deal with the prior issue, as this ensures that news articles coded by each of the coders 

should be equally likely to be drawn into the training dataset. The latter concern is more 

complex to deal with. It is theoretically possible, yet unlikely, that currently an algorithm is 

able to learn the preferences of each individual coder, in this case a precision above the one 

reported between human coders should be possible. On the other hand, it might be that some 

algorithms are better at capturing the true tonality of the articles than human coders. In this 

case, reported metrics could be higher or lower, depending on what kinds of issues are affecting 
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the automated and hand-coding approaches. To investigate this, a dataset that contains a 

‘ground of truth’ different from manual coding (for example customer reviews that contain star 

ratings) could be examined. It would also be useful to investigate whether different levels of 

agreement between coders limit the reliability of automated approaches. 

Conclusion 

This paper underscores that careful manual coding of data remains an important step 

when conducting sentiment analysis (Boukes et al., 2020), for training and validation of even 

the most sophisticated models. Given the results of my analysis, several automated approaches 

might yield results that are sufficiently close to manual coding, using them would result in 

substantial savings in terms of time and cost. On the other hand, my analysis also shows that 

the data used in original article (Mändli et al., 2023) which is based entirely on hand coding, 

cannot be closely replicated with any of the approaches examined. 

Advances in machine learning and artificial intelligence make it more likely that 

different and better solutions to such problems such as sentiment analysis might become 

popular in the near future (Cambria et al., 2013). For example, developments of large language 

models (e.g., ChatGPT or BERT) have been shown to perform well at sentiment analysis tasks 

(e.g., Zhong et al., 2023), a finding that my results also support. Most likely, such tools will be 

regularly used in management research in the future as well, apart from cost and time 

considerations, higher accuracy would permit their use also from a research perspective (Xu et 

al., 2021). 

Even if these approaches might go beyond current limitations in terms of performance, 

sentiment of a given piece of text ultimately is not objectively determined by a machine, but a 

subjective evaluation of each reader. Similar as to microlevel legitimacy (Bitektine & Haack, 

2015), it represents a judgment made at the individual level of the reader. Crowd coding, where 

a larger group of individuals determine sentiment of given piece of text, might thus present an 
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additional promising avenue (van Atteveldt et al., 2021). A potential consequence of this could 

be that instead of binary or trinary evaluations, researchers would employ a distribution of 

sentiment on a continuum. Coding of text sentiment would probably become costlier (more 

coders assessing the same piece of text), but not necessarily more time consuming, as platforms 

would allow to recruit large numbers of coders and to allocate smaller proportions of the data 

to each coder. On the other hand, quality of coding might suffer if coders are untrained or try 

to earn as much as possible by coding the texts quicker. Finally, ChatGPT and SentiStrenght 

both classify this last paragraph as ‘neutral’, whether the reader agrees depends on his or her 

individual assessment. 
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Conclusion 

In this last section, I briefly outline the main contributions and limitations of the chap-

ter in the thesis. Finally, I tie together the individual results of the chapters with regards to 

their interrelatedness. 

Chapter 1 contributes to the understanding of the relationship of firms and the media. 

We provide evidence that negative media exposure on environmental issues has a dynamic 

effect, therefore it increases the subsequent likelihood of additional exposure of this type for 

firms. As negative media exposure dynamically accumulates over time, firms might be in 

danger of ending up in a spiral of negative reporting. However, we also show that these spi-

rals can be broken by positive media reports and press releases, as both have a protective ef-

fect. This indicates that firms can not only use impression management tactics in a reactive 

manner, but strategically communicate – as in our study for example by emitting press re-

leases – to diminish negative bias in news reports. 

Dynamic effects in media exposure appear to be a complex phenomenon. A valuable 

approach towards gaining additional understanding could be to investigate potential dynamic 

effects across varying media types, including print, TV, and social media. Another approach 

would be to explore the implications of these dynamic effects for the consequences of media 

exposure. For example, do negative dynamics additionally pressure firms to improve on envi-

ronmental dimensions? Finally, it would also be essential to understand the repercussions of 

dynamic media effects for firm reputation, legitimacy, and other social evaluations’ constructs. 

The contributions of chapter 2 are not tied to a specific literature, but more broadly to 

quantitative research in management that employs control variables. Our discussion of both 

perspectives on the matter of using few or many control variables and the simulations show 

that empirical rules related to control variable selection are misleading and that the many or 

few control variables debate is futile. Instead, we propose an integrated approach that combines 
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the merits of both perspectives. We also recommend that researchers focus on existing theory 

to identify relevant controls, and use causal graphs to detect endogenous controls. Quantitative 

research in management science should aim at delivering causal claims, correct model specifi-

cations and inclusion of relevant controls are essential steps on this path. 

While simulations are a fitting tool to answer our research questions, we are unable to 

quantify actual biases that applications of either perspective might have caused. Further studies 

would be required to understand whether studies that did or did not adhere to a specific ap-

proach were more or less likely to use fewer or more control variables and whether these studies 

are plagued by omitted variable bias and/or bias caused by inclusion of endogenous controls. 

More work is also needed to ensure that techniques such as causal graphs become more widely 

known and more frequently applied in research practice. 

The findings from chapter 3 contribute to management research using sentiment anal-

ysis. My investigation puts forth that frequently used automated approaches for sentiment anal-

ysis in the field are unable to replicate manual coding with necessary precision when applied 

to news articles. However, I also show that two more recent state of the art large language 

models deliver more promising results than commonly used approaches in the field. I conse-

quently propose that researchers test different coding procedures, both manual and automated, 

and include in this test more novel approaches such as the large language models I examined, 

before settling on a methods choice. 

Given that I considered the most frequently used approaches in management science in 

this study, further research is needed to investigate whether other approaches, that were outside 

the scope of my analysis, might be more accurate. Moreover, while news articles are one type 

of data investigated in management research, an understanding of the performance of auto-

mated approaches across various kinds of data commonly examined in management would be 

important. Finally, as in my investigation, the “ground truth” in sentiment analysis is usually 
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manual coding, often times coded by researchers involved in the project. Investigations into 

the limitations of using manual coding as a baseline and potential alternative measures that 

could be used as a reference should present additional valuable steps forward. 

The results of chapters 2 and 3, beyond their individual contributions, are in support of 

the empirical choices made in chapter 1, lending credibility to its results as well as the theoret-

ical and practical implications. A main outcome of the critiques and simulations in chapter 2 is 

that control variable selection should be driven by existing theory and to abandon empirical 

rules. This supports our approach in chapter 1 to identify drivers of media exposure in existing 

works and to control for them, irrespective of how many or few. For example, if we would 

have chosen the frugal approach, we would have dropped the control variables Assets and Prof-

itability, as they are not significantly correlated with the dependent variables. As shown in the 

simulations of chapter 2, this would have possibly caused an omitted variable problem and 

biased our estimates of interest, as both, Assets and Profitability are significantly correlated 

with other variables in the model. Chapter 2 also shows that it would have probably been a bad 

idea to abstain from proxies from our analysis in chapter 1 (most control variables in this chap-

ter are proxies), as this would have most likely resulted in additional bias. 

Second, our choice of using manual coding for the environmental news articles is sup-

ported by the results of the analysis of automated sentiment approaches in chapter 3. It shows 

that if we had used automated approaches to determine the tonality of the news articles, we 

would have obtained different tonality patterns conditional on the type of approach used. Most 

likely, this would have also changed the conclusions drawn from the data. One potential reason 

why automated approaches struggle in this case, is because the news articles contain additional 

information that is unrelated to the firm’s environmental issues, but is taken into account by 

any algorithm. Moreover, in the manual coding procedure, we were aiming to detect even a 

minimal amount of criticism, something that is difficult to replicate using basic automated 
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approaches such as a dictionary, but might be attained using more capable algorithms such as 

ChatGPT. Finally, the manual coding approach additionally provided the authors with a de-

tailed and systematic understanding of the underlying news articles (each article had been read 

by at least one person, two of the three coders are authors), knowledge that would not have 

been obtained if we had used an automated approach. 
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