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Abstract
In this chapter, | review literature on traits (ii@dividual differences) and their links to leade
outcomes. | present an integrated model, the d@guoripctuality trait theory, to explain two routies
leader outcomes that stem from traits: the roudedbjectively matters and the route that appears t
matter but objectively may not. | discuss the higtaf trait research and provide criteria by whieh
should judge the validity of trait models. Finallygview trait models that are the most predicb¥e

leadership outcomes and identify those that arestanters.



A major preoccupation of teams, organizations, @htries is to select leaders who will be
effective. This issue is timeless and very impdrtgiven that leadership appears to matter much for
organisational effectiveness, particularly at tlghlbst echelons where leader discretionary power is
high (Bertrand & Schoar, 2003; Finkelstein & Hanckri1990; Hambrick & Finkelstein, 1987;
Hambrick & Mason, 1984; Jones & Olken, 2005; LoWryeck, & Sivasubramaniam, 1996).

Plato was one of the first to write about the intance of leadership, its determinants and its
outcomes. In th&epublic (Plato & Jowett, 1901Rlato acknowledged that individuals could not be
successful in different types of vocations and thiaate characteristics—which predict effective
leadership—were not equally distributed in the pafon. That is, he suggested “we are not all alike
there are diversities of natures among us whictadapted to different occupations” (p. 50). Plato
proposed job-fit leadership theory arguing thatdtagde must select “natures which are fitted fer th
task” (p. 56). Plato went on to suggest that: “Eheill be discovered to be some natures who owught t
... be leaders in the State; and others whoatrbarn to be [leaders], and are meant to be fahsw
rather than leaders” (p. 175). He acknowledged*ifiag selection [of leaders] will be no easy méditter
(p. 56).

For Plato, individuals were not as rational as veeil hope them to be, which oftentimes left
to chance (or other specious factors) the selecfideaders. His allegory about the sailor who beza
captain because he was stronger and taller thasthiee sailors provides an example regarding the
extent to which Plato thought the most able migtitrise to power if the selection was left to
individuals who did not have the appropriate experand rational faculties to undertake the salacti
Indeed, the captain may haseemed to be better (because of his physical qualitiesyyever, as
mentioned by Plato, the captain “is a little deaffd has a similar infirmity in sight, and his knedge
of navigation is not much better” (Plato & Jowd®01, p. 190). Plato wanted to ensure that thoge wh
were appointed to power were the best qualifieth boterms of their abilities and training. He gav
several traits he thought were essential for affedeadership.

The quest for traits that predict effective leabgrgontinues today. Interestingly, | will come
full circle and show that many of Plato’s insightsre remarkably concordant with current research.

He identified aspects of intelligence and persiondhiat were important for leadership including



“courage, magnificence [i.e., having perseveramckfartitude], apprehension [i.e., referring to
learning, perception, or intelligence], memory” {193) “skill in asking and answering” (p. 243); Heo
that were the “surest and the bravest, and, ifipless. . the fairest . . having noble and gensrou
tempers” (p. 243), “keenness and ready powersapisition” [i.e., wise, clever] (p. 243) and who
exhibited dialectical reasoning (which in this aitreferred to being logical in argument, showing
critical inquiry and intelligence) (Plato & Jowetf901); (se@he Oxford English Dictionary Online,
2000 for word definitions)

In this chapter, | will discuss whether leaderdpiplitical or organizational) can be predicted
by individual differences. Complicating my taskwever, is the reality that research on individual
differences in leadership has gone through peattdranghs, as well as many fashions! The literature
has also been bombarded by “newly-discovered’strarhany of which are far from being newly
discovered or are simply irrelevant or not very ampnt for leadership and work outcomes. The
proliferation of trait models has, unfortunatelyjddied the literature; furthermore, legitimate
constructs are being taken less seriously becdusmsational yet unsubstantiated claims by some
popular writers (e.g., Goleman, Boyatzis, & McK2@02) who have not scientifically tested their
speculations or had their claims scrutinized ingepr-reviewed scientific journals.

In this chapter, | present individual-differencedats that have stood the test of time and
show that there are traits that predict leaderesg;che fact that these traits have been resehosiee
a long period of time does not make them antiquaied way, these trait models are like aspirin:
discovered many decades ago but still effectivayotidefine traits and discuss their antecedents.
Next, | present what | refer to as an ascriptiotualdy trait theory of leadership to explain whynse
traits actually matter (objectively) for leadershiffiectiveness to the observer whereas other traits
appear to matter to the observer but objectivelyhtniot. | provide a historical overview of the
literature to show how trait research fell in and of (and then in again) favour of leadership $ats)
and how methodologically-sophisticated researchiggmghes have engendered a renaissance in trait
research. Then, | briefly discuss the criteria tieatarchers should use to sift through the feeld t
select models that are valid. Finally, | reviewttraodels that are the most predictive of leadgrshi

outcomes and identify those that are non-starters.



What are traits?

As with definitions of leadership, there are masfimitions of traits. | will use one that will
probably not upset too many differential psychadtsyi Briefly, traits are psychological or biolodica
characteristics that exhibit four essential prapsriThat istraits are individual characteristics that
(a) are measurable (b) vary across individuals, (c) exhibit temporal and situational stability and (d)
predict attitudes, decisions, or behaviours and consequently outcomes (for discussion see Ashton,
2007; Chamorro-Premuzic, 2007; Kenrick & FundeB8)9 Of course, one has to have a theory too,
which explains why a trait (e.g., intelligence) ¢icts effective leadership.

The above definition seems simple; however, hidugrind it are very important implications
concerning measurement, methodology, and socialittog. For the time being consider general
intelligence as a trait (for further discussion &mgtfredson, 1997; Gottfredson, 2002; Schmidt &
Hunter, 1998, 2004)--briefly, general intelligerean be reliably measured with a variety of tests
whose results converge; scores of a populationdifiduals vary on intelligence tests. Intelligence
scores measured in different occasions and sitstorrelate and intelligence scores predict a
number of outcomes (e.g., work performance or lesduilg). Given that intelligence is usually defined
as the ability to learn (including information-pessing, abstracting, and knowledge), and becaese th
cognitive demands required of leaders in termsattepn recognition, abstraction, information
retention, causal reasoning and the like are gitdatno wonder that intelligence predicts
effectiveness. | will revisit intelligence later.on

Of course, there are important nomological issimeghich | will not get entangled for the
purpose of this review. All factors are construnteented by humans that are grouped together in a
theory explaining a natural phenomenon. Howeverfdlot that “we name something . . . does not
mean we understand it” (CIiff, 1983, p. 120). Ciiferred to this as the “nominalistic fallacy.”rFo
the purpose of this review, if traits—which, aregthp genetically determined and thus can be
considered as exogenous in a predictive model—gtradioutcome, they have some economic utility
for society irrespective of whether we call a mafar trait that we measure Jane, Onk, or intelloge

Thus, what matters most is how the traibpsrationalized and what it predicts and not what the trait



is called (though, of course, the conceptualizatiod description of the trait should follow presou
conceptualizations and descriptions of similargsicommon to our language descriptions).

Note too that although traits do exhibit crossatitanal consistency, we must also consider
the extent to which one is “given license” to exgsrene’s dispositions in certain situations.
Psychologists have been taking the “power of theaon” very seriously, particularly after the now
well-known Milgram obedience studies were publisfiddgram, 1963). Although some are sceptical
that the Milgram experiments could not be reproducelay because experimental participants are
more sawvy (or perhaps more ethical and thus woolddminister shocks to someone in a simple
learning exercise), the Milgram experiment was mégaeplicated (Burger, 2009). This result attests
to the fact that situations can greatly influenage at times even constrain--the type of behaviuair
is considered appropriate in a particular situas®e also Mischel, 1977). In a very simple and
interesting study Price and Bouffard (1974) shotted some situations inhibit the range of
behaviours that individuals can demonstrate. Farmgye, churches, job interviews, or lifts (elevajor
are rather constraining situations (try belchingleeping in one of those situations—this explains
why | am an atheist who likes job stability and wiswually take the stairs!). However, in a park, bar
or football game one can be more free to expressaesires. As an example of how situations
specifically constrain behaviours, Barrick and Mb(ir®93) showed that traits interacted with job
autonomy in predicting outcomes: Extraversion priedi managerial performance only in situations
where managers had high autonomy (discretion). Kewehe relation between extraversion and
performance was much lower in situations where marsahad low autonomy.

In another interesting example, which models aedntl factor and a mediation effect in a
process theory, Lim and Ployhart (2004) found tratsformational leadership mediated the effects of
personality differentially. That is, when the cottteyas “maximum” (i.e., where leaders are being
observed and directly assessed) transformatioadelship fully mediated the relation of traitse¢arn
outcomes and exhibited a stronger relationshipadér outcomes as compared to typical contexts
(i.e., day-to-day). Unfortunately, though, studsesh as these are exceptions (Antonakis, Avolio, &
Sivasubramaniam, 2003; Antonakis et al., 2004Ydeship scholars have not considered context

seriously enough in their theories (Liden & AntoisaR009). As House and Aditya (1997, p. 445)



noted, “It is almost as though leadership schalarshave believed that leader-follower relatiadpsh
exist in a vacuum.” Thus, trait and process mosletsild focus on identifying the contextual
constraints that operate on the leadership phenomen

Where do traits come from: Nature or nurture?

The biological basis of individual differencesnslubitable and has a long history (Ashton,
2007; Chamorro-Premuzic, 2007). Hippocrates, thader of scientific medicine, suspected that
emotions (as well as physical ailments) were adigédly the balance among four bodily fluids: Blood
(influencing cheerfulness), phlegm (affecting cadss), black bile (impacting depression), and yellow
bile (driving anger, courage, and hot temper) (WibQit2007). This was a revolutionary theory in a
time when most were individuals believed that seda(and of course their cures) were caused by
gods (Whiting, 2007). This particular theory of Hgzrates was, of course, not quite right, though
arguably more plausible than even a modern thencemte. Interestingly, Hippocrates’s theory was
very influential well into the nineteenth centuAd{er, 2004).

Nowadays, researchers have made many advancegslamngxg the biological bases of
individual differences; basic sciences such astgEnaeuroscience, and endocrinology have proven
to be very fruitful. | briefly review some findinghowing the promise of this research, particularly
mixing psychometric and behavioural research watkidbiological research. Although research
based in biology might not have direct implicatfonthe organizational sciences, it has helped to
better understand psychometric variables. For el@mgsearch in neurosciences has identified that
brain structure is influenced by genes (Thompsai.e2001). More importantly, specific brain
regions are reliably correlated with psychometielligence (Colom, Jung, & Haier, 2006; Jung &
Haier, 2007; Thompson, et al., 2001).

Research in behavioural genetics has also helpath@iogy advance in many areas. Genes
play a crucial role in the long-term survival ofjanisms. On a broad level, genes affect the basic
architecture of an organism (Dawkins, 1986) andi¢ogical processes (llies, Arvey, & Bouchard,
2006). Genes, of course are not immutable; thegtdisnes vary randomly and any adaptive
evolutionary advantage that has occurred becaussmdbm variation will be systematically passed-

on to later generations (Dawkins, 1986).



Also, both the environment (including geographictdéas) and genes play an important role in
affecting individual differences—as Hippocrates h#b supposed (Schwartz, 1999). For example,
general intelligence, at the country level, issglg linked to geographic factors (Kanazawa, 2008);
however, it also has a strong individual genetimponent (Bouchard & McGue, 2003; Thompson, et
al., 2001). Indeed, there is much research to stglyat individual differences, like personalitydan
intelligence, have a strong hereditary basis (Battl8 Loehlin, 2001; Bouchard & McGue, 2003).
The heritability of personality is in the 50% rang®at of intelligence much higher, particularly in
adulthood (Bouchard & McGue, 2003). An excellenigw as to the implications of behavioural
genetics in organizational behaviour is providedligg et al. (2006).

As regards leadership, three recent studies hawéded us with evidence that leadership
emergence (llies, Gerhardt, & Le, 2004) and roleupancy, both in men and women have a strong
genetic basis (Arvey, Rotundo, Johnson, Zhang, &b, 2006; Arvey, Zhang, Avolio, & Krueger,
2007; llies, et al., 2004). Of course, this reskasovery fundamental in nature and does not have
immediate practical utility (unless a specific leehip “gene” is identified). However, the factttha
heritability estimates are large and partly medidtg psychological variables provides us with sgron
evidence that individual differences matter muahiéadership.

Finally, research based on hormones is also slbvdgking into social science research.
Hormones, which affect neurological functioningg anportant regulators of behaviour (Ellison &
Gray, 2009). However, only a few studies have eraththe effects of hormones in organizational
settings in ways that could be applied to leadprshéstosterone, for example, holds promise in
predicting leadership because it is linked to d@nage and thus social influence (see Gray &
Campbell, 2009; Sellers, Mehl, & Josephs, 2007 htypNarayanan, Koh, & Koh, 2009).
Testosterone has been also been linked to statusskrtaking (which theoretically should predict
leadership) and has high heritability; thus, itidddoe able to provide us with an important biobtadi
explanation of leadership (for nice discussionapydlication in organisational behaviour see: Zyphur
et al., 2009). Also, testosterone has been foumpdedict entrepreneurship (R E White, Thornhill, &
Hampson, 2006; R. E. White, Thornhill, & Hamps2807), which is related but not synonymous

with leadership (Antonakis & Autio, 2006). Interiesfly, although testosterone is an endogenously-



governed hormone, it also reacts to situationdliémfce (Wallen & Hasset, 2009). For example, men
with high basal testosterone, and thus are motiatgain status, have positive endocrinological
reactions following victory in a competition (i.&ad lower cortisol levels); however, their levels
cortisol increased following defeat (Mehta, Joi&dpsephs, 2008). Note, cortisol is considered a
marker of stress and it has been linked to biokigis well as exogenous factors (Kudielka,
Hellhammer, & Wust, 2009), and is known to interaith testosterone in predicting aggression
(Popma et al., 2007). Interestingly, testoster@®as to affect behaviour in women and men in a
similar way, particularly as concerns dominancea(& France, 2001; Sellers, et al., 2007);
however, more research is needed in the area afifexences.

In another fascinating study, researchers exogénhmanipulated oxytocin, a key hormone in
the regulation of social attachment (Kosfeld, Heims, Zak, Fischbacher, & Fehr, 2005). In this
study, individuals played a sequential public-gogdsie, where cooperation between players
increases the players’ monetary payoffs. Individwatho were administered oxytocin, demonstrated
significantly higher trust by transferring more megrio their interaction partner than a control grou
(who were given a placebo). These results haveriapbpractical implications for the functioning of
social institutions and leadership.

As is evident, research at the nexus of biology@sythology should yield interesting and
high-impact research; it is likely that leadersbgholars will start venturing further into this yer
fertile research landscape. As mentioned by Zyghat. (2009) “In order to remain on the cutting
edge of social science scholarship, the field afiagement and organizational studies must now catch
up with related disciplines that are pioneeringititegration of their study with biology.”

Ascription-Actuality Trait Theory

In this section | introduce an integrative traibgess theory as an organizing framework for
the individual-difference variables | review inglghapter. With this framework, | describe howtsrai
affect leader emergence and outcomes; howevdigerahtiate between traits thadally matter for
leadership and those theem to matter. The reason for the latter occurrentecause observers
have what we can refer to as “folk theories” offeaship. That is, observers might identify traitatt

vary (e.g., intelligence, facial appearance) amah thttempt to link these constructs to real-world



outcomes (e.g., effective leadership). At timeesthcorrelations are valid. At other times, indinils
see what can be termed “illusory correlations”(Bkgr& Kahneman, 1974)—correlations that are
specious, but which the observers see as corrgliatinitively with the outcome. As far as social
cognition is concerned, these invalid correlatiaresfound in a variety of situations and are exydi
by the availability heuristic, where individualss%ess the frequency of a class or the probabfiino
event by the ease with which instances or occuenan be brought to mind” (Tversky &
Kahneman, 1974, p. 1127). That is, the easiettd ismiagine a particular link, the more probable th
link becomes in the observers mind’s eye, partitpifithe link is representative (i.e., apparently
stereotypical/prototypical) of the supposed effeeter to the representativeness heuristic of Tyers
& Kahneman, 1974).

Thus, in this model, | explain two routes to leadeicomes: The actuality route and the
ascription route. The actuality route explains walyjectively, a trait may actually contribute tadker
effectiveness via skills (e.g., technical or soskills). The ascription route explains why, basadhe
representativeness heuristic, a trait allows adet@lemerge; however, this emergence will not
guarantee that the leader is effective. That dividuals emerge as leaders via the ascriptiorerbut
will only be effective if: (a) they possess theuatttraits that predict effectiveness (but whiclreveot
identified in selection processes that led to eereg), (b) the trait on which they were selectegl (e
height, see below) acts on the individual and alessrin such a way that makes the individual more
self-confident and thus more influential and effextFinally, actual effectiveness, whether stengnin
from the leader or other sources, affects thebations of leadership skills because outcomes are
linked to leaders in cognitively consistent waysi¢R, Thomas, & Lord, 1977) as the representative
heuristic would predict (Tversky & Kahneman, 197&Be also Calder (1977); that is, if the
organization does well, observers assume thattdel (who is usually attributed responsibilitytrod
outcome) possesses the necessary traits that th®weeccess.

[Insert Figure 1 here]

Note also that a trait may matter for leadershipaouindividual with this trait might not

emerge as a leader because the relation betwegnaitrend outcome seems counterintuitive to

observers. For example, perhaps voters do notglestdents who are very smart because voters



believe these presidents are not “in touch” enawigih normal folk (thus, presidents would not be
selected on intelligence but something else, Iq@earance). We know from statistical theory that if
U.S. presidents were elected on intelligence theetaiion between intelligence and presidential
performance would be close to zero because alidaets would have high intelligence; that is, the
restriction in range in intelligence would attereutite true relationship between intelligence and
presidential outcomes.

Data suggest that U.S. presidents are not seleat@telligence because the zero-order
correlation between intelligence and U.S. presidégteatness is very strong, in fact shockinglyrso
= .55 (Simonton, 2002)—note, if presidents wereaeld on intelligence, the correlation between
intelligence and greatness would be very low (duaé range restriction in intelligence). | calcath
this correlation using Simonton’s data where he elled presidential greatness as a function of
intelligence, years in office, war years in offiessassination, scandals, and being a war her®, (not
controlling for these other factors Simonton repdithe partial standardized regression coeffiamént
intelligence to be .29; however, this estimateiasdéd because number of years in office is
endogenous and it depends on external factorhiiegood the president was and assassination.
Removing this endogenous predictor from the moddlra-estimating the regression equation
increased the partial standardized beta coeffiteertl). The zero-order estimate of the relatibn o
presidential intelligence and greatness is verylaino the estimate of the relation between
intelligence and general work performance (betw8érto .62), and which increases with increasing
job complexity (Salgado, Anderson, Moscoso, Bergude Fruyt, 2003; Salgado et al., 2003; Schmidt
& Hunter, 1996).

It is also possible that a trait does not mattetdadership (i.e., it does not correlate with
performance) but the individual emerges as a lebeleause observers (and the leader) intuitively
believe that this trait matters; these beliefsit@m become self-fulfilling. Given that the dataddy
leadership researchers are usually perceptual mesaswwgnitive biases should be considered in
theories regarding traits (Rush, et al., 1977). 8$&iption route plays a very important role in

situations where the leader is distant (Antonaki&t&ater, 2002; Shamir, 1995) or in crisis situaso
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(Hunt, Boal, & Dodge, 1999; Merolla, Ramos, & Zedhgter, 2007). Examples of ascribed traits
could include facial appearance, height, body weigltte, age (or experience) and sex.

Consider facial appearance. In a social interagitogess, the appearance of an individual is
one of the first variables to which an observerspatyention and observers automatically make trait
inferences regarding this appearance (Hassin &€&,2P00). Because there is variation in appearance
that is intuitively (and stereotypically) linked emtcomes, individuals have categories of different
kinds of leaders, as well as associated attritjgfetord, Foti, & De Vader, 1984). Thus, if obsers
believe that a certain type of face is associatighl iwadership competence, they will endow the
individual with the requisite characteristics.

Although this reasoning might seem farfetched TodoMandisodza, Goren, and Hall (2005)
recently showed that inferences of competence gietlieadership emergence in very high-stakes
outcomes: actual political elections! Specificallypdorov et al. (2005) showed naive adults photos o
two individuals (the winner and runner up of arcéti race) and randomly varied the position (left
or right) of the photos. They then asked participan rate the competence, leadership, and
intelligence of the two individuals. Surprisingparticipants were able to reliably select (i.etidye
than chance) the winner of an actual election ra¢erences of competence correlated (44) with
margin of victory and correctly predicted about 76f&lection outcomes. Note the adults could not
identify the individuals in the photos (who werkda from congressional or senate election races).
Interestingly, attractiveness did not predict etecbutcomes, probably because in this context what
matters most is how competent an individuals lod#so, in further variants of the experiment, the
reliability of these snap judgments were equallyjodvaven after exposing individuals to the photos f
only 1 second!

The above results are astounding; however, theg hagn replicated with adults in other
contexts (Antonakis & Dalgas, 2009). Even more ssiry is that children exhibit the same uncanny
ability to pick election winners from photos, ewghen these are from another country (Antonakis &
Dalgas, 2009)! Given Plato’s allegory of the blishelaf-incompetent boat captain it is ironic that the
children in this experiment played a game basetTba Odyssey” and then were asked to pick the

“captain of their boat” (i.e., for sailing from Tydo Ithaca). Interestingly, children’s choicesdioted

11



outcomes just like in a control group of adultg] affects for adults and children were similarttose
of the Todorov et al. (2005) study. These findiagggest that picking winners from pictures is a
highly generalizable phenomenon. Thus, voters, wh@assume to be sophisticated and who should
take their voting responsibilities seriously whérasing their political leaders, appear to be using
irrelevant selection criteria just like children evhave very little or no experience in voting and
political leadership. That adults behave like digitdis probably due to due to a biological face
template and/or rapid early learning (Slater & @ui2001), though the fact that infants can actually
stereotype adults as well as other infants (Ramsayglois, Hoss, Rubenstein, & Griffin, 2004; Van
Duuren, Kendell-Scott, & Stark, 2003) tends to favine nature (rather than “nurture”) argument.
Whatever the case, these results support the wgzrkihthe Ascription-Actuality Trait Theory.

Height is another factor that could bias asses8uisily, as compared to shorter individuals,
taller individuals are accorded more status andhtragtually feel more efficacious (Judge & Cable,
2004). This finding provides a nice example showing the ascription route goes back to the
actuality route (i.e., height and esteem correltg, particularly because results from this meta-
analysis also showed that that height correlatél pérformancer(= .18), incomer(= .26), and
leader emergence € .24) (Judge & Cable, 2004). However, height ddag a marker of intelligence
or related to intelligence through common environtakand genetic components (Sundet, Tambs,
Harris, Magnus, & Torjussen, 2005). Indeed, heigihelated, albeit very weakly, to intelligence,
though this relation seems to be decreasing wiik {see Sundet, et al., 2005), probably due to
environmental influences.

As for the other traits, two more that may affeetder outcomes are sex and age. Concerning
sex, researchers have documented that women advdigaged by the fact that leadership is usually
conceived of in terms of male stereotypical chaméstics, making it difficult for a woman to emerge
as a leader or to be evaluated favourably as ai€&agly & Carli, 2004). That there are fewer
women in the higher echelons of power may stem fitiering mechanisms and self-limiting
behaviours, particularly in contexts that are dediin male stereotypic terms (thus, the contexe rer
a very important determinant of who emerges aadeleand how effective they may be seen).

Interestingly, and paradoxically however, womenéhbgen rated as exhibiting more effective leader
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behaviours than men in business settings (Antonakiad., 2003; Eagly, Johannesen-Schmidt, & van
Engen, 2003); this finding is probably explainedliby fact that only the most competent women
made it through these discriminatory mechanismglgiat al., 2003). Thus, the women'’s edge in
leadership competence is a kind of survival-offittest phenomenon.

Finally, age, is a strong proxy for work experieasewnell as managerial experience (r = .53,
see Ostroff, Atwater, & Feinberg, 2004)--of cours@nagerial and leader practices are not
isomorphic but they are strongly correlated (Tra&eyinkin, 1998). Interestingly, although the
relation between age and work experience is veongt r = .84 (Antonakis, Angerfelt, & Liechti,
2009), neither age nor experience are relatechttelship ability (Antonakis, 2007; Antonakis,
Angerfelt et al., 2009). Individuals reasoning bpresentativeness (Tversky & Kahneman, 1974) will
assume, quite rationally, that older individualks arore experienced; however, they also assume that
experience would be related to effectiveness. liierreason, we probably observe that more
experienced individuals are more likely to be apped as leaders particularly in high-level posiion
(e.g., a sample of more than 10,000 CEOs from lpulpdic firms indicated that the median age was
57 years and the mean at the 10th percentile wgsa&s see Nelson, 2005). However, research
findings show that experience is actualbgatively related to leadership effectiveness (Fiedler, 1970)
in fact, the Ostroff et al. (2004) study found thath age and managerial experience were negatively
(albeit very weakly) related to managerial perfang®l Discussing these results, Fiedler (1970, p. 10
noted “the belief that leadership experience endsperformance is ingrained and will not be easily

shaken by ‘a few studies.” Despite these findinbs, experience (or age)-effectiveness link has bee
almost completely ignored by leadership researchers
The Roller-Coaster History of Trait Research
Interest in leader traits began in the 19th cenivrgn the “great man” theories emanated
from studying shapers of history (Carlyle, 1846hother example is the work of Galton (1869, p. 1)
who suggested that ability is what makes individupieat and is “derived by inheritance.” Early

examples of systematic study of leader traits aeclin military settings. For example, charactersst

such as physical qualities and intelligence, anmathgrs, were examined by Kohs and Irle (1920).
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Research in traits was quite active from aboutl®20s to the 1950s (Antonakis, Cianciolo, &
Sternberg, 2004). Two influential reviews estatdithat there were traits associated with leadershi
(Mann, 1959; Stogdill, 1948); however, traits sdelhout of fashion with leadership researchers
because these studies gave conflicting signalstaheuwesults, which were consequently interpreted
in a pessimistic way (Lord, De Vader, & Alliger,8® Zaccaro, Kemp, & Bader, 2004). Textbooks in
industrial psychology and organizational behavimade sweeping remarks about the inutility of
leader trait research, and this obviously had g megative impact on scholars and students. Due to
other reasons as well, research on leadershipatjand there was not much hope for leadership as
a discipline (Greene, 1977; McCall & Lombardo, 1938hriesheim & Kerr, 1977); there were even
calls for a moratorium on research in leadershim@y] 1975).

The early efforts to find traits associated withdership were plagued with methodological
errors (Zaccaro, et al., 2004). Also, the apprdprsgatistical techniques (e.g., meta-analysisgwet
available to synthesize the results of differentigs. With more reliable instruments, better desig
and more sophisticated methods, the tables hamedwn the sceptics. Three decades after the
misinterpreted reviews of Mann (1959) and Stoddi#48), leader individual differences returned to
prominence on the leadership research radar. A-ametlysis reanalyzed the Mann data and
established that intelligence was, in fact, strpiigked to leader emergence (Lord, et al., 1986).

Two other studies were also instrumental in denmatisgy that variance unique to the
individual (i.e., trait-based) was related to lestigp (Kenny & Zaccaro, 1983; Zaccaro, Foti, &
Kenny, 1991). Specifically, using a rotation desjgarying tasks and group members) Kenny and
Zaccaro (1983), found that between 49% and 82%eo¥ariance in leader emergence was attributed
to the target leader. This result was replicateddgcaro et al. (1991), who found that 59% of the
variance in the emergence of leadership was trée¢alndividual differences in leaders. In the
meantime, another independent line of researchyddcClelland (McClelland, 1975; McClelland &
Burnham, 1976) and House (House, Spangler, & Wqyt8®1) established that implicit motives (i.e.,
subconscious drives or motivators) were linkedetmlkrship effectiveness; however, this researeh lin

was not well known and had a limited effect on kxatip research.
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At this time, the study of traits is back in faghig\ntonakis et al., 2004; Lowe & Gardner,
2001; Zaccaro, et al., 2004) .One might say thegarch in leader individual differences is “hoh” i
fact too hot. That is, there is perhaps too muskaech being done in this area without appropriate
tests to disentangle whether these new traits makeque contribution in predicting leadership
beyond current established traits; in psychologgtber scientific fields a show of “eureka” must be
genuine (i.e., that one truly found something ned different from the past that has practical tyjili
To better understand which traits matter, we nedthve a clear sense of the criteria that should be
used in determining whether the addition of a nait is beneficial for leadership research, as |
discuss below.

On the Validation of Traits Models

Before researchers can make claims that a paatitalit model is predictive of leadership
they must pit their trait againgiugh butfair competition. Analogously, one cannot claim to bast
runner unless one beats runners who are consittelegifast or beats a specific benchmark in a
particular distance; also, the rules of the racetrbha established such that one does not havefain un
advantage over the competition (e.g., making onaeurun with a full rucksack). Thus, one cannot
claim that a trait is somehow different and betith@n established traits if specific evidence is not
provided to support these contentions and testéketrait against tough competition in an open and
honest way. For example, finding that a partictrait--which is supposed to be different from
intelligence and personality--correlates with leagféectiveness is a useless and wasteful endedvour
in that particular study (or in previous studid® tesearchers did not control for intelligence and
personality.

In the table | provide some brief guidelines thdt ne useful for readers when considering
claims about the utility of certain trait modelddrrowed these guidelines from my previous wriing
(Antonakis, 2003, 2004; Antonakis, 2009; Antonakishkanasy, & Dasborough, 2009) to which
readers should refer for details. In these worksg rather critical about the very loose standtrals
some have used to prop-up “new-discovered” trati@m Note that the ten steps | introduce below
will ensure that strong deductions and clear intgtgtions can be made about the utility of a palidic

trait model. Also | am not suggesting that a pattic study must demonstrate evidence of all these

15



steps in every publication—that would be an absundih standard to use. However, for a construct
to be taken seriously, the collective literature.(iprevious research on the construct) must show
evidence that the construct has passed these steps.

[Insert Table 1 here]

These 10 steps are not new nor are they exorhitenting to implement across a research
field. Establishing construct legitimacy takes tiarel effort; science and practice will benefit oifily
research designs are strong.

Traits that matter: The usual suspects!

There are dozens and dozens of traits that haae lbiked to leadership; unfortunately, many
of them are not valid predictors. Only a few hamdwred and generated enough research that has been
analyzed meta-analytically. In this regard, | ol conservative and select models that have extensi
histories behind them and enough data to allove usake valid conclusions (i.e., examined meta-
analytically and with evidence of having passednbeessary validation steps noted above).

The two major domains of traits that predict leatigr are ability and personality, just as Plato
suspected. One might ask: After more than 2000syieahat the best we can do? At this point in time
this is the best we have. It has taken time tmesifistruments to such a point that we can begin to
predict leadership quite well. To put this pointontext many propositions stemming from thinkers
in antiquity (e.qg., Aristarchus’s heliocentric tihgof the galaxy, Pythogoras’s assertion that tim¢he
was a sphere, Eratosthenes’s estimation of the'eaitcumference) were only confirmed in
relatively recent times. Measuring latent consglike personality with instruments that are not as
easy to quantify as length is has proven to bécdiff however, with modern psychometric theory and
statistical methods, we have now made consideeahlances. What is also needed are creative ideas
about constructs that will predict incremental ande beyond the established constructs. As indicate
elsewhere, we should be open to new conceptiomslvidual differences and how they are measured
(John Antonakis, et al., 2004) and look forwardeeing alternative individual-difference models

proving their worth one day, as long as they haenltested thoroughly.
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General intelligence

One of the traits that has stood the test of tinetia strongly related to leadership is general

intelligence. General intelligence ay™reflects the ability to learn, to abstract, topess information
and is the single most important predictor of weukcess (Gottfredson, 1997, 2002; Schmidt &
Hunter, 1998, 2004). Alsg, predicts performance in the U.S. presidency anadkda where
complexity increases. Meta-analytic results shoat tthpredicts leadership emergence (r = .50, Lord,
et al., 1986); also, when measured objectively, (p@per and pencil testgplso predicts objective
leadership effectiveness (r = .33, Judge, Col8elies, 2004). Interestingly, the correlationswetn
measures of perceived effectiveness and emergesreenauch lower (apparently, observers are not
very impressed with smart individuals; | hintedsthihen discussing the ascription-actuality trait
theory). These correlations are pretty impressiuerently there are no other traits that have been
examined meta-analytically that relate as strotglgadership emergence and effectiveness.

Following the precepts of cognitive-resources thedudge et al. (2004) also showed that
predicted leadership outcomes in situations wresaddr stress was low but not when it was high. As
noted elsewhere (Antonakis, et al., 2009), thisaragtalysis did not include the 13 samples of Eied|
and Link (1994) wherein stregsand their interaction predicted outcomes. Becaustods to
synthesize interaction effects for continuous messsare available (Kanetkar, Evans, Everell, Irving
& Millman, 1995) they could have been used in thetaranalysis by Judge et al. (2004). In fact,
Fiedler and Link (1994) showed that in the majoatyheir samples, both 1Q and stress had positive
slopes and the interaction was positive too (seie Trable 6.3), suggesting that IQ had a positive
slope in high-stress situations as well as in loess situations. In fact, the relation in highesg
situations is actually higher. Referring specificab leader performance in situations with
interpersonal stress, Fiedler (1995, p. 52) nd@dr studies do not support the hypothesis... that
intelligence tests are not useful in predictinglkrghip performance in complex or intellectually
demanding tasks. On the contrary... intelligencestesem to predict performance somewhat better in
intellectually demanding and complex tasks, thasinmple or routine ones.”

Finally, despite strong meta-analytic evidencetlierimportance of intelligence for

leadership, some textbooks still do not highlidte importance of for leadership (e.g., Yukl, 2006);
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reviews written by specialists in individual diféeerces, however, (e. g., Spangler, House, & Palrecha
2004; Zaccaro, et al., 2004) strongly highlight itnportance of intelligence and the fact that this
construct has been given short shrift in the lttea

Personality: The big five

Recently, there has been a resurgence of resaakaigl personality to work outcomes. This
revival has occurred primarily because the preWoftagmented ways of describing personality have
been grouped around five big traits (see DigmaB91&oldberg, 1990) although some argue for six
big traits (Lee & Ashton, 2004, 2008). | will focos the big five model, which has a longer history
and meta-analyses linked to leadership.

This reappearance of personality research in psyghds partly due to the research program
of McCrae and Costa and their venerable NEO-PItC&dVicCrae, 1992; Loehlin, McCrae, Costa,
& John, 1998; McCrae & Costa, 1987, 1997). It ipamant to note that apart from one factor
(openness), which is modestly related to intellggerhe rest of the personality factors are uredl&d
intelligence (Goff & Ackerman, 1992) and thus aommedundant when added to predictive models
that include intelligence.

Below, | describe the five-factor model using @Goshd McCrae framework (1992). Note,
correlation coefficients are meta-analytic onestam results from Judge et al. (2002). The first
correlation refers to the correlation of persogakith leader emergence and the second with leader
effectiveness (underlined coefficients have 95%fidence intervals and 80% credibility intervalsttha
exclude zero):

1. Neuroticismi( = -.24 and -.2p which refers to anxiety, demonstration of angepression,
self-consciousness, and vulnerability. Theoretycddladers should have low levels of neuroticism.

2. Extraversionr(= .33and_.23 tapping warmth, gregariousness, assertivenesgy betive
and adventurous, and being positive. Theoretictiig,factor should be the most important predictor
of leadership.

3. Opennesg (= .24and_.24, which includes imagination, being aesthetic,rofgeemotions,
having many interests, curiosity, and unconventignd.eaders should be forward-thinking and

visionary; thus, this factor should be an importamtecedent of leadership.
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4. Agreeableness € .05, .21), whose facets include being trustfudtbers, being frank, soft-
hearted, compliant, modest, and compassionatetively, leaders should be nice and empathetic;
however, such types of individuals may find it wiffit to take a stand on issues or to confrontisthe

5. Conscientiousness £ .33 and .16), which includes self-confidence, ordexds,
dependability, goal orientations, self-discipliaed being deliberative. We would expect successful
leaders to be high on conscientiousness.

Note, given that the personality factors are dateel, it is important to predict leadership in a
multivariate model (i.e., to examine the partigression coefficients). As shown by Judge et al.
(Judge, et al., 2002), together the big five preldizdership emergence well (multiple R = .53) hwit
the following significant betas (standardized):raxersion (.30), openness (.21), agreeablenegy,(-.1
conscientiousness (.36). They also predict leageesfectiveness quite well (multiple R = . 39) thvi
the following significant betas (standardized):raxersion (.18), openness (.19).

A second meta-analysis has linked the big fiveandformational leadership (Bono & Judge,
2004); 1 am noting these results given that trams&vional leadership is currently the most resesdch
leadership theory. Here are the correlations fiiwatlimeasures of the big five, which are less gtron
than those noted above (underlined coefficient €% confidence intervals and 80% credibility
intervals that exclude zero): neuroticisim=(-.16), extraversionr(= .23, openness (= .09,
agreeableness € .12 and conscientiousness= .11). | do not include the multivariate results
because Bono and Judge did not report the padéficients of each of the factors.

Implicit motives

This model of personality is included with cautimecause as of yet, there has not been a
meta-analysis examining its predictive validity feadership. Implicit motives, which include need
for power, affiliation, and achievement, as wellesponsibility disposition, seem to be differaoinf
explicitly measured traits like the big five faddiVinter, John, Stewart, Klohnen, & Duncan, 1998).
There is much research showing that high levetseefl for power as well as low levels of affiliation
and achievement are important antecedents of IglaiggfAntonakis & House, 2002; De Hoogh et al.,

2005; House, et al., 1991; Spangler & House, 19@hter, et al., 1998). Research in this area should
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be consolidated meta-analytically to determinepibygulation estimates. Given the strong effects so
far, it is likely that this model passes the matalgtic test.
The Suspect Traits That Don't Seem To Matter Muas€d on current evidence)

As mentioned before, there are many traits thghtrseem to be useful, particularly to
practitioners, but have not yet demonstrated ytilihen subjected to vigorous tests. | will hightigh
few of these tests. Readers may refer to Zaccatddanmn (2003) specifically regarding the science-
practice divide and the reasons why the importaitistare not taken as seriously as they shouli/be
practitioners whereas the ones that are more ivelytappealing are (see also Rynes, Colbert, &
Brown, 2002).

Emotional intelligence

This trait has probably garnered the most intdmgpractitioners; however, research using strong
designs has not demonstrated that this trait idect@r leadership (i.e., following the steps of
validation | noted above) (Antonakis, et al., 20@ccaro and Horn (2003, p. 779) had this to say
about emotional intelligence (as well as the MBsBle below): “A common phenomenon and problem
in leadership practice [and | would add researchterns undue reliance on popular ideas and fads
without sufficient consideration given to the vilybf these ideas. Recent examples include the
Myers—Briggs Type Indicator . . . and . . . emogibintelligence.”

The only performance-related (including work pemfance) meta-analysis that has been
conducted thus far on emotional intelligence i tid/an Rooy & Viswesvaran (2004). Granted,
work performance and leadership are not the saimg;thowever, a measure that is purported to
predict performance in various domains should ptedork performance and leadership (as ability
and personality tests currently do). Thus, it feimative to see how emotional intelligence does in
predicting general and work performance. Resuisat as stellar as its proponents would like it to
be. The meta-analysis found that the well-respeStddvey-Mayer MEIS ability scale correlated only
.19 with performance though self report emotiontglligence measures had a slightly higher
correlation (overall, emotional intelligence mea&sucorrelated .23 with work performance). Results
for incremental validity were not encouraging: ‘ilkelwith personality, El did not evidence

incremental validity over GMA. However, GMA did sificantly predict performance beyond that
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explained by El. Thus, the claims that El can Ibgogae important predictor than cognitive abilityge.
Goleman, 1995) are apparently more rhetoric theti (&an Rooy & Viswesvaran, 2004, p. 87)
These results may be rather surprising; howevéehjatime there igo evidence that emotional
intelligence matters much beyond general intellageand personality for leadership (Antonakis,
2003, 2004; Antonakis, 2009; Antonakis, et al.,20&motional intelligence simply correlates too
strongly with personality and/or cognitive abil{igepending on the measure) and not enough with
outcomes to demonstrate incremental validity. Futesearch must focus on developing better
instruments that are not linearly relatedjtand the big five before emotional intelligence paove
its worth.

Self-monitoring

A meta-analysis has established that self-monigasrinked to leadership emergence, though the
correlation is only .18 (Day, Schleicher, Uncklegdiiller, 2002). This meta-analysis is limited
because the authors did not control for the big fiersonality factors (which theoretically, may be
strongly related to self-monitoring). Unfortunatetlgere is not much research that has examined the
extent to which the full big five together (i.aetmultivariate effects) predict self-monitoringhile
also correcting for measurement error). Thus, oissible that self-monitoring might not demonstrat
incremental validity over the big five. At this tanself-monitoring is at the same level as emotiona
intelligence in terms of not having demonstrateztémental validity, even though this construct das
longer history.

Myers—Briggs Type Indicator (MBTI)

The MBTI is enormously popular with practitioneowever, the psychometric properties of this
instrument—which were not developed by psychomemmig—have been strongly criticized (McCrae
& Costa, 1989; Pittenger, 1993; Stricker & Rosg4)9particularly regarding the apparent typology
structure. As concerns leadership, results reggidiks between the types and leadership are
contradictory (Zaccaro, et al., 2004) and thermiparticular “type” that is linked to leadership
(Zaccaro & Horn, 2003). More rigorous researcleuired in this area before conclusions can be
drawn (Gardner & Martinko, 1996).

The Suspect Traits That Definitely Don’t Matter
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| do not want to waste readers’ time and valuablgiphing space discussing constructs that
are totally irrelevant; however, | do think it iwthwhile to briefly show how easy it is to sell deds
that have not at been validated. The Herrmann Bdaiminance Instrument (HBDI), which is widely-
used tool, is believed to be useful for leadersHipwever, there is hardly any research testing this
instrument and there no evidence for its validitgrfara & van Lingen, 2001). Another model,
particularly popular with practitioners is the DI®€Ersonality model, which is apparently based en th
four Hippocratic types! | could not identify anysesarch on this model, though plenty of claims about
its validity are on the internet. As with the HBIHjs model does not have the requisite research
behind it to be used in industrial settings. Traneeprobably hundreds of trait models that are
marketed as leadership predictors (readers shealgls the web to see just how many models
proliferate). There are also hundreds of methodspproaches like Neuro-linguistic programming
(NLP), whose proponents claim to be useful for mtath leadership or for developing leadership
skills. Alas, NLP continues to persist in the wasfdpractice even though psychologists have stopped
taking this construct seriously a while back (G&sbassinger, 1990; Sharpley, 1987).

The statistical utility of traits

Because traits are exogenous in predictive modelsthey depend on genes and are not
caused by any other variables in the model), tlaese lanother very interesting property: They can
ensure that coefficients of endogenous (mediatmipkiles are consistent in predicting a dependent
variable. Estimates could be inconsistent for feasons: (a) common methods variance, (b)
backward causality, (c) measurement error, or fdijted variables. Thus, an exogenous source of
variance is needed to ensure that accurate estrasgeobtained. For example, suppose one wished to
examine whether leadership style predicts effentigs. If there is a problem regarding the two
variables because of any of the reasons aboveyan¢o recover the consistent estimate is to model
the following system of equationg:+ big five > leadership style> effectiveness.

Estimates become inconsistent because the ermoiinghe dependent variable may correlate
with the endogenous variable (see Foster & McLamabh@96; Gennetian, Magnuson, & Morris,
2008; Kennedy, 2003). If the endogenous variabteetates with the error term, even with an

increasing sample size the estimate of the relatibmot converge to the true estimate (i.e.sit i

22



inconsistent). Why? Because the ordinary leastregu@LS) or maximum likelihood (ML)
estimators force the residual of the endogenouaharto be orthogonal to the regressor. Thus, to
satisfy the orthogonality assumption, the estinaditiae regressor is changed accordingly (and
becomes inconsistent). Two-equation or multi-equetimdels can be estimated using various
estimators that will provide consistent estimatemdel assumptions are met): limited-information
estimators (e.g., two-stage least squares regresssh S—this estimator is also called the
instrumental variable estimator or IV estimatairjjited information maximum likelihood (LIML); or
maximum likelihood (ML), which is considered a ‘fitformation” estimator.

What these estimators do is rather straightforwiandl] discuss their working in terms of the
2SLS estimator (the principle is slightly differemth ML, though the outcome is similar if the mbde
is correctly specified). Basically, the estimatoseres that the correlation between the residual ite
the dependent variable is unrelated to the endageregressor (thereby providing consistent
estimates). The statistical “trick” that is usedtbg estimator is to replace the troublesome regres
(i.e., the endogenous one that is correlated \Wihetror term) with its predicted value (i.e., tinst-
stage estimate where the endogenous regressgréssed on the exogenous variable/s). Given that
the instrument, that is, the exogenous variablecééhe term “instrumental variable regression,” is
exogenous, it will not correlate with the residteaim. If the instrument is not correlated with #reor
term then this procedure isolates the portion afwge in the endogenous variable stemming from the
instrument that predicts the dependent variablevinich is unrelated to unmeasured or confounded
effects). In other words, the endogenous regrasigraffects the dependent variable through the
instruments’ effect on the endogenous regressor.

Conclusions and future directions

As | have demonstrated in my review, there aiiéstthat are useful in predicting leadership;
thus, these traits will be utile in selecting iridivals who will most likely be seen as leader-klee
well as more effective in positions of leadersiiging valid leader trait models has important
economic implications (there are of course ethioplications too, which | will not get into).

A potentially useful area to look into is how canfiations or sets of traits predict leader

outcomes (Foti & Hauenstein, 2002; Smith & Foti988—research in this domain is underdeveloped
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as is research using sophisticated latent variablgels including latent class or latent profile lgsia
(see Nylund, Asparouhov, & Muthén, 2008). As | nemed before, another very important use for
trait models is that they can be used as exogesmuses of variance in two-stage or multi-equation
models. Unfortunately, this is a very much undéméd technique in management and applied
psychology settings, but one that is standard amemetrics and which could prove useful for
leadership researchers.

Also, to better understand the leadership phenomdeadership researchers must reach out
to other disciplines that study leadership andviiddial differences or related areas. Top contenders
for cross-disciplinary work that might engendergaiigm shifts in our field include behavioural
economics, neuroscience, behavioural endocrinokgy,genetics.

In sum, more research is needed in what has b#&aitfal area in leadership. Although there
are models that do a reasonably good job at predittadership, research will obviously need to
continue to sharpen measurement models and alsokdor new, possibly multidisciplinary models
that might go beyond traditional theorizing and meelologies.

My hope is that this review will help to stimulatew ideas in what is a fascinating topic of
research that has important societal implicatidvis.need to better understand what make leaders
great; we also need to better understand what ntakescorrupt. The better we understand what
predicts leader outcomes the more likely we wilbiove society. As noted by Bennis (2004, p. 331),
who has, over the decades, demonstrated remarnatspicacity,

it is important to remember that the quality ofalk lives is dependent on the quality
of our leadership. The context in which we studydiership is very different from the
context in which we study, say, astronomy. By d&éin, leaders wield power, and so
we study them with the same self-interested intgmgih which we study diabetes
and other life-threatening diseases. Only when maetstand leaders will we be able

to control them.
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Figure 1: The ascription-actuality trait theoryieddership
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Table 1: Ten steps for validating trait measures

Ten steps for validation Explanation
Type of validity
1. Construct validity Indictors of construct must lesaciated with

constructs as specified by theory (tested using
confirmatory factor analysis)

2. Criterion validity* Target construct predicts antcome

3. Discriminant validity* Target construct does noeoap highly with
theoretically distinct constructs

4. Convergent validity* Target construct is relatedteoretically similar
constructs

5. Incremental validity* Target construct predictsigace in outcomes

while controlling for competing constructs (this is
the “litmus” test)

*these tests must control for measurement erroigiwiases coefficients and makes them (as well
coefficients of other independent variables) inistest

Design issues

6. No leader self reports Do not use leader selfigatto rate leadership;
uses others’ observations

7. Avoid common-methods variance Obtain leadershipsones from one source (e.g.,
others) and leader individual differences (e.qg), IQ
from leader

8. Use measures designed to tap constructs Do not pass-off measures of similar constructs as
being studied target construct

9. Use practicing leaders To generalize to leaderglasebased on real
leaders and not on students

10. Data and analysis Have large samples, correctlgifypmodel, and
control for nestings (e.g., use HLM-type models)
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