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Algorithms increasingly make decisions for humans or support human decision-making
(Sunstein 2023). To address cases of discrimination regulatory efforts for Artificial
Intelligence (AI) have recently flourished. On 14 July 2023, the UN Human Rights Council
adopted Resolution A/HRC/RES/53/29 on New and Emerging Technologies at the 53rd
session calling for equal rights offline and online, also regarding gender equality and non-
discrimination. It builds on a wide range of texts including the Guiding Principles on
Business and Human Rights (UNGPs), the UNESCO Recommendation on the Ethics of AI,
which includes a dedicated gender chapter, the Call to Action for Human Rights, the
Roadmap for Digital Cooperation, the creation of the Office of the Secretary-General’s
Envoy on Technology and the ongoing process of the UN Global Digital Compact.

The present contribution assesses the Resolution through the lens of gender equality,
focusing on its added value regarding regulatory efforts for AI by sketching out elements
where AI poses opportunities but also risks for gender equality. 

Recognising AI’s potential to achieve gender equality …

The Resolution highlights the potential of AI: (i) to facilitate progress on human rights, (ii)
to address the digital (gender) divide and to advance gender equality, and (iii) the
empowerment of women and girls in line with SDG 5. This positive narrative rebalances
the dominant discourse on regulating AI. Although regulation is key to control and mitigate
negative impacts on gender equality, the approach should be holistic and consider both
positive and negative effects of AI. By referring to the digital (gender) divide the
Resolution draws attention to one of the root causes of gender inequalities (Lütz 2023a),
biases and algorithmic discrimination. Women are underrepresented in AI professions and
contribute less to models and algorithms that shape current and future decision-making.
Equally, the digital gender divide hinders access to data (creation) thus limiting women’s
role in design and development of AI. The role of AI as “critical enablers of development”
(A/HRC/RES/53/29, p. 2) making such technologies available to all is highlighted. These
digital divides “may reflect and amplify existing social, cultural and economic inequalities”
(A/HRC/RES/53/29, p. 3). Mentioning SDG 5 and gender equality, the Resolution
underscores that the achievement of SDG 5 requires a gender lens (Lütz 2023b).

… while raising awareness of its harmful potential

The resolution warns of the risk that AI can affect women disproportionately by
perpetuating existing patterns of gender inequality and discrimination which is further
exacerbated by the lack of women in AI. It underscores the role of biases that facilitate the
perpetuation of existing stereotypes and pave the way for algorithmic discrimination. Such
biases need to be addressed in all legal AI frameworks and at technical level (Schwartz et
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al. 2022). Reference is made to the importance of the equal representation of women and
men at the design and coding table for algorithms. The mindset of AI developers shapes
and influences the design and functioning of algorithms. Without appropriate guiding
principles, it “can entail serious risks to the protection, promotion and enjoyment of
human rights, […] in particular by embedding and exacerbating bias which potentially
result in discrimination and inequality” (A/HRC/RES/53/29, p. 3).

The HRC’s call for AI regulation that incorporates gender
equality and non-discrimination

While acknowledging the difficulties to keep up with the speed of AI development, the
Resolution emphasizes that AI systems impacting human rights may require “effective
measures to prevent, mitigate and remedy adverse human rights impacts of such
technologies” (A/HRC/RES/53/29, p. 3). Human rights law also requires addressing issues
of negative stereotyping, which are laid down in Article 5 of CEDAW. Regarding AI
regulation, it highlights the “importance of a human rights-based approach […], a holistic
understanding of technology and holistic governance and regulatory efforts”
(A/HRC/RES/53/29, p. 4). The Resolution also emphasises the responsibility of business to
ensure the respect of human rights based on the UNGPs, referring to the potential of
human rights due diligence which could contribute to address the risks associated with
biases and algorithmic discrimination. The Resolution underscores

“the importance of ensuring appropriate safeguards and human oversight […] and
of respecting and promoting human rights in national, regional and international
regulatory frameworks and legislation, and on the conception, design, use,
development, further deployment and impact assessments and technical standard-
setting of new and emerging digital technologies while ensuring the meaningful
participation of all relevant stakeholders, including the private sector, academia,
the media and civil society” (A/HRC/RES/53/29, p. 4).

Food for thought for AI regulation

The Resolution invites the international community to consider the protection of
individuals against harm caused by AI by introducing frameworks for impact assessments,
due diligence, effective remedies, human oversight, accountability and legal responsibility.
Protecting individuals from gender-based discrimination and promoting transparency of AI
are mentioned alongside the strengthening of oversight and enforcement capacity. First, it
is sketched out how individuals could be protected from harm caused by AI, notably
ensuring AI safety and by “introducing frameworks for impact assessments related to
human rights, exercising due diligence to assess, prevent and mitigate adverse human
rights impacts, and ensuring effective remedies and human oversight, accountability and
legal responsibility” (A/HRC/RES/53/29, p. 4). Various tools have been already proposed by
the OECD, UNESCO or CoE in AI soft law frameworks (Lütz 2023a).

If these elements are included in future international or regional legislative frameworks,
this would be good news for gender equality. In addition, concrete deliverables are
requested by the Resolution to UN entities, namely a report by the Office of the High
Commissioner (OHCHR), an expansion of the capacities of OHCHR to advance human
rights in the context of AI and a continuation of the work on the practical application of the
UNGPS regarding activities of technology companies by OHCHR. These measures would
enable OHCHR to continue its important work on AI and human rights and pave the way to
ensure an approach that incorporates gender equality in all its actions.
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Outlook for global AI regulation

Resolution A/HRC/RES/53/29 needs to be seen in the context of calls for global AI
regulation and the creation of AI agency to ensure the safety and the respect of human
rights (Guterrez 2023). Academics and the UN High Commissioner for Human Rights have
called for AI regulation, preferably at international level and establishing a dedicated AI
regulatory agency. The UN Secretary General equally calls for AI regulation and will
convene a multistakeholder High-Level Advisory Board for AI (Guterrez 2023).

At regional level, proposals such as the EU Artificial Intelligence Act (EU 2021) and the
Council of Europe Draft Framework Convention on Artificial Intelligence look promising and
can be expected to be adopted in 2023 (Lütz 2022). The Council of Europe also works on
specific rules on AI, gender equality and non-discrimination.

At national level, China and Brazil proposed laws containing specific provisions on gender
equality and algorithmic gender-based discrimination. To ensure the protection against
discrimination in the offline and online world, international organizations (Council of
Europe, OECD, UNESCO) and individual countries (e.g. Canada, USA, Switzerland) have
already enacted recommendations on human rights and AI which address some risks of
bias and discrimination. However, rather than non-binding rules, it can be hoped that the
HRC 53 AI Resolution and the UN’s work on AI will give new impetus to global and regional
AI regulation to address both risks and opportunities for GE and non-discrimination. The 
UN Global Digital Compact might be one avenue to pursue, even though any outcome will
be non-binding norms but only policy guidance (Lütz 2023d). However, there is a need for
legislative frameworks that tackle biases and gender-based algorithmic discrimination
(Lütz 2023c). In this regard, EU efforts or Brazil’s new AI law that specifically addresses the
issue of gender-based algorithmic discrimination are a step in the right direction. As AI’s
impacts are shaped and felt globally, there is an explicit need for international
coordination and regulation. The Resolution can accelerate the inclusion of gender equality
and non-discrimination on the regulatory AI agenda.
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