
1. Introduction
A key challenge for contemporary ecohydrology lies in understanding how different ecosystems respond to shift-
ing water availability, and in identifying how hydrologic and climatic drivers mold the selective pressures shaping 
living communities (Porporato & Yin, 2022; Rinaldo et al., 2020; Rodriguez-Iturbe & Porporato, 2005). Micro-
bial communities are key players in global biogeochemical cycles (Falkowski et al., 2008), regulating ecosystem 
function (Borer & Or, 2021; Gibbons & Gilbert, 2015). Hydrological processes in soils are known to drive shifts 
in microbial activity (e.g., Magnabosco et al., 2018; Rillig et al., 2017; Zhang & Furman, 2021), forcing condi-
tions that lead to local variations in the availability of oxygen and electron donors. Thus, hydrology contributes 
to determining transitions between oxic and anoxic conditions and, consequently, to delineating the zones in 
which soil redox potential (Eh) fluctuations occur. Zones characterized by highly dynamic oxic/anoxic transi-
tions are potential hotspots for change in soil microbial communities (Magnabosco et al., 2018). In this context, 
the ultimate goal of this experimental and theoretical study is to focus on the soil microbial activity that may 

Abstract Reduction-oxidation cycles measured through soil redox potential (Eh) are associated with 
dynamic soil microbial activity. Understanding changes in the composition of, and resource use by, soil 
microbial communities requires Eh predictability under shifting hydrologic drivers. Here, 50-cm soil column 
installations are manipulated to vary hydrologic and geochemical conditions, and are extensively monitored by 
a dense instrumental deployment to record the depth-time variation of physical and biogeochemical conditions. 
We contrast measurements of Eh, soil saturation and key compounds in water samples (probing the majority 
of soil microbial metabolisms) with computations of the relevant state variables, to investigate the interplay 
between soil moisture and redox potential dynamics. Our results highlight the importance of joint spatially 
resolved hydrologic flow/transport and redox processes, the worth of contrasting experiments and computations 
for a sufficient understanding of the Eh dynamics, and the minimum amount of biogeochemistry needed to 
characterize the dynamics of electron donors/acceptors that are responsible for the patterns of Eh not directly 
explained by physical oxic/anoxic transitions. As an example, measured concentrations of sulfate, ammonium 
and iron II suggest coexistence of both oxic and anoxic conditions. We find that the local saturation velocity 
(a threshold value of the time derivative of soil saturation) exerts a significant hysteretic control on oxygen 
intrusion and on the cycling of redox potentials, in contrast with approaches using a single threshold saturation 
level as the determinant of anoxic conditions. Our findings improve our ability to target how and where hotspots 
of activity develop within soil microbial communities.

Plain Language Summary Redox potentials measured in a set of lysimeter experiments for natural 
soil columns were contrasted by depth-time computations to single out the actual controls on redox cycling. 
Our results show that the dynamics of soil saturation is not always directly linked to oxic/anoxic transitions 
generating the kind of changes in the reducing or oxidating conditions that require adaptations by soil microbial 
communities. In particular, the rate of change imposed to the hydrologic forcings proves to be a key and so far 
unrecognized actor. We believe that our results will prove important because pre-requisites are established for 
understanding the adaptation of soil microbial communities in response to shifts in hydrologic drivers—whose 
scenarios are arguably predictable.
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be explained in terms of hydrological controls on reduction-oxidation (redox) cycles (Aller et al., 2010; Ginn 
et al., 2017; Magnabosco et al., 2018; Richaume et al., 1989; Rillig et al., 2017; Soucy et al., 2015).

It has been recently observed (Huang et al., 2021) by reviewing existing data sets (Moyano et al., 2012; Wang 
et al., 2014; Yan et al., 2018) that spatially lumped soil microbial respiration rates are directly shaped, in the 
long term, by the stochastic features of water injection (say, described by marked Poisson processes through 
mean intensity of daily precipitation and mean interarrival of rainy days (Rodriguez-Iturbe et al., 1987)) under 
the critical assumption that timescales of soil moisture changes are longer than those controlling the response 
of the microbial community. Understanding the environmental conditions that prompt rapid shifts in microbial 
activity is assumed here to require not only descriptions of the hydrologic stress and their related sequences of 
oxic/anoxic conditions, but also a comprehensive view of biogeochemical drivers of the resulting redox potential. 
In a nutshell, soil wetness remains essential in shaping bacterial abundance, dispersal and function (e.g., Bickel 
& Or, 2021; Federle et al., 1986; Hazen et al., 1991; Scheidweiler et al., 2020) but decisive co-factors emerge.

Here, we seek to characterize how transport phenomena and soil moisture fluctuations, typical of soil columns 
and observable within experimental lysimeters, allow for spatially explicit temporal determinations of the drivers 
and the extent of redox fluctuations. Specifically, by coupling the experimental determination of soil saturation 
with extensive biogeochemical measurements, we study the role of the hydrologic dynamics in the making of the 
patterns of redox potentials to probe whether assumptions feasible for bulk soil respiration (Huang et al., 2021) 
prove vialble. Additionally, a coupled transport/biogeochemical model of unsaturated porous media was devel-
oped for the interpretation of the experimental data. Measurements of the microbial community composition 
would require extensive sampling and analysis of soil and water, resulting in an invasive and costly field meth-
odology. Instead, direct measurements of soil redox potential, coupled with chemical analyses of pore water 
samples, prove a much less invasive and a more efficient way to monitor microbial activity (Rodríguez-Escales 
et  al.,  2020). Despite being less invasive than the characterization of the microbial community, spatially and 
temporally resolved Eh measurements remain a major effort, much more so than the measurement of soil moisture 
content. Thus, a key task for the present analysis is to investigate whether the determination of the dynamics of 
soil saturation would suffice in characterizing redox cycles (e.g., Borer et al., 2018; Ebrahimi & Or, 2015; Tecon 
& Or, 2017). We address how redox regimes vary when subjected to a spatial gradient of carbon sources (e.g., 
Magnabosco et al., 2018; Simkus et al., 2016) in conjunction with shifts in the depth of soil saturation due to 
controlled water application and drainage regimes (e.g., Benettin et al., 2021; Queloz et al., 2015).

Here, we present a set of novel experiments in which relatively large soil columns (diameter 30 cm, depth 50 cm) 
are subjected to controlled wetting/draining cycles and soil saturation, and Eh values are monitored to high depth-
time resolution. Our aim is to determine to what extent the redox potential response of soil under fluctuating soil 
moisture contents can be described based simply on soil water content. A parsimonious compartmental model of 
the relevant transport processes, tailored to the experimental setup available, was also developed to add a proper 
biogeochemical context.

The paper is organized as follows. A Methods collection (Section 2) provides (a) a brief description of the exper-
iments carried out, where most technical details are referred to the Supporting Information S1 (Section 2.1), 
followed by (b) a detailed analysis of the computational tools developed to contrast the experimental figures. 
Specifically, Section 2.2 describes the spatially explicit flow and transport models developed, and the rationale 
underpinning the computation of time-dependent redox potentials. Then, Section 3 presents a synoptic view of 
experimental and computational results, followed by Section 4 that includes, in particular, a discussion on limits 
and validity of the experimental setups and of the models utilized. A set of conclusions (Section 5) recapitulates 
our main findings and their relevance.

2. Methods
2.1. Experimental Design

To decipher the spatial-temporal responses of the redox potential to fluctuations in soil saturation, we conducted 
water application-drainage experiments differing in terms of the induced extent of saturation periods and of the 
rapidity of the variations imposed. These experiments were also characterized by variable spatial density of the 
measuring devices (Figure 1). All the experiments were carried out in large (30-cm diameter, 50-cm height) 
laboratory soil columns, filled with preteated loamy soil (Schroth et al., 1995) from a forest site near Lausanne 
(Switzerland) and irrigated from the top through a controlled shower system (Supporting Information S1).
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In many forest environments, rainfall is the only available hydrological flux and organic carbon amendment 
is mainly represented by litterfall in the topsoil. Real-world precipitation patterns are known to be a stochastic 
process at daily timescales that can be described in terms of marked Poisson point processes (Rodriguez-Iturbe 
& Porporato, 2005; Rodriguez-Iturbe et al., 1987) parametrized by two relevant quantities: the mean interarrival 
time between two events, and the mean precipitation intensity of each event, whose product defines the mean 
of the process. However, adopting such rainfall patterns would introduce a further level of uncertainty in the 
response of the soil microbial activity. Instead, here we seek to focus on the shifts in microbial activity and soil 
saturation dynamics rather than on the effects of irregular rainfall regimes. As a result, we opted for setting up 
regular water application-drainage cycles, leaving the option to explore a more complex scenario as a logical 
follow-up of this work.

Due to the limited number of slots available in any lysimeter, each experimental set-up has been thought to 
provide a good trade-off among the possible measurements (pore-water samples, tension, soil moisture and redox 

Figure 1. (a) Lysimeter setups for experiments SM-I1/SM-I2 (see Supporting Information S1 for details). (b) Lysimeter schematic. The system is composed of a PVC 
column of 30-cm diameter and ∼50-cm depth, a shower on the top and a vacuum pressure pump at the bottom (see Supporting Information S1 for details). (c) The 
compartmental model simulates the dynamic within as a sequence of connected layers. In each layer i, the three processes of transport T i, source S i and reaction R i, 
described by Equations 2 and 3, take place. The overall reaction term is decomposed according to the redox processes triggered by the activity of the microbial biomass 
(BM) that contribute to the evolution of the redox potential Eh.The system cyclically alternates between states referred to as RED and OX (listed in panel d.)) depending 
on the relative presence of oxygen. The presence of preferential flow paths potentially connects each layer with any other layer. (d) Redox ladder for the biogeochemical 
process considered in this work. On the left, the range of soil redox zonations (at pH 7.5 and 25 T°) refers to the redox pairs values where the oxidizer (electron 
acceptor, left side of reaction) is reduced under anaerobic condition. On the right side, the redox range of the electrode probes where the electron donor is oxidized back 
under aerobic conditions (e.g., Anderson, 2005; Rodríguez-Escales et al., 2020; Stumm & Morgan, 1996a; Zhang & Furman, 2021).
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potential). A brief overview of the experimental setups and their measurements is provided below (further details 
are reported in the Supporting Information S1):

•  SM-B experiment: In this case, the slots available along the vertical direction have been used to measure Eh 
values (at six different depth) and collect pore water samples, thus, no soil moisture sensors were installed. 
The experiment, was carried out by filling the bottom 40  cm of the column with forest soil and the top 
15 cm with a mixture of leaves and soil (at a leaf:soil ratio of 1.6:1 by mass). The bottom of the column was 
gravity-drained through and the bottom of an open funnel;

•  Experiments SM-I1 and SM-I2: Two other experiments were soil saturation-informed. In both, the organic 
carbon source was dissolved in the rainwater solution, and soil moisture sensors were placed along the verti-
cal direction along with redox potential electrodes. The bottom drainage was controlled through a suction 
pump. The lysimeter configuration in these two cases, has been chosen to prefer a vertical monitoring of the 
soil moisture and reduce the water samples to the only bottom position. The experiments differed in terms 
of the duration of saturation/desaturation cycles: in SM-I1, the water application and bottom drainage were 
controlled to achieve week-long saturation periods alternating with rapid, day-long drainage and re-saturation; 
in SM-I2, a regular regime of daily precipitation and a fixed bottom suction pressure were used to establish 
daily moisture cycles;

•  Additionally, in SM-I2, a single pulse injection of nitrate was applied to input water to identify the impact of 
soil moisture fluctuations on the fate and transport of nitrate;

In all the experiments, the lysimeter was filled with the same type of soil, whose native total organic carbon 
(TOC) was measured to be around 1.3% (see Sections S1 and S4 in Supporting Information S1 and (Gubler 
et al., 2019; Guillaume et al., 2022)). To drive microbial processes in SM-B, additional organic carbon was 
provided by the mixture of soil and leaves. The latter reported a native TOC level around 25%. In SM-I 1 and 
2, additional carbon was supplied in the form of dissolved organic carbon (DOC), directly added in the applied 
solution (see Section S4 in Supporting Information  S1). The lysimeter has been packed with the following 
procedure: 0–15 cm depth with 2.25 kg of soil/leaf mixture per 5 cm and 15–65 cm depth with 4.5 kg soil each 
5 cm.

The measured redox potentials (Eh) are reported against the silver chloride electrode (Ag/AgCl) reference, and 
are extensively used to contrast theoretical predictions. Thus, when compared to Eh measurements detected with 
different instruments, each value must be positively shifted by 205 mV, considering a room temperature of 25°.

2.2. Spatially Explicit Compartment Model for Reactive Transport

Closed mass-balance formulations to model soil moisture-driven redox reactions such as oxygen, nitrogen and 
iron reduction have previously been developed at the level of a spatially implicit single bioreactor (e.g., Calabrese 
& Porporato, 2019; Manzoni & Porporato, 2007; Rubol et al., 2013). Key to these formulations is that hydrolog-
ical processes are treated as spatially lumped, and the soil moisture dynamics are brought back to the balance of 
precipitation, evapotranspiration and leakage. Referring to a generic redox-couple A/B, in which A is the oxidized 
form (able to accept electrons) and B is the reduced form (able to donate electrons), the redox potential dynamics 
are governed by the time evolution of the concentrations CA and CB, which is kinetically driven by reducing and 
oxidizing rates.

To interpret the experimental data, here we set up a one-dimensional layered/compartment model that simulates 
reactive transport phenomena to describe quantitatively the spatio-temporal behavior of the redox potential (Eh, 
defined in Section 2.2.3) along a vertical transect of a soil profile (Figure 1). We investigate the interplay between 
soil moisture dynamics and patterns of Eh in columns of natural soils artificially irrigated and drained by targeting 
the dominant redox reactions in space and time.

Each simulated soil layer is tailored to match the position of specific redox probes in our experimental lysimeters. 
Within each layer, the concentrations of biomass (BM), DOC and terminal electron acceptors (TEAs) are inte-
grated over time according to the expected reactions within any given layer, as well as to possible sources/sinks 
and flux exchanges between connected layers (whether adjacent or not, such as connections arising because of 
preferential flow paths). Effective soil and hydraulic parameters were manually calibrated (SI) to simulate soil 
moisture dynamics and internal fluxes as well as kinetic rates to describe electron acceptor dynamics. The model 
allows us to quantitatively assess how sensitive redox potential changes are to variations in soil saturation.
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We describe the temporal evolution of the stored mass 𝐴𝐴 𝐴𝐴
𝑖𝑖

𝐴𝐴
 (expressed in mM per unit area) of a redox species A 

within layer i through a general mass balance scheme that is,:

𝑑𝑑𝑑𝑑
𝑖𝑖

𝐴𝐴

𝑑𝑑𝑑𝑑
= 𝑅𝑅

𝑖𝑖

𝐴𝐴
+ 𝑆𝑆

𝑖𝑖

𝐴𝐴
+ 𝑇𝑇

𝑖𝑖

𝐴𝐴
 (1)

where the terms R and S are respectively reaction and source/sink terms (Section 2.2.1), while T accounts for 
the mass transport across layers (Section 2.2.2). Solution to Equation 1 allows us to compute the redox potential 
at each layer (Section 2.2.3). While this Methods section establishes the general formulation of the equations, 
details of their application to our three case studies are reported in the Supporting Information S1 Appendix.

2.2.1. Implementation of Redox Reactions

To describe the redox reactions, we follow an established compartmental description for reversible reactions 
(Calabrese & Porporato, 2019; Manzoni & Porporato, 2007), which is similar to Equation 1 for a single layer 
except for the transport term. Central in the redox processes is the requirement that the transfer of electrons occurs 
from an electron donor to an electron acceptor, fueling energy generation. In microbial organotrophic metabo-
lism, organic compounds serve as the electron donor, and the oxidation is coupled to the reduction of a diversity 
of electron acceptors. Thus redox processes are triggered by the consumption of soil organic carbon (SOC).

We define the reactions of A and B by considering the second (complementary) half-reaction. Species A serves 
as the TEA in an organotrophic metabolism that results in the consumption of organic carbon. It is thus reduced 
to species B. Alternatively, B may serve as an electron donor, delivering electrons to O2. Species B can be readily 
oxidized back to A due to its tendency to donate electrons through either abiotic or biotic oxidation. Thus, the 
half-reactions involved in each redox couple can be complemented as follows:

��2� + �⇒ ��2 + � (2)

� + �2 ⇒ � +�2� (3)

where the reduction of A is coupled to the consumption of organic carbon that serves as the electron donor 
(unbalanced Equation 2) and the oxidation of B (referred as OXB) is coupled to the depletion of O2 (unbalanced 
Equation 3).

Soil saturation 0 ≥ s ≥ 1 plays a pivotal role in constraining redox reactions. In agreement with what is observed 
by Daniels  (2016) (see also (Ray & Nyle, 2017)) and formulated by Calabrese and Porporato  (2019) and by 
Rubol et al. (2013), low soil moisture levels limit the reduction rate of non-oxygen electron acceptors because 
high oxygen concentrations suppress anaerobic microbial processes and the transport of dissolved chemicals is 
physically inhibited. In their work, the soil anaerobic reduction rate in low-oxygen condition (below/above field 
capacity sfc) is expressed through the following analytical form

𝑓𝑓 (𝑠𝑠) =

⎧⎪⎨⎪⎩

0 if 𝑠𝑠 ≤ 𝑠𝑠𝑓𝑓𝑓𝑓(
𝑠𝑠 − 𝑠𝑠𝑓𝑓𝑓𝑓

1 − 𝑠𝑠𝑓𝑓𝑓𝑓

)𝛽𝛽

if 𝑠𝑠 𝑠 𝑠𝑠𝑓𝑓𝑓𝑓

 (4)

On the other hand, high saturation levels physically inhibit aerobic respiration, suggesting the use of a function, 
g(s), that takes oxygen limitation at high saturation into account that is,:

𝑔𝑔(𝑠𝑠) =

⎧⎪⎨⎪⎩

1 if 𝑠𝑠 ≤ 𝑠𝑠𝑓𝑓𝑓𝑓

1 −

(
𝑠𝑠 − 𝑠𝑠𝑓𝑓𝑓𝑓

1 − 𝑠𝑠𝑓𝑓𝑓𝑓

)𝜁𝜁

if 𝑠𝑠 𝑠 𝑠𝑠𝑓𝑓𝑓𝑓

 (5)

A system of equations equivalent to (4–5) has been used to model nitrogen dynamics including dissimilatory 
nitrate reduction to ammonium (DNRA) (Rubol et al., 2013) and microbially mediated Fe(II) and Fe(III) cycles 
in the root zone (Calabrese & Porporato, 2019). We note that the soil field capacity might represent a parameter 
less relevant then expected for systems that are fluctuating at high saturation levels, where air percolation thresh-
olds may better describe limitations to oxygen diffusion—and thus true oxic/anoxic transitions. Furthermore, it 
has been shown (Yan et al., 2016) how heterotrophic respiration is explicitly related to the saturation level and 
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air percolation thresholds at pore scales. Significantly, a polynomial function as expressed by Equations 4 and 5 
(thus characterized by a threshold parameter) effectively describes the mechanisms of effective suppression/inhi-
bition of metabolic rates driven by soil moisture levels. To avoid any possible ambiguity, we will replace sfc with 
a “ritical saturation level” parameter (sc) in what follows.

The time evolution of the concentration of species A is empirically described by the kinetic rate RA that stems 

from the balance between the negative contribution of its reduction rate 𝐴𝐴

(
𝑅𝑅𝑅𝑅𝑅𝑅𝐴𝐴

)
 and the positive contribution to 

the oxidation rate of its counterpart B (OXB). The following equation describes mathematically the above process:

𝑑𝑑𝑑𝑑𝐴𝐴

𝑑𝑑𝑑𝑑
=
∑
𝑘𝑘

𝑅𝑅𝐴𝐴𝐴𝑘𝑘 + 𝑆𝑆𝐴𝐴𝐴𝑘𝑘 = 𝑛𝑛𝑛𝑛𝑟𝑟𝑠𝑠

∑
𝑘𝑘

(
−𝑅𝑅𝑅𝑅𝑅𝑅𝐴𝐴𝐴𝑘𝑘 + 𝑂𝑂𝑂𝑂𝐵𝐵𝐴𝑘𝑘

)
+ 𝑆𝑆𝐴𝐴𝐴𝑘𝑘 (6)

𝑑𝑑𝑑𝑑𝐵𝐵

𝑑𝑑𝑑𝑑
=
∑
𝑘𝑘

𝑅𝑅𝐵𝐵𝐵𝑘𝑘 + 𝑆𝑆𝐵𝐵𝐵𝑘𝑘 = 𝑛𝑛𝑛𝑛𝑟𝑟𝑠𝑠

∑
𝑘𝑘

(
𝑅𝑅𝑅𝑅𝑅𝑅𝐴𝐴𝐵𝑘𝑘 − 𝑂𝑂𝑂𝑂𝐵𝐵𝐵𝑘𝑘

)
+ 𝑆𝑆𝐵𝐵𝐵𝑘𝑘 (7)

As the above rates are expressed in units of concentration per unit of water over time, they are multiplied by the 
water storage n Zrs, where s is soil saturation, n is porosity and Zr is the total depth of the soil column. Note that 
the index k refers to each of the possible paths that can co-occur in the production (or consumption) of the species. 
The term S represents any mass source (or sink) that may be associated with for example, mineral dissolution or 
precipitation.

Due to pore-scale heterogeneities, all reactions can occur simultaneously although with different weights accord-
ing to (a) the macroscopic oxic/anoxic transitions and (b) the limited mobility of dissolved substrates for dry 
interstitial regions both driven by soil saturation dynamics.

In this model, organotrophic metabolism results in the reduction of electron acceptor A according to the reduction 
rate 𝐴𝐴 𝑅𝑅𝑅𝑅𝑅𝑅𝐴𝐴 . The latter can be expressed by third-order semi-empirical kinetic laws where the reduction associ-
ated with the consumption of organic matter, DOC, is catalyzed by the biomass of the microbial population of 
A-reducers:

𝑅𝑅𝑅𝑅𝑅𝑅𝐴𝐴 = 𝑓𝑓 (𝑠𝑠) 𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝐴𝐴 ⋅ 𝐵𝐵𝐵𝐵 ⋅ 𝐶𝐶𝑅𝑅𝐷𝐷𝐶𝐶 ⋅

(
𝐶𝐶𝐴𝐴 − 𝐶𝐶𝐴𝐴0

)
 (8)

where CA is the species concentrations and 𝐴𝐴 𝐴𝐴𝐴𝐴0
 represent the fraction of the species' pool below which metabolism 

becomes biologically inhibited. An alternative formulation of such biological limiting factors is represented by 
the non linear Michaelis–Menten rate equation ((Murray, 2002)), in which the role of enzymes is explicitly taken 
into account. A quantitative comparison between the two formulations may be considered for future work.

On the other hand, lithotrophic metabolism that results in the aerobic oxidation of electron donor B, (OXB) that is 
thus converted back to species A, is assumed to be autotrophic. Thus, even if such oxidation rates can be compara-
ble with abiotic oxidation (Roden & Wetzel, 1996; Weber et al., 2006), their impact on biomass build-up is negli-
gible compared to heterotrophic growth. Thus, the oxidation rate will be modeled without taking into account 
BM and the concentration of organic carbon, as follows (Ginn et al., 2017; Stumm & Morgan, 1996a, 1996b):

𝑂𝑂𝑂𝑂𝐵𝐵 = 𝑔𝑔(𝑠𝑠) 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝐵𝐵 ⋅

(
𝐶𝐶𝐵𝐵 − 𝐶𝐶𝐵𝐵0

)
𝑜 (9)

where 𝐴𝐴 𝐴𝐴𝐵𝐵0
 performs the same function of limiting factor as 𝐴𝐴 𝐴𝐴𝐴𝐴0

 .

Equations 2 and 3 are generally suited to describe any reversible redox system such as the one defined by Equa-
tion 22. These (unbalanced) equations hold for sulfate reduction/sulfide oxidation, Fe(III) reduction/Fe(II) oxida-
tion and for nitrification/DNRA (dissimilatory nitrate reduction to ammonium) and limits the index k in the 
summation of Equations 8 and 9 to only these three types of metabolisms. The absence of carbon and nitro-
gen fixation leaves nitrogen and carbon pathways as open systems where reactions occur only in one direc-
tion. The same occurs for O2 where consumption is due to aerobic respiration while supply is only driven by 
hydrological processes like oxygen diffusion through unsaturated pores during a drainage phase (see Supporting 
Information S1, Section 3.1 and (Šimůnek & Suarez, 1993)). Thus, a specific formulation is required for aerobic 
respiration and for denitrification:

𝑑𝑑𝑑𝑑2

𝑑𝑑𝑑𝑑
= −𝑅𝑅𝑅𝑅𝑅𝑅𝑑𝑑2

= −𝑓𝑓 (𝑠𝑠)𝑘𝑘𝑟𝑟𝑟𝑟𝑑𝑑𝑟𝑑𝑑2
⋅ 𝐵𝐵𝐵𝐵 ⋅ 𝐶𝐶𝑅𝑅𝑑𝑑𝐶𝐶 ⋅ 𝑑𝑑2 (10)
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while nitrous oxide formation (that precedes nitrogen release through partial denitrification) is represented 
by:

𝑑𝑑𝑑𝑑2𝑂𝑂

𝑑𝑑𝑑𝑑
∝ (1 − 𝛾𝛾)𝑅𝑅𝑅𝑅𝑅𝑅𝑑𝑑𝑂𝑂3 (11)

where γ is the specific weight that balances nitrate consumption through DNRA and denitrification pathways (see 
Supporting Information S1 Appendix for an explicit formulation of the nitrogen cycle and its balance equation). 
The related balance equation for DNRA is:

𝑑𝑑𝑑𝑑𝑑𝑑4

𝑑𝑑𝑑𝑑
= 𝛾𝛾𝛾𝛾𝛾𝛾𝛾𝛾𝑑𝑑𝑁𝑁3

− 𝑁𝑁𝑂𝑂𝑑𝑑𝑑𝑑4 (12)

A more complete description of the complex nitrogen pathways (Maggi et al., 2008), taking into account the 
dynamics of gaseous phases such as those of intermediate species involved in the reaction, can be implemented 
in the future.

When focusing on a single anaerobic metabolism (e.g., denitrification, iron reduction, sulfate reduction), the 
reaction rate is assumed to be constant regardless of the co-occurrence of, and the competition with, other elec-
tron acceptors. However, when one seeks to describe the full suite of relevant processes affecting local redox 
potentials, each redox couple must be studied via a framework that meets the demands of the so-called redox 
tower hierarchy among TEAs: oxygen first, followed by nitrate, manganese, iron(III), and sulfate. To accomplish 
this task, each REDA term is multiplied by a limiting factor (ΘA ∈ [0, 1]), 𝐴𝐴 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = Θ𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 . Such a factor is 
designed to inhibit the reduction of the electron acceptor within the A/B couple unless all the other more energet-
ically favored e − acceptors are depleted below a critical value.

ΘA is described according to Brun and Engesgaard (2002), Rodríguez-Escales et al. (2020):

Θ𝐴𝐴 =

𝑁𝑁𝐴𝐴−1∏
𝑚𝑚=1

𝑉𝑉𝑚𝑚

𝑉𝑉𝑚𝑚 + 𝐶𝐶𝑚𝑚

 (13)

where the index Cm indicates the concentration of all the Nth e − acceptors inhibiting A in being the target 
terminal electron-accepting process (TEAP). Vm is the inhibiting factor that defines the threshold value below 
which Cm is too low to be energetically favored and at which the next electron acceptor according to the redox 
tower hierarchy starts to be reduced. To convince oneself of the previous equation it is enough to consider, for 
example, how nitrate reduction can be inhibited by oxygen levels: for high oxygen concentrations 𝐴𝐴

(
𝐶𝐶𝑂𝑂2

≫ 𝑉𝑉𝑂𝑂2

)
 

the denominator is larger than the numerator and 𝐴𝐴 Θ𝑁𝑁𝑁𝑁3
 tends to zero. When O2 is depleted to a value much lower 

than 𝐴𝐴 𝐴𝐴𝑂𝑂2
 , 𝐴𝐴 𝐴𝐴𝑂𝑂2

 is negligible and 𝐴𝐴 Θ𝑁𝑁𝑁𝑁3
 approaches unity. By generalizing to other species, it is clear that sulfide 

reduction is triggered only if all the prefactors appearing in Equation 13 are close to 1, meaning that all the 
other energetically favored electron acceptors have been already depleted below a given threshold value. We 
remark that, although the role of oxygen presence may seem counted twice by the function g(s) and the limit-
ing function 𝐴𝐴 Θ02 , this is not the case. Low saturation levels, especially when monitored in deeper layers, imply 
reduced diffusivity of dissolved species but do not directly reflect the amount of oxygen that is available (and 
being consumed).

Finally, the interactions between the microbial community and the organic carbon dynamics is modeled by 
following a quasi Lotka-Volterra type of equations (Evans & Findley, 1999; Manzoni & Porporato, 2009):

𝑑𝑑𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
= 𝑘𝑘𝑑𝑑𝐵𝐵

∑
𝑗𝑗

𝑅𝑅𝑅𝑅𝑅𝑅𝑗𝑗 − 𝑘𝑘𝑑𝑑𝑅𝑅𝑑𝑑𝑑𝑑 (14)

where j = O2, NO3, Fe(III) and, 𝐴𝐴 𝐴𝐴𝐴𝐴
2−

4
 as the biomass growth during heterotrophic metabolism has been observed 

to be proportional to a fraction kBG of the e − acceptor reduction rates (Lovley (1991), Kostka et al. (2002), Hall 
et al. (2013), and Roels (1980)) and whereas the second term on the right represents the biomass decay of a frac-
tion of organic carbon produced by biomass degradation, generally considered proportional to the total biomass 
concentration. It should be noted that the fraction (1 − kBG) represents the production rate of CO2 whose dynamics 
are not included in the present work. Further, a probabilistic model of biomass growth may be a useful tool to 

 19447973, 2023, 3, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022W

R
032328 by B

cu L
ausanne, W

iley O
nline L

ibrary on [11/07/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Water Resources Research

MIELE ET AL.

10.1029/2022WR032328

8 of 23

reveal ecosystem-scale microbial dynamics (e.g., Huang et al., 2021). However, this is deemed beyond the scope 
of the present work.

The dynamics of DOC CDOC is then the balance of all the inputs and their consumption that is,:

𝑑𝑑𝑑𝑑𝐷𝐷𝐷𝐷𝑑𝑑

𝑑𝑑𝑑𝑑
= −𝐷𝐷𝐷𝐷𝑑𝑑ℎ𝑒𝑒𝑑𝑑 + 𝑘𝑘𝐵𝐵𝐷𝐷𝐵𝐵𝐵𝐵 + 𝑆𝑆𝐷𝐷𝐷𝐷𝑑𝑑, (15)

where all decay terms (DEChet) come from DOC consumption due to all organotrophic metabolisms, whether 
happening under aerobic or anaerobic condition:

𝐷𝐷𝐷𝐷𝐷𝐷ℎ𝑒𝑒𝑒𝑒 =

∑
𝑘𝑘

𝜈𝜈𝑘𝑘𝑅𝑅𝐷𝐷𝐷𝐷𝑘𝑘 (16)

where νk accounts for the stoichiometric coefficient of organic carbon computed by normalizing all the equa-
tions in Table 1 via the coefficient of the electron acceptor on the left side of each reaction. In this manner, νk 
represents the fraction of moles of DOC needed to convert 1 mol of the specific electron acceptor. The DOC 
dynamics presented in our work are a simplification of a more general description (Rubol et al., 2013), where 
DOC increases by litterfall and depolymerization. The latter converts SOC to DOC as described by a second 
order differential equation including a decay term proportional to BM. In our case, these are lumped into a single 
effective source term, SDOC (reported in Table S3 in Supporting Information S1 as 10 −2, [mM/day]) that in a 
first-order approximation neglects large BM fluctuations. The value adopted is consistent, at least within an order 
of magnitude, with the values reported in the literature (see Table S3 in Supporting Information S1).

2.2.2. Flow and Transport Across Soil Compartments

The discrete set of positions of the soil moisture and redox sensors along the vertical direction enables the 
description of the soil columns by a layered compartmental model where each sensor location corresponds to the 
centroid of the representative volume in which reactions take place (Figure 1a). Each soil layer i is characterized 
by a value of water saturation s i representing the storage term shaped by input and output water fluxes. The 
latter may include evaporation, transpiration, capillary rise and percolation. Because our goal is not to reproduce 
specific field conditions, say by adjusting the bottom boundary conditions in the lysimeters (Groh et al., 2016), 
but rather to test our ability to capture broad patterns of conditions conducive to soil microbial community adap-
tations, we focus here only on the main fluxes that are relevant to our experiments, for example, the gravity-driven 
vertical percolation (L i) from one layer to the layers below. This downward flux can be related to soil saturation 
beyond field capacity through the typical polynomial expression (Laio et al., 2001):

𝐿𝐿
𝑖𝑖 = −𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠

(
𝑠𝑠
𝑖𝑖 − 𝑠𝑠𝑐𝑐

1 − 𝑠𝑠𝑓𝑓𝑐𝑐

)𝛽𝛽

, (17)

Table 1 
List of Terminal Electron-Accepting Process Reactions; Dissimilatory Nitrate Reduction to Ammonium = Dissimilatory Nitrate Reduction to Ammonia

Process Model label Full reaction type

Organotrophic metabolism

 Aerobic respiration 𝐴𝐴 𝐴𝐴𝐴𝐴𝐴𝐴𝑂𝑂2
 CH2O + O2 → CO2 + H2O, 𝐴𝐴 𝐴𝐴𝑒𝑒− : 4

 Partial denitrification 𝐴𝐴 (1 − 𝛾𝛾)𝑅𝑅𝑅𝑅𝑅𝑅𝑁𝑁𝑁𝑁3
 𝐴𝐴 H+ + NO−

3
+ CH2O → 0.5 N2O + CO2 + 1.5 H2O, 𝐴𝐴 𝐴𝐴𝑒𝑒− : 4

 DNRA 𝐴𝐴 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑁𝑁𝑁𝑁3
 𝐴𝐴 2 H+ + NO3

−
+ 2 CH2O → NH4

+ + 2 CO2 + H2O , 𝐴𝐴 𝐴𝐴𝑒𝑒− : 8

 Iron(III) reduction REDFe 0.25 CH2O + 0.25 H2O + Fe 3+ → Fe 2+ + 0.25 CO2 + H +, 𝐴𝐴 𝐴𝐴𝑒𝑒− : 1

 Sulfate reduction 𝐴𝐴 𝐴𝐴𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆4
 𝐴𝐴 SO4

2−
+ 2 CH2O → S2− + 2 CO2 + 2 H2O , 𝐴𝐴 𝐴𝐴𝑒𝑒− : 8

Lithotrophic metabolism

 Nitrification 𝐴𝐴 𝐴𝐴𝐴𝐴𝑁𝑁𝑁𝑁4
 𝐴𝐴 NH4

+ + 2 O2 → NO−

3
+ 2 H+ + H2O, 𝐴𝐴 𝐴𝐴𝑒𝑒− : 8

 Ferrous oxidation OXFe Fe 2+ + 0.25 O2 + H + → Fe 3+ + 0.5 H2O, 𝐴𝐴 𝐴𝐴𝑒𝑒− : 2

 Sulfide oxidation OXS 𝐴𝐴 S2− + 2 O2 → SO4
2− , 𝐴𝐴 𝐴𝐴𝑒𝑒− : 8

Note. The second column explicits the terms appearing in Equations 8 and 9. Methanogenesis was not included as no measurements of methane were performed.
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where sc is the field capacity, Ksat is the saturated hydraulic conductivity and β is an exponent that depends on 
soil properties (Hornberger et al., 2014). While this formulation is suitable for a gravity-driven flow regime, 
adaptations are required for different regimes. For laboratory experiments where a bottom suction is applied, the 
effect of the imposed higher pressure gradient can be modeled by an effective higher 𝐴𝐴 �̃�𝐾𝑠𝑠𝑠𝑠𝑠𝑠 ∝ 𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠 ⋅ ℎmax where 
hmax is the entry pressure level (see Section S2 in Supporting Information S1), here renamed with the usual Ksat. 
No need arises here to reproduce specific field conditions, which would require special care (Groh et al., 2016).

Soil structure heterogeneity, like the presence of preferential flow paths, may result in a more complex redis-
tribution of the downward flow. To account for this effect, we allow part of the leakage L i to bypass the layer 
underneath and be transferred directly to lower layers (see Figure 1b). This is done by splitting the total outflow 
L i into subcomponents q i+1,i, q i+2,i…where q j,i is the flux to layer j from layer i and ∑j>iq j,i = L i. This formulation 
proves useful in describing transport across scales because preferential flowpaths are not easily defined in terms 
of classic advection-dispersion transport equations at the continuum scale unless a specific structural model is 
postulated. The level of detail required by out setup suggests to write the water balance at the layer level, after 
breaking the leakage term into subcomponents, as follows:

𝑛𝑛𝑛𝑛𝑟𝑟

𝑑𝑑𝑑𝑑
𝑖𝑖

𝑑𝑑𝑑𝑑
=
∑
𝑗𝑗

𝑞𝑞
𝑖𝑖𝑖𝑗𝑗 − 𝐿𝐿

𝑖𝑖 =
∑
𝑗𝑗

𝑞𝑞
𝑖𝑖𝑖𝑗𝑗 −

∑
𝑗𝑗

𝑞𝑞
𝑗𝑗𝑖𝑖𝑖

 (18)

where the input flux to the top layer (which corresponds to q 1,0 in our notation) is given by the water input.

By combining Equations 17 and 18, one can solve the moisture balance equation at each layer. This solution 
is known to be in many cases a valid approximation to the solution of the Richards equation (see Supporting 
Information S1 for a comparative analysis of the solution to the compartmental model with that of HYDRUS-1D 
simulations (Šimůnek et al., 2012)).

Mass transport associated with water fluxes through the soil column is characterized accordingly. Equations 6 
and 7 extends naturally Equation 1 to include a transport term TA in the vertical direction, resembling 1D equations 
for reaction-diffusion processes hosted on a network support (Contemori et al., 2016; Nakao & Mikhailov, 2010). 
We consider the mean solute concentration 𝐴𝐴 𝐴𝐴

𝑖𝑖

𝐴𝐴
 computed as 𝐴𝐴 𝐴𝐴

𝑖𝑖

𝐴𝐴
∕
(
𝑛𝑛𝑛𝑛𝑟𝑟𝑠𝑠

𝑖𝑖
)
 , and assume that this mean concentra-

tion is transported along with water from one layer to the lower layers (well-mixed assumption). Although relaxa-
ble in lumped approaches by using a travel time formulation of transport (e.g., Benettin et al., 2021; Dagan, 1989; 
Rinaldo et  al.,  2015), this assumption seems a reasonable starting point when, owing to the layer depth, the 
mean flow advection is small compared to dispersion. In turn, this would imply relatively low average Péclet 
numbers (Pe ≪ 1, even considering tension and moisture fluctuations), within each layer (Dagan, 1989; Fiori & 
Dagan, 1996). The transport term in Equation 1 can thus be expressed by:

𝑇𝑇
𝑖𝑖

𝐴𝐴
=
∑
𝑗𝑗≠𝑖𝑖

𝑞𝑞
𝑖𝑖𝑖𝑗𝑗
𝐶𝐶

𝑗𝑗

𝐴𝐴
− 𝐶𝐶

𝑖𝑖

𝐴𝐴

∑
𝑗𝑗≠𝑖𝑖

𝑞𝑞
𝑗𝑗𝑖𝑖𝑖

 (19)

which represents the net mass input of solute species A to soil layer i by mass transfer from/to other layers.

2.2.3. Computation of Time-Dependent Redox Potential Eh

In any redox reaction, the current resulting from the electron transfer process from electron donor to acceptor 
defined by the redox potential is induced by a voltage gradient that can be detected by an electrode immersed in 
aqueous solution (Eh). We define the generic redox reaction (composed of two half-reactions):

𝑎𝑎𝑎𝑎 + 𝑐𝑐𝑐𝑐 → 𝑏𝑏𝑏𝑏 + 𝑑𝑑𝑑𝑑 (20)

For species at equilibrium, the relationship between the concentration and the Eh value is given by the adapted 
Nernst equation (Anderson, 2005; Zhang & Furman, 2021):

𝐸𝐸ℎ = 𝐸𝐸
0

ℎ
−

𝑅𝑅𝑅𝑅

𝑛𝑛𝑒𝑒𝐹𝐹
ln
[𝐵𝐵]𝑏𝑏[𝐷𝐷]𝑑𝑑

[𝐴𝐴]𝑎𝑎[𝐶𝐶]𝑐𝑐
 (21)

where 𝐴𝐴 [⋅] is the activity of a given compound F is the Faraday constant and ne − is the number of electrons 
exchanged in any single half-reaction defined as:

𝐴𝐴 + 𝑛𝑛𝑛𝑛
−
⇔ 𝐵𝐵𝐵 (22)
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Equation 21 can be expressed in term of an intensive parameter pe defined by analogy to pH measurement of H + 
activity:

𝑝𝑝𝑝𝑝 =
𝐹𝐹

2.3𝑅𝑅𝑅𝑅
𝐸𝐸𝑝𝑝𝑒𝑒 = −ln

1

𝑎𝑎𝑝𝑝−
 (23)

When focusing on values of Eh of a single redox couple at constant temperature (as in our controlled experi-
ments), modeling the net flow of electrons is equivalent to modeling the time evolution for the concentration of 
the two components of the redox couples. However, while these definitions hold for a single species, the relation 
between pe and Eh is less straightforward when multiple species are simultaneously involved. When Eh or pe are 
measured in aqueous solutions, the interpretation of the redox reading is problematic as several redox couples are 
involved and they are not all necessarily at equilibrium. Although the analytical expression for a generic case of 
m redox couples has been derived by Peiffer et al. (1992), the applicability of the exact solution remains limited 
even when only a few couples are involved due to the large number of parameters. However, if one redox couple 
is orders of magnitude out of equilibrium, it may overcompete all the others in terms of redox potential. Such a 
condition is generally assumed to be valid for the practical interpretation of redox measurements, allowing the 
approximation of the overall Eh as the sum of each single contribution.

To simulate the time evolution of Eh values, the following scheme is thus adopted: (a) the concentration of each 
redox couple is updated at each time-step based on the time integration of the transport and microbially mediated 
kinetic reaction Equation 1, and (b) a new Eh value is calculated for a generic redox reaction j by:

𝐸𝐸ℎ = 𝐸𝐸
0

ℎ
−

𝑅𝑅𝑅𝑅

𝐹𝐹

∑
𝑗𝑗

1

𝑛𝑛𝑛𝑛
−
𝑗𝑗

ln

[
[𝐵𝐵]𝑏𝑏[𝐷𝐷]𝑑𝑑

[𝐴𝐴]𝑎𝑎[𝐶𝐶]𝑐𝑐

]
 (24)

where ne − represents the number of electrons exchanged by each chemical reaction listed in Table 1. It is worth 
noting at this point that when a single metabolism is dominant, the dual behavior of a redox couple expressed by 
Equations 8 and 9 together with the Nernst equation defines weather a time scale separations between microbial 
and hydrologial process can arises. Indeed, by computing the time derivative of the Eh as follows:

�̇�𝐸ℎ ∝

[
𝑅𝑅𝐸𝐸𝑅𝑅𝐴𝐴 − 𝑂𝑂𝑂𝑂𝐴𝐴

𝐴𝐴
+

𝑅𝑅𝐸𝐸𝑅𝑅𝐵𝐵 − 𝑂𝑂𝑂𝑂𝐵𝐵

𝐵𝐵

]
⇒�̇�𝐸ℎ = �̇�𝐸ℎ(𝑔𝑔(𝑠𝑠), 𝑓𝑓 (𝑠𝑠)). (25)

we observe that redox potential can be qualitatively described in terms of the only functions g and f, where the 
second relashonship holds for reaction rates spanning on time scale longer than the hydrological fluctuations. In 
the next section, we will illustrate how our designed experiments precisely Identified the edges of validity of this 
hypothesys, providing, thus, a solid reference for further interpretation of redox pattern.

3. Results
In this section we illustrate the comparison between measured and modeled responses of Eh to the 
imposed experimental conditions for the experiments SM-B, SM-I1 and SM-I2. The  full  list  of  parame-
ters adopted in the model are reported in Table 2. Differences and similarities emerging among the three setups 
will be specifically addressed, in particular for (a) sharp fluctuations in soil saturation, and (b) smooth transitions.

3.1. Eh Evolution Under Sharp Fluctuations of Soil Saturation

The soil-moisture-blind experiment (SM-B, Figure 2) exhibits large changes in Eh values at all depths, except at 
the bottom layer (not shown) which was affected by air intrusion from the bottom drainage tube. Redox poten-
tials reaching values below 100 mV were observed in the top two, organic-rich, layers at the onset of saturation 
conditions. A larger decrease in Eh values was observed in the mid-depth positions for saturated conditions only 
after 25 days. This is attributed to the abundance of bioavailable organic carbon. The low values reached in the 
top two layers at the end of each saturation cycle support the role of organic carbon (released from the top layer) 
in activating microbial metabolism and the associated consumption of dissolved oxygen. The variation in timing 
and intensity of the response at each depth is reflected in the increasing redox values observed during the drainage 
phase, which implies a defined vertical gradient of oxygen exposure during the free-drainage process.

The DOC concentration measured at the end of each saturated phase exhibits an initial vertical gradient (with 
higher values due to the leaves' presence) that slowly advances owing to the draining phase. The behavior of 
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nitrate, ammonium and sulfate (see Figure S6 in Supporting Information S1) reflected the non-monotonic trend 
of Eh, suggesting the presence of an unexpected oxidizing region at the depth between 25 and 35 cm.

The transport parameters of the compartment model were chosen by imposing zero flux during the saturation 
periods at the bottom layer (i.e., no drainage) and by setting the effective saturated hydraulic conductivity Ksat to 
match the effluent flow integrated over the draining phase. The coefficients (kred and kox) appearing in the reduc-
tion and oxidation rates in the compartmental model were calibrated against the experimental data by running a 
Bayesian (Markov Chain Monte Carlo) calibration using the DREAMZS algorithm (see Table S1 in Supporting 
Information S1, reporting all parameter values adopted in the various and (Ter Braak & Vrugt,  2008; Vrugt 
et al., 2010) for details on Bayesian calibration). The simulated soil saturation dynamics for each layer, shown 
in Figure 2a, are consistent with the time shift of the oxidation phase observed at small depths (within the first 
15 cm) in the Eh data (Figure 2b). We note, however, that the model systematically overestimates the reduction 
rate for the middle layer and it tends to over-predict the rising limb of the Eh curve for the two bottom layers 
(Figures 2c and 2d).

In contrast to SM-B, the depth-resolved, continuous monitoring of both redox potential and soil saturation in 
experiment SM-I1 enables the direct interrogation of the linkages between the two signals. Figures  3 and  4 

Table 2 
Summary of Model Parameters Used for Experiments

Symbol Description Units

Soil parameters

 𝐴𝐴 �̃�𝐾𝑠𝑠𝑠𝑠𝑠𝑠 Effective hydraulic conductivity [m/d]

 n Porosity -

 Zr Depth of layer [cm]

 sfc Soil field capacity [-]

 b Soil-water retention exponent [-]

 str Soil moisture oxic transition threshold [-]

 β High soil moisture limitation factor exponent [-]

 ζ Low soil moisture limitation factor exponent [-]

 𝐴𝐴 �̃�𝐷𝑠𝑠 Oxygen diffusion coefficient m 2/d

 Ho Oxygen Henry's coefficient [-]

Reduction/Oxidation kinetic rate

 Ci Concentration of the i specie [mM]

 Eh Redox Potential [mV]

 νi Stoichiometric coeff. Of the i specie -

 𝐴𝐴 𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2
 Aerobic reduction rate [kg 2/cell/g/d]

 𝐴𝐴 𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅3
 Total nitrate reduction rate [kg 2/cell/g/d]

 kRED,Fe Fe-reducers reduction rate [kg 2/cell/g/d]

 kRED,S S-reducers reduction rate [kg 2/cell/g/d]

 γ DNRA/denitrification partition factor [-]

 𝐴𝐴 𝐴𝐴𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂4
 Nitrification rate [kg 2/cell/g/d]

 kOX,Fe Fe-oxidation rate [1/d]

 kOX,S S-oxidation rate [1/d]

 BM Conentration of biomass [cell/kg]

 rA Biomass growth rate [cell/moles/d]

 kBD Biomass decay rate [1/d]

 Si Soil release source of i specie for i = DOC, Fe 2+ [mM/d]

 Vi Inhibition factor of i specie [moles/kg]
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illustrate the time series of soil saturation at four depths, and Eh values at six depths, respectively. The relative 
homogeneity observed in soil moisture patterns across the lysimeter (i.e., across all layers) is to be attributed to 
the rapid drainage (suction pressure of −60 KPa applied at the bottom) and heavy precipitation events (3.5 L 
of rainwater applied in a few minutes). Such homogeneity is not reflected in the vertical heterogeneity of the 
Eh response in the phases post organic carbon amendment. During the first three cycles (C-I, C-II, and C-III) 
corresponding to no organic carbon amendment, experiment SM-I1 shows a limited decrease in redox potential 
during the saturation period with a maximum decrease in the redox potential of ∼226 mV and a minimum Eh 
value of ∼189 mV. The value is referred to as a silver chloride electrode as a reference electrode, thus each value 
must be positively shifted by 205 mV around, considering a room temperature of 25°. After accounting for the 

Figure 2. SM-B experiment. Top panel (a): simulated soil saturation dynamics for 10 layers. The phases are: I) saturated condition with water ponding and no flux at 
the bottom, II) free gravity drainage phase with subsequent water application regime, and III) second saturated regime with no flux at the bottom. The compartment 
layer predicts a slow desaturation that starts from the top layer (blue line) and then propagates downwards as indicated by the arrow. The horizontal black dotted line 
indicates the sc value. From panel (b) to (d) the measured redox potential as a function of depth (solid line) compared with the output of the compartment model (dashed 
line) for the same depth. The gray shadows indicate the time windows during which the model predicts prevalently oxic conditions.
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reference electrode shift, the range of values of the redox ladder associated to each metabolism falls in the regions 
represented in Figure 1c. The subsequent three cycles (C-IV, C-V, and C-VI) received organic carbon amendment. 
Negative Eh values were observed in these cycles but only at the top and the bottom of the soil column. This 
spatial heterogeneity may be attributed to a varying availability of organic carbon supply, possibly coming from 
potential air entrapment in the middle of the lysimeter. This mechanism could inhibit the establishment of reduc-
ing conditions. Conversely, the negative drop of redox potentials experienced by the bottom layer (around day 40) 
and the top layer (around day 50), would seem to indicate the timing of the activation of the other two alternative 
metabolisms: ferric and sulfate reduction. This interpretation is supported by the following evidence.

In Figure 5, the concentration of nitrate decreases during cycles C-I, C-II, and C-III (during the first 40 days), 
while ferrous iron and sulfide concentrations are close to the detection limit, suggesting that nitrogen reduction is 
the dominant metabolism. After carbon amendment in cycle C-IV, nitrate was consumed rapidly, and the reduc-
tion of Fe(III) and sulfate (the latter to a lesser extent) proceeded, in agreement with the order of the TEAP. The 
model reproduces the measured concentrations reasonably well. We observe that while the frequency of the 
pore-water sampling was insufficient to characterize the concentration trends of the three compounds in detail, 

Figure 3. SM-I1 experiment: measured soil saturation time series at four different depths from top layer (darker) to bottom layer (lighter color). During the saturated 
phases (S), closed boundary conditions (no flow) were held. The unsaturated (drainage, D) phases were induced by a vacuum pressure applied at the bottom valve (see 
Supporting Information S1 for details). Saturation/drainage cycle numbers as indicated by C-I, C-II, etc. Carbon amendment is indicated by a dashed vertical line.

Figure 4. SM-I1 experiment: measured redox potential time series Eh(t). All the layers share common behavior before the carbon addition at 34 days, suggesting that 
aerobic respiration and nitrate reduction are the major metabolisms underway. After carbon addition, the bottom layer and, subsequently, the top layer reach lower Eh 
values compatible with iron and sulfate reduction (the latter triggered in the redox range of −200 to −550 mV (e.g., Rodríguez-Escales et al., 2020)).
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the model predicts a highly oscillating behavior of the system. We suggest that this effect is not an artifact of the 
model, because the same trend had been experimentally reported elsewhere (Ginn et al., 2017), where pore-water 
chemicals were sampled at higher frequency.

The clear synchronization between soil saturation levels and the corresponding Eh values in the middle layers 
highlights how fluctuations of the former strongly drive the dynamics of the latter. Figure 6 illustrates the agree-
ment between data and simulations of the full biogeochemical model (Section 2.2.2) by comparing the time 
derivative of the measured redox potential versus the one numerically computed. This result was not surprising 
as the timing of the peaks in Eh concurred with the sharp changes in soil moisture, supporting the interpretation 
of Equation 25, where redox transitions could be analytically described by ad-hoc calibration of the functions f(s) 
and g(s) only by simply summing the two functions modulated by a fitted amplitudes factor. Our computational 
scheme, supplied by measured soil saturation, reproduces well the redox potential fluctuations in particular for 
the middle layers (Figure 6). However, when the model is applied to the bottom and top layers (Figure 7), discrep-
ancies arise during the transition from nitrate to iron reduction. A reason for this discrepancy may be found in 
the impact of local heterogeneity on the relevant transport processes. Small-scale spatial heterogeneity in the 

Figure 5. Concentration of dissolved organic carbon, 𝐴𝐴 𝐴𝐴𝐴𝐴
−

3
 , Fe 2+ and 𝐴𝐴 𝐴𝐴

2− for SM-I1. Samples (dots) were collected during 
each draining phase (see Supporting Information S1 for details). Simulations from the compartment models are shown 
through lines that indicate the mean (dashed) and standard deviation (solid) among all the layers. The decrease in nitrate 
followed by the increase in iron and sulfide is consistent with the hierarchy of electron acceptors.

Figure 6. Time derivative of the SM-I1 redox potential for the middle layers (depth 12–35 cm). Measurements are indicated 
in red (mean and standard deviation across the different sensors) and model simulations in blue. Simulations are based on 
Equation (25).
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air-water distribution, porosity, hydraulic conductivity and, possibly, the presence of preferential flowpaths is 
expected in any natural soil, but it was not evident in our few moisture sensors, precluding the accurate predic-
tion of Eh transitions. Further, no depth-resolved pore-water sampling was performed due to the absence of 
suction cups. Thus, pore-water composition was only obtained as an integrated value for the entire lysimeter 
upon drainage (over 24 hr). Lack of information about the vertical gradients therefore prevented the probing of 
the hypotheses concerning heterogeneous DOC and BM spatial distributions. In particular, the evidence that 
similar soil saturation values would arise almost at the same time at all depths, combined with the fact that DOC 
was dissolved in the applied inputs, suggests that the downward flux of DOC is actually distributed in a complex 
manner, perhaps engaging preferential flowpaths, during saturation phases.

While internal fluxes and preferential flow paths prove relevant to describe the slow decreasing trend of the 
redox potential for different depths, we will show in the next section that the prediction of spikes in the Eh signal 
requires in general a careful analysis and a deeper comparison between Eh and soil saturation data, ultimately 
suggesting a redefinition of the condition for oxic/anoxic transition expressed by Equations 4, 5, and 25.

3.2. Eh Evolution Under Smooth Soil Moisture Transitions

The fluctuating hydrologic regime chosen for experiment SM-I1 highlights the importance of the modulating 
functions, g(s) and f(s), especially in identifying the critical value str that defines the onset of the transition 
between oxic and anoxic conditions. Such value had been assumed to be the soil field capacity sc (Calabrese & 
Porporato, 2019; Manzoni & Porporato, 2007). When compared to soil saturation data, our observed patterns of 
redox potential agree with the interpretation of the pivotal role of f(s) and g(s). If this were generally true, the 
identification of the critical value str found in the SM-I1 experiment should be sufficient to track the soil moisture 
signals measured in SM-I2 because they share the same soil type and experimental set-up.

Because in the experiment SM-I2 the soil was maintained under saturated conditions above the critical value 
sc = 0.85 for extended periods of time, the second condition imposed in system (4) and (5) for g and f was 
always satisfied. Thus, Eh fluctuations were expected to be fully controlled by the moisture behavior. However, 
when comparing the soil saturation signal of the top three layers (Figure 8c.) with the Eh responses at the same 
depths (Figure 9a.), it is clear that this is not the case. Data at all depths exhibits both rapid and slow fluctua-
tions. The former are due to daily irrigation-drainage regimes, whereas the latter are mostly driven by nonlin-
ear responses of soil saturation to wetting/drying cycles and by the related hysteretic effects (e.g., Hornberger 
et al., 2014). Although both types of fluctuations share the same range of amplitudes (meaning that the saturation 
level decreases down to similar values), not all of them have a direct counterpart in the measured redox signals. 
Thus, our experiments suggest that a key factor in defining oxic/anoxic transitions is how rapidly these fluctua-
tions occur—rather than their intensity.

Figure 7. Time derivative of the SM-I1 redox potential for layer 6 (dashed yellow line) and layer 1 (dashed red line) against 
model predictions (solid blue line). Similar to Figure 2, the time window of the predominant metabolism simulated by 
our model is indicated on the top by the color bars. The first three cycles are dominated by aerobic respiration and nitrate 
reduction while from at half of the fourth cycle (after 45 days) the downward peaks indicate transition from nitrate to iron and 
sulfate reduction (the latters occurring simultaneously although with different relative contributions described by the limiting 
function Θ).
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Figure 9a highlights (gray shaded areas) the time windows that correspond to oxic transition in experiment SM-I2 
as measured by redox sensors 2 and 3. These transitions are well synchronized with saturation fluctuations at the 
same depth (panel c) but they are not correlated to their magnitude. Thus, any unique threshold value in the soil 
saturation value will evidently fail to catch the full spectrum of transitions. Instead, Figure 9b illustrates how the 
timing of the redox potential peaks corresponds almost perfectly with the time derivatives of soil saturation above 
a critical value. Thus, by selecting the time windows according to this criterion, the model correctly predicts the 
timing of the redox potential transitions once the condition in system (4) and (5) is imposed to the time deriv-
ative  of the moisture rather than its absolute value itself. The corresponding g(s) and f(s) time series are then 
obtained by filtering in time when 𝐴𝐴 ̇𝑠𝑠(𝑡𝑡) is above a suitable threshold (∼0.01[d −1] in this work).

Our experimental evidence provides an accurate definition of “rapid change” for redox potentials and highlights 
the inadequacy of relying on a single critical threshold value for soil moisture (say, the parameter sc) to provide 
a reliable predictor of the actual oxic/anoxic transitions when they are moderate in intensity but frequent in time. 
Therefore, to predict redox spikes in experiment SM-I2, the analysis of moisture cycles based on a single thresh-
old value of soil saturation fails to determine whether or not the system shifts from anoxic to oxic conditions from 
a redox potential perspective. We conclude that the analysis must include an examination of the time derivative 
of the soil saturation signal. From a microbial perspective, this is tantamount to considering whether any exter-
nal soil moisture perturbation lasts longer than the (inverse of the) relevant oxygen consumption rate. Once the 

Figure 8. Hydrological regime for SM-I2. (a): Water application schedule. The bars' size indicates the daily irrigation amount, while the colors refer to distinct 
rainwater solutions: in blue normal rainwater, red for rainwater with dissolved organic carbon (DOC) and yellow for rainwater with DOC and nitrate. (b): Mean and 
standard deviation of measured saturation data across the four depths. Light green regions indicate the selected time window during which a single value for str was 
imposed for layers 1,2 and 3, corresponding to rapid oxic transitions. (c): The soil saturation signal at each measured depth. The signals are arbitrarily shifted to better 
distinguish them. The top layer dynamics are more sensitive to the irrigation and bottom suction patterns than deeper layers (see especially days 12–32).
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previous analysis of the time series of saturation is extended to the other soil moisture sensors we can feed the 
compartment model with a more realistic depth resolved time series of g(s) and f(s).

Figures 10a–10c show the time series of the redox potentials measured in the experiment SMI-2 for the first, 
the middle and the bottom layers respectively. The top layer exhibits the highest fluctuations between 6 and 
17 days. This is due, in large part, to the abundance of DOC in applied water, leading to sufficiently rapid micro-
bial growth to deplete oxygen and nitrate and allow iron and sulfate reduction to occur and to respond almost 
instantaneously to daily moisture content cycles and influx of oxygenated and DOC-rich water. When organic 
carbon amendment was halted (from day 15), DOC was flushed out from the top layer by advection resulting in 
decreased microbial activity and in decreased consumption rate of oxygen coupled to the daily supply from oxic 
applied water. Such downward flux of DOC was responsible for the decrease in redox potential in the lower layers 
that smoothly shifted to alternative metabolisms as shown in Figures 10b–10c. As already found in the previous 
two experiments, a counterintuitive trend in the Eh response is reported for middle layers (sensor 5, precisely). 
Whether this behavior can be attributed to either the hydrological drivers or a different microbial response will 
be discussed in the next section.

4. Discussion
The comparison between the model prediction and the experimental data in SM-B, evidence a relevant inconsist-
ency in the mid layers positions, where the redox potential behavior seems to be delayed when compared to both 
top and bottom layers. This could potentially be attributed to both the abundance of bioavailable organic carbon 
or to an adaptation of the microbial community. However, the vertical gradient on the measured concentration of 

Figure 9. Predicted and measured anoxic/oxic transitions for SM-I2. (a) Redox time series for sensors 2 (red) and 3 (magenta) both placed in the depth range between 
moisture sensors 1 and 2. The gray shadows correspond to rising redox potential phases. (b) Time derivative of the mean of saturation measured by sensor 1 and 2. Only 
peaks above a threshold value are significant to describe the timing of the anoxic/oxic transitions. (c) The mean of saturation level measured by sensors 1 and 2.
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Figure 10. Redox time series for experiment SMI-2. (a) The top layer. Sensor data (blue solid line) versus model prediction (circles). The model is able to reproduce 
the relevant peaks of the initial phase and the rising positive trend later in the time series. In transparent light green and light blue lines: redox data from sensors 2 and 3, 
respectively; (b) Redox time series for experiment SMI-2, for sensors 2 (green) and 3 (sky blue). Sensor data are in solid lines while the model is in circles/dashed line. 
The model is able to reproduce the relevant trends in both layers. The model tends to underestimate the decrease observed in the first week. We interpret this decrease 
as resulting from the transport of dissolved organic carbon (DOC) to lower layers. In light purple, data of sensor 1 are reported as a reference to highlight the opposite 
trend starting at 32 days of continuous water application; (c) Redox time series for experiment SM-I2, for sensors 4 (brown), 5 (orange), and 6 (yellow). Sensor data 
are in solid lines while the model is in circles/dashed lines. The top layer is plotted in light purple for reference. The initial decrease in redox potential is interpreted as 
resulting from the transport of DOC to lower layers through preferential flow paths, a process which is underestimated by the compartment model.
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DOC as shown in Figure S4a in Supporting Information S1 suggests that the former provides a more convincing 
explanation.

We further highlight the role of the hydrological drivers by showing the results of the chemical analysis in Figure 
S6 in Supporting Information S1. The concentrations of sulfate, ammonium and iron II suggest the coexistence of 
both oxic and anoxic conditions. A reasonable explanation for the persistence of high Eh values at mid-depths may 
invoke the presence of residual oxygen in air-filled pores due to air trapping. Another explanation could be the 
limited supply of DOC, precluding nitrate consumption. This explanation, if confirmed by direct experimental 
evidence, would underpin the importance of depth-resolved soil saturation data.

The controlled feeding solution in the irrigation water for experiment SM-I1 provides direct evidence of the role 
of the native organic carbon and its release rate SDOC as shown in the first three cycles of both Figures 4 and 5. In 
the absence of DOC amendments (cycles C-I, C-II, and C-III), the redox cycles respond to moisture addition but 
the redox potential does not drop below +150 mV.

The imposed rapid drainage phases driven by high suction imply an equally rapid intrusion of oxygen at all 
depths. This is particularly evident for the middle layers (12–35 cm depth) where the redox measurements span 
a similar range of values which correspond to aerobic respiration and nitrate reduction. As both oxygen and 
DOC are supplied from the top, we could argue that the system reached its quasi-steady state at the end of each 
saturation phase (meaning that the DOC available is enough to consume both all oxygen and nitrate available), 
otherwise a vertical gradient from top to bottom would have been expected. Under these conditions, the functions 
f(s) and g(s) are expected to adequately describe the redox potential dynamics.

The hydrological regime chosen in SM-I1 case imposed a clear separation between saturated and unsaturated 
phases as shown in Figure 3. This implies that the functions g(s) and f(s) well describe the oxidation and reduction 
transitions that happen in a somewhat binary manner, that is, on/off, rather than underpinning smoother transi-
tions (see Equation 25). Indeed, as noted before, sharp transitions in saturation levels are promptly reflected in the 
redox transitions. However, a formulation using the f(s) and g(s) functions alone cannot address –by design– the 
full dynamics of the competition between the various electron acceptors within a given soil saturation condi-
tion. This can be achieved through the use of the limiting factor ΘA. As shown by a quick comparison between 
Figures 6 and 7 where the series of negative drops at the day 40, 55, and 67 associated to the switch between 
ferrous to sulfide reduction cannot be explained by saturation state variable's function only. However, even with 
this addition, the exact timing of the decreasing limbs during the prolonged anoxic phases for layers 1 and 6 
(when the system switches from nitrate to ferrous consumption) is hard to predict. The rapid drainage/wetting 
transitions likely enhance the formation of preferential flow paths and pose the problem of evaluating the degree 
of mixing at any depth. These effects are mitigated in case of smoother soil moisture fluctuations and more 
constant internal fluxes. This is precisely the case for the hydrological regime chosen in the experiment SM-I2. 
As shown in Figure 8b, all four sensors lie in a narrow saturation range of 0.95–0.99 for most of the time. Note 
that the experiment was conducted in highly saturated condition close to Darcy regimes (Dagan, 1989) for most 
of the time, with the following consequences: (a) it is reasonable to neglect hysteretic effects otherwise accessible 
only via soil water retention curve calibrations, and (b) internal fluxes may be assumed to be continuous and 
smoother than in experiment SM-I1. Here, by comparison between the results of the compartment model and 
the Eh sensor data (shown for the first, the middle and the bottom layers in Figures 10a–10c, respectively), we 
conclude that the model captures Eh variations reasonably well for each layer. This highlights the crucial role of 
the functions g(s) and f(s) in determining the oxic-anoxic transition and in capturing the main trends observed at 
all depths.

As DOC is the main fuel for microbial activity, the discrepancy between the general data trend and the output of 
the model, especially at sensor 5, calls for an explanation (Figure 10c). The model for Eh for this layer exhibits a 
delayed decrease to more negative values (relative to the measured data), which is different from the behavior of 
sensor 4 and 6 and cannot be explained by the nitrate breakthrough curve. If this had been the case, the temporal 
delay would have been consistent with the spatial shift in sequential order, which does not appear from the data. 
This anomalous trend was recurrent in all the three experiments (SM-B, SM-I1, and SM-I2). Our interpretation is 
that the measured trend could be attributed to transport process, likely induced by a combination of preferential 
flow paths and gas entrapment. In fact, the former would enhance more rapid carbon supply at the lower layers, 
while the latter could partially inhibit anaerobic metabolism due to the possible persistence of air bubbles. Thus, 
a different partition of the downward flux, expressed by the related terms qk,i in Equation 16, would suffice in 
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providing an effective mechanism capturing the inverse trend of vertical redox signals (see the Supporting Infor-
mation S1 for the related matrix flux coefficients). At present, however, an estimation of the off-diagonal terms 
of the flux matrix remains qualitative and thus speculative. The reason lies in the number of free parameters that 
the flux matrix may admit, that is, the possible connections between layers and their partitioning coefficients, 
making plausible a prediction of the anomalous behavior of middle layer by non-unique sets of combinations of 
the redistribution of fluxes between top to bottom layers. A rigorous quantification of the hydrological features 
and a proper calibration of all the terms qk,i and qi,k of the network fluxes of the compartmental model could 
possibly be tackled by monitoring the transport behavior by a reasoned use of experiments using passive tracers 
dissolved in the water application. Its characterization (say, in the form of measured breakthrough curves at suit-
able compliance surfaces, here identified as the various layers of the compartmental model) would resolve the 
definition of the actual flowpaths. On this issue further experimentation is ongoing.

Finally, while the model is able to capture the timing of each spike labeled in Figure  9 (gray shadow), the 
descending limb of the modeled signal is slower than that of the measured signal. This highlights, interestingly, 
the model's inadequacy in accounting for the consumption of both DOC and electron acceptor as well as the rela-
tive growth rate under the experimental conditions analyzed. A possible way to overcome this drawback might 
require to further develop the capabilities of the model to account for process-specific growth rates (e.g., Huang 
et al., 2021), including adaptation of competition where the reduction and oxidation rate constants are promoted 
to time/microbial population dependent function.

Obviously, our modeling approach is not devoid of assumptions that may be relaxed in future work. The assump-
tion of a one-dimensional spatial description of the relevant transport processes is certainly a potentially gross 
approximation when soil microbial activity consequences are studied. However, this study shows that 1-D redox 
scenarios are interesting and highly nontrivial. The validity of the experimental patterns and simulation that we 
have observed are probably limited to fluctuating capillary fringes or to vadose zone setups. We do not deny the 
relevance of the insights that may be needed to understand many other contexts where 3-D representations may 
be needed where redox cycling may be driven by processes other than sub-vertical ones. In our view, however, a 
sensible way of proceeding is hierarchical, moving from the simplest (yet realistic) geometrical setting, the 1-D 
setup, to tackle in an orderly manner the considerable challenges already posed by the simple controlled environ-
ment of the experimental design. Moreover, it is likely that the long-term goal of our work, the response of natural 
soils to shifting patterns of precipitation, will mostly involve sub-vertical processes of the type studied herein. 
We argue that understanding redox potential cycling for a well-defined 1D system is relevant and representative 
of a large share of vadose zones.

The same considerations apply to the assumptions underlying our specific mass balances describing biogeochem-
ical and hydrologic processes of interest. Although the compartmental models used here considerably simplify 
the flow and transport dynamics, they still do a satisfactory job in capturing the essentials of the experimen-
tal data. Moreover, when computed hydrological states are compared with the results obtained by full-fledged 
nonlinear models requiring a realm of additional information (SI), the comparison proves satisfactory allowing 
us to exploit the direct comparability of experiments and computations and a computational burden supporting 
Bayesian analyses. We thus claim that our conclusions are justified.

5. Conclusions
The following conclusions are worth mentioning:

•  A synoptic view of coupled depth-time measurements of redox potential Eh, soil saturation and aqueous 
composition sheds light on the key drivers of the metabolic shifts of soil microbial communities. We have 
provided one such view by investigating the interplay between soil saturation dynamics and the corresponding 
Eh values in depth-time within a 50 cm soil column within a variously instrumented lysimeter settings under 
controlled conditions. We have quantitatively characterized the type of correlations (or lack thereof) emerging 
between soil saturation and Eh values via the resulting soil measurements under various imposed application 
and drainage conditions;

•  Our main results deal with the experimental and computational determination of the highly nontrivial corre-
lation between the dynamics of soil saturation and redox potential, the driver of change in soil microbial 
community composition. Spatially explicit mathematical models of reactive transport help interpret the 
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experimental data and define the relevant controls. We find experimental evidence that the velocity of the 
imposed change to soil saturation, epitomized by the time derivative of the saturation signal, discriminates the 
kind of rapid shift of redox potential that is thought to prompt oxic/anoxic transitions—and thus arguably the 
adaptations demanded by the soil bacterial communities. Overall, we succeed in reproducing in depth/time 
both the general trends and local spikes observed in the measured redox potentials;

•  Our experimental results also highlight the importance of a proper characterization of organic matter availabil-
ity and transport and of addressing to what extent rapid soil saturation perturbations may impact biogeochemi-
cal redox processes. We address the minimum amount of biogeochemistry needed to charaterize the dynamics 
of electron donors/acceptors that are ultimately responsible for the patterns of Eh not directly explained by 
physical oxic/anoxic transitions;

•  The richness of measured patterns of the redox potential in depth-time shown by our experiments suggests a 
certain degree of prudence in interpreting bulk-averaged relations between soil saturation and redox condi-
tions (say, averaging soil saturation and redox potentials across the root zone of vegetated soils). Artifacts of 
the assumptions would appear, in particular, when the spatial extent of the soil layer affected by redox cycles is 
likely to be significantly smaller than the averaging depth. This is the case in the particular hydrologic setups 
investigated in this work.

Forthcoming work will concentrate on the use of the information gained on the cycles of redox potential to design 
and execute experiments on soil bacterial community compositions under controlled hydrologic forcings.

Data Availability Statement
All data presented in this paper are openly accessible in Miele et al. (2022), under Creative Commons Attribution 
(CC BY) license.
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