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A B S T R A C T   

Purpose: To establish size-specific diagnostic reference levels (DRLs) for pulmonary embolism (PE) based on 
patient CT examinations performed on 74 CT devices. To assess task-based image quality (IQ) for each device and 
to investigate the variability of dose and IQ across different CTs. To propose a dose/IQ optimization. 
Methods: 1051 CT pulmonary angiography dose data were collected. DRLs were calculated as the 75th percentile 
of CT dose index (CTDI) for two patient categories based on the thoracic perimeters. IQ was assessed with two 
thoracic phantom sizes using local acquisition parameters and three other dose levels. The area under the ROC 
curve (AUC) of a 2 mm low perfused vessel was assessed with a non-prewhitening with eye-filter model observer. 
The optimal IQ-dose point was mathematically assessed from the relationship between IQ and dose. 
Results: The DRLs of CTDIvol were 6.4 mGy and 10 mGy for the two patient categories. 75th percentiles of 
phantom CTDIvol were 6.3 mGy and 10 mGy for the two phantom sizes with inter-quartile AUC values of 0.047 
and 0.066, respectively. After the optimization, 75th percentiles of phantom CTDIvol decreased to 5.9 mGy and 
7.55 mGy and the interquartile AUC values were reduced to 0.025 and 0.057 for the two phantom sizes. 
Conclusion: DRLs for PE were proposed as a function of patient thoracic perimeters. This study highlights the 
variability in terms of dose and IQ. An optimization process can be started individually and lead to a harmo
nization of practice throughout multiple CT sites.   

1. Introduction 

Computed tomography (CT) pulmonary angiography (CTPA) is 
currently the standard of care to quickly and accurately diagnose pul
monary embolism (PE) [1]. The number of CTPA examinations has 
considerably increased in the last fifteen years [2,3]. In Switzerland, a 
recent survey showed that despite the increased number of CT exami
nations, the effective dose has decreased due to efforts to optimize 
clinical protocols [2]. 

One tool for optimizing protocols is the use of diagnostic reference 
levels (DRLs) which was proposed by the International Commission on 

Radiological Protection (ICRP) [4]. ICRP recommends that CT users 
optimize their protocols when the 50th percentile of the local dose in
dicator distribution systematically exceeds the corresponding national 
DRL [5]. ICRP also specifies that DRLs should be designed for specific 
clinical indications and not for anatomical regions, since different pro
tocols and exposure levels could be required. Several efforts have been 
made to follow this recommendation and establish clinical indica
tion–based DRLs [6,7]. Secondly, national DRLs are determined by 
calculating the 75th percentile of the dose distribution for a sample of 
patients close to a standard size [8]. It could be also helpful to optimize 
CT parameters for patients with different body builds, as proposed on 
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modern CT systems with automatic tube current modulation and tube 
voltage selection. In that case, it seems to be important to create size- 
specific DRLs[9], especially for pulmonary CTs. Several classifications 
of patients size have been used for this purpose, based on patient weight, 
BMI or water equivalent diameter [10,11]. Moreover, it is important 
that DRLs should not be assumed as dose limits for patients, especially 
for large-sized patients. Thirdly, DRLs are not directly linked to clinical 
image quality (IQ) criteria, which is still a topic for improvement [12]. 

Assessing IQ and patient exposure is crucial to ensure that a dose 
reduction still provides adequate IQ for an accurate diagnosis[13,14]. 
To our knowledge, there has been no previous analysis that jointly ex
amines IQ and DRLs in the context of CTPA, specifically to ensure 
appropriate patient dose reduction. 

For this purpose, qualitative IQ analysis on patient images by radi
ologists remains the gold standard for assessing diagnostic performance 
of CT protocols. However, it is a relatively time-consuming process that 
requires many observers. Morevover, traditional metrics such as 
contrast-to-noise ratio or standard deviation are not directly linked with 
diagnostic performances [15–18] and are not longer available using 
iterative algorithms [19,20]. Furthermore, it is not possible to conduct 
an experimental dynamic optimization process on patients to reduce 
step by step dose and compare IQ. Therefore, phantom studies are often 
used as a standard for optimizing both dose and IQ in CT [21,22] using a 
task-based paradigm [23]. Nevertheless, two questions remain: how 
representative are these phantom studies in comparison to patient 
cohort studies and what is the potential optimization that can be 
achieved. 

Hence, the purpose of this work is to first establish size-specific 
regional DRLs using an innovative patients’ classification for CTPA ex
aminations conducted for suspected PE and performed on 74 CT devices. 
Secondly, phantom task-based IQ was assessed for each device and the 
variability of dose and IQ across different CTs was analysed. The 
agreement between phantom and patient doses was also studied. 
Finally, an optimization process was proposed on phantoms to ensure 
that the IQ is sufficient for an accurate diagnosis. 

2. Materials and methods 

2.1. Diagnostic reference levels 

The regional DRLs for CTPA examinations performed for PE suspi
cion were investigated. Data was collected from 70 radiological in
stitutes, which operated a total of 74 different CT devices. The dataset 
included 1051 examinations of adult patients (age older than 16). The 
four major manufacturers were represented, with a majority of GE 
Healthcare CT (47 %) (see Table 1). The patient size for each scan exam 
was defined as the thoracic perimeter calculated from the axial section 
at the level of the tracheal carina. The antero-posterior length (AP) was 
measured from the edge of the pectoral skin to the back, while the lateral 
length (Lat) was measured from the left edge to the right edge of the 
patient. The equivalent thoracic perimeter P was then determined 
considering an ellipsoidal thoracic shape using formula (1): 

P = π
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

0.5
(
AP2 + Lat2)

√

(1)  

The median of the equivalent thoracic perimeter distribution was used 
to separate the patients into the two categories medium and large-sized 
patients. The ICRP recommends determining the DRL as the 3rd quartile 
of the distribution of median doses for each institute [5]. Due to the 
limited number of scans collected from each radiological institute, with 
an average of 14 exams per CT, DRLs were calculated for the two groups 
as the third quartile (75th percentile) of the dose indicator distribution 
for all the radiology institutes. Regional DRLs were also calculated 
without patient size stratification and compared with national DRLs 
published in 2018. [8]. Since 87 % of the scans were performed using 
only an arterial phase, regional DRL (CTDIvol and DLP) were calculated 

using only this phase and the cumulative DLP were calculated using all 
the phases. 

2.2. Phantom acquisition 

An anthropomorphic thoracic phantom (QRM, A PTW COMPANY) 
was used to assess the IQ of CTPA examinations for the search of PE. The 
phantom mimics different types of tissues, including lung, soft tissue, 
and vertebrae. To simulate larger patients, an additional ring with a 
thickness of 2.5 cm made of adipose-equivalent tissues was added. The 
perimeter of the two phantom sizes were 95 cm and 111 cm, 
respectively. 

Three homemade PMMA modules were successively inserted into the 
thoracic phantom to measure contrast-dependent spatial resolution, 
noise and contrast (Fig. 1). The “contrast module” contains six 10 mm 
holes filled with iodinated contrast media solutions ranging from 0 to 6 
mg/mL (0.0, 0.5, 1.0, 2.0, 4.0, and 6.0 mg/mL). The “spatial resolution 
module” is a PMMA rod (100 HU at 100 kVp) with a 5 cm-diameter 
central hole filled with an iodinated contrast media solution at 6.9 mg/ 
mL (250 HU at 100 kVp). The transition of 150 HU between PMMA and 
iodine creates a sharp edge used to calculate the contrast-dependent 
spatial resolution. These solutions simulate the enhancement of 
different structures during CTPA. The “noise module” is homogeneous 
and was used to calculate the noise of the CT images. 

Each phantom size was scanned with local settings (acquisition and 
reconstruction parameters) of the CTPA protocol on the 74 CT devices 
(Table 1). Tube voltage varied between CTPA protocols from 80 to 120 
kVp. Tube current modulation has always been used in one or three 
directions, depending on CT technology. Images were reconstructed 
using the soft kernel designed for vessel visualization with a slice 
thickness between 1.25 and 2.5 mm. Iterative or deep-learning algo
rithms have been used to reconstruct the images. The displayed field of 
view was arbitrary set at 370 mm and 420 mm for the medium and large 
phantom, respectively. For each phantom size, the acquisitions were 
repeated two times to obtain enough data for the calculation of IQ 
metrics. The displayed CTDIvol obtained using the local acquisition 
settings is referred to as the “local phantom dose”. The accuracy of the 
displayed CTDI is a part of the CT annual quality control, carried out by 
the manufacturer. This measurement is validated by the medical phys
icist and checked by the Swiss safety authority for approbation. The 
standard IEC 61223–3-5 recommends a maximum acceptable difference 
between the displayed and measured CTDIw of 20 %. This tolerance is 

Table 1 
Number of CT systems involved in the study sorted by manufacturer and model.  

Manufacturer Model Numder of CTs 

Canon Activion 16 1 
Aquillion 64 3 
Aquillion Prime 5 

GE Healthcare Brightspeed 1 
Lightspeed 4 
Optima CT 660 8 
Revolution Apex 2 
Revolution EVO 8 
Revolution Frontier 5 
Revolution HD 7 

Philips Brillance 64 3 
iCT 256 2 
iCT 6000 1 
Incisive 128 3 
Ingenuity 128 6 
Ingenuity 32 1 
Ingenuity 5000 1 
iQon 6 

Siemens Definition AS 1 
Somatom Definition Edge 1 
Somatom Go up 4 
Somatom Force 1  
Total 74  
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respected for all CT devices involved in our study. The displayed CTDI 
value was used for the calculation of the size-specific DRLs as well as for 
the dose calculation in the phantom study. 

For both phantom sizes, the distribution of local phantom doses 
across the CT systems was described using the 50th and the 75th 
percentile. The agreement between phantom and patients was evaluated 
by comparing the 50th and 75th percentile of the local phantom dose 
and patient dose distributions. For each category (medium and large), a 
non-parametric Mann-Whitney U test was performed. 

In addition to the local settings phantoms were also scanned at three 
different dose levels around the local phantom dose by adjusting the 
settings of the automatic exposure control system in order to assess a 
potential of optimization for each CT. All other settings as tube voltage, 
pitch, rotation scan, collimation and reconstruction parameters were 
kept constant. 

2.3. Image quality metrics 

We investigated a clinically relevant task in CTPA, that is the contrast 
between a well-opacified macroscopic vessel with a 2 mm-diameter and 
a perfusion defect in the case of PE. This task aims to match the clinical 
question addressed by the imaging test: the absence or exclusion of PE. 
The presence, anatomic localization, clot burden, occlusive or non- 
occlusive nature of the thrombus will help determine treatment, 
follow-up, and allow for risk stratification [24]. One of the most chal
lenging task performed by radiologists when reading CTPAs is to detect 
macroscopic circulating lumens with or without a perfusion defect. 
Subsegmental vessels have diameters ranging from 6 mm centrally to 
approximately 2 mm at the periphery. Smaller vessels (arterioles) are 
usually not detectable on CTPA [25]. 

To evaluate IQ of this task, a non-prewhitening model observer with 
eye filter (NPWE) [26] was used, based on the computation of contrast, 
spatial resolution and noise, calculated using an in-house software 
developed in IgorPro 9. 

2.3.1. Contrast 
On each CT and for each dose level the contrast was calculated as the 

mean difference over 50 slices between the signal measured in the two 
contrast media solutions at 2 and 4 mg/mL in the “contrast module”. The 
contrast media solution at 4 mg/mL represents a well opacified vessel. 
The concentration at 2 mg/mL represents a defect of perfusion. 

2.3.2. Contrast-dependent spatial resolution 
In the “spatial resolution module”, the edge between the iodine rod 

and the surrounding PMMA was used to measure the target transfer 
function (TTF), which is commonly accepted to assess contrast- 
dependent spatial resolution when dealing with iterative reconstruc
tion algorithms [23]. Regions of interest (ROI) of 65x65 mm2 centered in 
the iodine rod were extracted from 75 CT slices of the module in each 
acquisition. The circular iodine-PMMA edge was used to calculate 

angular edge spread functions (ESF) by steps of 10 degrees over an 
angular aperture of 20 degrees. The angular TTFs were computed by 
applying the Fourier transform to the angular ESFs. The resulting mean 
TTF was obtained using a radial mean normalized to 1.0 at the zero- 
frequency. 

2.3.3. Noise power spectrum (NPS) 
We calculated the NPS using the methodology outlined in the report 

87 from the International Commission on Radiation Units and Mea
surements [27]. The NPS is the state-of-the-art methodology used to 
evaluate both the magnitude and the texture of the noise in an image. It 
was calculated by using 400 ROIs of 60x60 mm2 centered in the “ho
mogeneous” module in 200 CT slices. 

2.3.4. Non-prewhitening model observer with eye filter 
The detection between a 2 mm well opacified macroscopic vessel and 

a perfusion defect is based on the calculation of the detectability index 
given by a NPWE model (Equation (2)). Contrast, spatial resolution and 
noise power spectrum were assessed using the various modules. The task 
was simulated using a 2 mm cylinder. In order to take into account the 
ability of a human observer to visualize some spatial frequencies, the 
virtual transfer function described by Samei and related to a CT exper
iment was used [25]. 

d′NPWE =
̅̅̅̅̅
2π

√
⌊ΔHU⌋

∫ fny
0 S2(f )TTF2(f )VTF2(f )fdf

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∫ fny
0 S2(f )TTF2(f )NPS(f )VTF4(f )fdf

√ (2)  

where |ΔHU| is the absolute value of the contrast measured using the 
“contrast module” between the two iodine concentrations at 4 mg/mL 
(representing well-opacified structures) and 2 mg/mL (representing 
hypo-perfused structures), f the radial spatial frequency, fny the Nyquist 
frequency and TTF and NPS were previously described. S represents the 
circular section of cylindrical vessel with a diameter of 2 mm [26] and 
VTF is the visual transfer function of the human eye [28]. To compute 
the detectability index, interpretation configuration was set with a zoom 
factor of 1.5, a 500 mm viewing distance and a field of view of 370 or 
420 mm, depending on the phantom sizes. Unfortunately, model ob
servers still lack recognized methodology to accurately evaluate the 
uncertainties, so only the mean value has been calculated. At the end, a 
monotonic function was used to link the detectability with the area 
under the receiver operating characteristics curve (AUC) [29]. AUC 
values typically ranged from 0.5 similar to a hazard detection, to 1 
similar to a perfect detection. An AUC value above 0.8 is generally 
considered as good and a value above 0.9 is considered as excellent. AUC 
was used as the figure of merit to assess the detectability of macroscopic 
vessels. 

Fig. 1. CT image of the medium-sized thoracic phantom with (Left) the “contrast module”, (Middle) the “spatial resolution module” and (Right) the “noise module”.  
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2.4. Optimisation process: Trade-off between image quality and radiation 
dose 

The medians of local phantom dose and corresponding AUC values 
enabled the classification of CTs into four quadrants based on their dose- 
IQ results:  

• Q1: CT systems with a local phantom dose lower and an IQ higher 
than their respective medians  

• Q2: CT sytems with a local phantom dose higher and an IQ higher 
than their respective medians.  

• Q3: CT systems with a local phantom dose lower and an IQ lower 
than the medians.  

• Q4: CT systems with a local phantom dose higher and an IQ lower 
than the their respective medians. 

To propose an optimization process, the four AUC values obtained 
for each CT were fitted using a linear relationship between the logarithm 
of the dose and the logarithm of the detectability index. The theoretical 
optimum between dose and IQ can be mathematically described as the 
point where the curve has a maximum curvature, the “elbow” of the 
curve. At this point, a dose reduction would lead to an important loss of 
IQ and a dose increase would not lead to a major improvement of IQ. 
Interquartile range of the dose and AUC distributions was also calculated 
for each phantom size before and after optimization to quantify the 
impact of this proposed optimization. 

3. Results 

3.1. Diagnostic reference levels and phantom doses 

The median of the equivalent thoracic perimeter distribution was 
102 cm. The category “medium-sized patients” included 530 patients 
with a perimeter ranging from 75 cm to 102 cm (minimum and 
maximum values) and the category “large patients” included 557 pa
tients with a perimeter ranging from 102 to 152 cm. The median values 
were 95 and 111 cm for the two categories, respectively. 

The 50th and 75th percentile of the CTDIvol and DLP for CTPA ex
aminations are presented in Table 2 for the medium and large-sized 
patients. As expected, the dose values for medium-sized patients are 
lower than those for large-sized patients. 75th percentile of CTDIvol and 
DLP values increased by approximately 60 % when comparing medium- 
sized patients to large-sized. The 75th percentile of CTDIvol and DLP for 
all patient sizes for the arterial phase were 8.5 mGy and 320 mGy.cm. 

The distribution of phantom and patient CTDIvol values for the 
different CT systems is shown in Fig. 2 for the medium and the large size 
category. Due to the variability between CT devices and CTPA protocols, 
CTDIvol values for the medium phantom size ranged from 1.9 to 13.1 
mGy, with a median value of 4.3 mGy and 75th percentile of 6.3 mGy. 
For the large phantom size, CTDIvol values ranged from 4.3 to 21.6 mGy 

with a median value of 7.4 mGy and a 75th percentile of 10.0 mGy. In 
comparison, the CTDIvol values for medium-sized patients ranged from 
1.0 mGy to 18.0 mGy, with a median value of 4.7 mGy and a 75th 
percentile of 6.4 mGy. For large-sized patients, CTDIvol values ranged 
from 2.4 to 30.2 with a median value of 7.4 mGy and a 75th percentile of 
10.0 mGy. The median perimeters of the two phantom sizes correspond 
exactly to the median perimeter of the two patient categories. Typical 
values (median and 75th percentile) for phantom and patient doses were 
statistically comparable (p = 0.101 for medium size and p = 0.338 for 
large size using a Mann-Whitney test). 

3.2. Image quality and phantom doses 

The relationship between IQ and radiation dose level was plotted for 
the 74 CT devices in Fig. 3 for the two phantom sizes. AUC values ranged 
from 0.821 to 0.999 with a median value of 0.980 and an interquartile 
range (IQR) of 0.047 for the medium-sized phantom. For the large 
phantom size, AUC values ranged from 0.766 to 0.998 with a median 
value of 0.963 and an IQR of 0.066. For the medium-sized phantom, 13, 
23, 24 and 14 CT devices had their dose-IQ relationship located in the 
four quadrants Q1, Q2, Q3 and, Q4 respectively. For the large phantom 
size 12, 24, 25 and 13 CTs had their dose-IQ relationship in the quad
rants Q1, Q2, Q3 and Q4, respectively. It is interesting to note that 20 CT 
devices had their dose-IQ relationship located in different quadrants for 
the medium and the large phantom size. As the automatic tube current 
modulation is activated during the acquisition, the CTDIvol changed 
with the phantom size. In that case median CTDIvol increased by 72 % 
whereas median AUC decreased by 1.7 % when comparing medium- 
sized to large-sized phantom. 

3.3. Optimization process: a trade-off between image quality and 
radiation exposure 

IQ values (AUC) were plotted as a function of CTDIvol for the 74 CT 
systems to assess the variation in IQ at different dose levels. The two 
specific scanners shown as examples in Fig. 4 were selected based on 
their extreme IQ values, i.e. the CTs with the lowest IQ (referred as CT1) 
and the highest IQ (referred as CT2). A similar analysis was performed 
for the other 72 CTs (Detailed results for the other CT systems are not 
shown). For CT1, the AUC was 0.82 for a CTDIvol of 2.6 mGy for the 
medium-sized phantom and 0.77 for a CTDIvol of 3.8 mGy for the large- 
sized phantom. After optimization, the theoretical optimum increased 
the AUC by 15 % and 14 % (AUC = 0.95 and AUC = 0.88), and the 
CTDIvol by 61 % and 21 % (CTDIvol = 6.8 mGy and CTDIvol = 8.4 mGy) 
for the medium and large phantom sizes, respectively. For CT2, the 

Table 2 
75th percentile and 50th percentile of CTDIvol, DLP for the arterial phase and 
cumulative DLP obtained for the two categories of patients.    

All patient 
sizes 

Medium- 
sized patients 

Large-sized 
patients 

CT 
angiography 

Number of CTPA 
analyzed 

1051 471 580 

75th percentile 
(DRL) 

CTDIvol (mGy) 8.5 6.4 10  

DLP (mGy.cm) 320 240 385  
Cumulative DLP 
(mGy.cm) 

360 270 412 

50th percentile CTDIvol (mGy) 6.1 4.7 7.4  
DLP (mGy.cm) 230 181 278  
Cumulative DLP 
(mGy.cm) 

250 202 304  

Fig. 2. Boxplots of CTDIvol values obtained on each CT using local settings for 
CTPA protocol for the two patient categories and phantom sizes. Median and 
75th percentile values were indicated in each boxplot. 
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proposed optimal pair decreased the CTDIvol by 48 % and 53 % (CTDIvol 
= 2.9 mGy and CTDIvol = 5.3 mGy) for the medium-sized and large-sized 
phantom. As the AUC is already close to 1, the proposed shift of dose 
decreased IQ only by 0.02 % and 2 % (AUC = 0.99 and AUC = 0.97) for 
the medium-sized and large-sized phantoms, respectively. 

The variability of IQ and dose level if the theoretical optimum was 
applied on each CT was plotted for the two phantom sizes in Fig. 5. The 
medium-sized phantom, CTDIvol would range from 1.6 to 7.4 mGy. In 
comparison with Fig. 3, the median dose value would increase from 4.3 
to 4.9 mGy whereas the IQR would reduce from 3.1 mGy to 2.15 mGy. 
AUC values would range from 0.918 to 0.999, with a median value of 
0.979 and the IQR would decrase from 0.047 to 0.025. For the large 
phantom size, the range of CTDIvol values would range from 3.3 to 8.8 
mGy.The median dose value would decrease from 7.4 to 7.0 mGy and 
the IQR from 4.2 to 1.85 mGy. AUC values would range from 0.846 to 
0.994 with a median value of 0.940 and the IQR would decrease from 
0.066 to 0.057. 

For the medium-sized phantom, the number of CT devices which had 
their dose-IQ relationship located in the quadrants Q1, Q2, Q3 and Q4 
were 35, 1, 2 and 36, respectively. For the large-sized phantom 33, 3, 4 

and 34 CT devices were located in the quadrants Q1, Q2, Q3 and Q4, 
respectively. Hence, the optimization process could homogenize the 
dose and IQ between the CT protocols and emptied the quadrants Q2 
and Q3. The number of CT systems which a dose reduction could be 
proposed was 33 for the medium-sized phantom and 48 for the large- 
sized phantom. The mean percentage of dose reduction was 26 % and 
30 % for the medium and large-sized phantom, respectively. 

4. Discussion 

Regional DRLs for PE suspicion were proposed in this study for two 
categories of patient size. The Swiss DRLs of CTDIvol and DLP published 
in 2018 (8.0 mGy and 300 mGy.cm, respectively) [8] are consistent with 
our values 8.5 mGy and 320 mGy.cm, calculated as the 75th percentile 
of CTDIvol and DLP for the arterial phase for all patients without respect 
of patient sizes. These results (CTDIvol, DLP per phase and total DLP) are 
also consistent with clinical DRLs based on data obtained from nineteen 
european hospitals, published by Damalikis et al, which were 9 mGy for 
the CTDIvol, 307 mGy.cm for the DLP per phase and 364 mGy.cm for the 
total DLP [30]. However, this study only considers patients with a 

Fig. 3. Relationship between dose and task-based IQ assessed on the two phantom sizes (a) medium size and (b) large size for the various CT systems. Each blue dot 
represents the result obtained for a CT in a radiological institution using the local settings of CTPA protocol for suspected PE. Four quadrants were defined using the 
median of CTDIvol and the median of AUC values. 

A. Viry et al.                                                                                                                                                                                                                                     



Physica Medica 121 (2024) 103365

6

weight interval of 70 ± 15 kg. Compared to the recent international DRL 
study published by Bos et al [31], our dose values are considerably lower 
than those related to the US practice, which were 14.9 for the CTDIvol 
and 594 mGy.cm for the total DLP. However, our values were slighty 
lower than their DRLs calculated using data from four western european 
countries, which were 5.5 mGy for the CTDIvol and 206 mGy.cm for the 
DLP. However, this study includes only large hospitals using dose 
management software. Our data comes from various radiological in
stitutes such as hospitals, clinics, and small medical imaging centers, 
which can introduce a heterogeneity of practice and a large variety of CT 
generations. Recently, CT protocols adapted to the patient’s size have 
been increasingly used, dealing with both tube voltage selection and 
tube current modulation techniques. Precise adjustment of parameter 
settings requires the use of size-specific DRLs. Hence, our classification 
based on the thoracic perimeter provides a reference for optimizing CT 
protocols related to various patient morphologies. Several publications 
have already proposed size-specific dose reference levels (DRLs) as a 
function of water equivalent diameter or body mass indexes (BMI) for 
CTPA protocols. [10,32,33]. However, water equivalent diameter can be 
challenging to access as it typically requires the use of dose management 

software, and this information is generally only available after the ex
amination. BMI is not really representative of the attenuation of a given 
anatomical localization, such as thoracic region. The thoracic perimeter 
can be easily measured on patients before the examination. The com
parison between the planned dose level and our size-specific DRLs can 
provide a useful reference before the acquisition. 

Generally, DRLs are not linked with IQ criteria, which should be 
considered a priority when optimizing imaging protocols. To overcome 
this limitation it is possible to use NPWE model observer to assess task- 
based IQ in CT [34,26,35] because this kind of model has shown good 
agreement with human observers [36]. Before the optimization process, 
all CT systems performed quite well for this task, with AUC values upper 
to 0.821 for the medium phantom size and 0.766 for the large phantom 
size, however the IQR was relatively high. This highlights substantial 
variation in IQ among CT systems, resulting in a difference in diagnostic 
information contained in clinical images. A previous similar study for 
abdominal protocols demonstrated similar variation in IQ [37]. The 
variability should be due to the differences between CT devices, acqui
sition, and reconstruction parameters for CTPA protocols. 

The agreement between phantom and patient attenuation is rarely 

Fig. 4. IQ (expressed in terms of AUC) of two CT devices as a function of the radiation dose level (CTDIvol) for (a) medium phantom size and (b) large phantom size. 
The filled points represent the pair (dose/AUC) obtained with local acquisition settings. The empty circles represent the supplementary dose levels investigated. The 
two crosses represent the optimal relationship (dose/AUC) obtained at the maximum curvature of the fitted curve. 
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assessed. Our study demonstrated a successful correlation between pa
tient and phantom doses for the two categories. This phantom appeared 
to be a valuable tool for evaluating the radiation dose and IQ trade-off in 
CTPA protocols, even if using more realistic phantom can be a better 
approach with new algorithms based on artificial intelligence [38,39]. 
Indeed detecting enhanced vessels in a uniform background is a simple 
task compared to the complexity of a radiological diagnosis, which re
quires detecting small filling defects surrounded by CM in anatomical 
background, often complicated by flow artifacts. This shows the first 
limitation of our model which is based on static phantom studies where 
IQ is determined by a task-based model. It does not take into account the 
flow of CM through the blood and patient movement or breathing. 
Nevertheless with this approach a fast control of the dose-IQ relation is 
possible for multiple CTs and gives the possibility of starting an opti
mization process. 

As proposed by ICRP, if the local median dose for standard patients 
exceeds the national DRL, dose reduction has to be considered. How
ever, if the local median dose is below the 50th percentile value of the 
national DRL, IQ should be considered the priority for further optimi
zation [40]. In this study, the optimization process was based on the 
fitted curve between IQ and radiation dose values for each CT device. 

The optimal pair of dose and IQ was determined using the maximum 
curvature of the fitted curve. With this optimization process, the third 
quartile of radiation dose levels and interquartile values of dose and IQ 
could be reduced. This means that the proposed methodology could lead 
to a global harmonization of IQ and dose level across different CT sys
tems. The number of CT devices which had their dose-IQ relationship in 
the quadrants Q2 and Q3 has drastically decreased. This means that a CT 
device initially located in the second quadrant (Q2) can mostly be 
optimized by decreasing the dose level. A system in the third quadrant 
(Q3) can also be optimized by increasing the dose level in order to 
improve image quality. Hence, the optimized relationship between dose 
and IQ for each CT are largely located in the quadrants Q1 and Q4. A CT 
device initially located in the quadrant Q1 respects the balance between 
IQ and dose level and an optimization might not be necessary. Opti
mizing a CT scanner in the fourth quadrant (Q4) may be challenging, 
since the proposed optimization process does not guarantee that the 
dose level stays below the DRL. The proposed dose levels were only 
obtained by modifying the automatic tube current modulation param
eters. Also, IQ is dependent on other acquisition or reconstruction pa
rameters such as tube voltage, slice thickness, iterative reconstruction 
algorithm or kernels. When optimizing a CT scanner, it is essential to 

Fig. 5. Relationship between dose and task-based IQ assessed on the two phantom (a) medium size and (b) large size large size for the various CT systems after the 
proposed optimization process, where each blue dot represents the optimal relationship (dose/AUC) calculated for each CT. 
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verify if other parameters have been appropriately adjusted to address 
the clinical question, as proposed by Hendricks and al [41]. In some 
cases, i.e. with older CT generations, it might be necessary to operate at a 
dose level slightly higher than the DRL value to deliver a diagnostically 
useful IQ. This case demonstrates that it is essential to assess IQ when 
applying DRL in order to ensure an appropriate diagnosis. Further, the 
optimization process also needs to be evaluated as a function of the 
patient size when the CT dose-IQ relationships are in different quadrants 
for the medium and the large phantom sizes. Almost thirty percent of the 
CT devices were initially in this case. Optimizing one phantom size 
might lead to a non-optimal dose-IQ relationship for the other phantom 
size if only one protocol is used for all patient sizes. Hence, either a 
compromise needs to be found to optimize the IQ-dose relationship for 
both phantom sizes using a single protocol, or at best two separate 
protocols need to be established for the two patient categories. In the 
latter case, the discrimination between patient sizes can be done using 
the thoracic perimeter as explained above. 

This study has several limitations. First, the assessment of un
certainties for IQ on each CT was not evaluated since no reference 
standard exists to assess the uncertainties of AUC values using a NPWE 
model observer. The uncertainty on dose levels (CTDI and DLP) was 
estimated at 20 % due to the fact that this accuracy is required in quality 
controls. Mathematically, the optimization process chose one optimal 
pair between IQ and dose. Taking into account the uncertainties, a zone 
can be defined where the optimal dose-IQ pair is located. This means 
that around the optimum, an individual optimization process can still 
give the priority to the dose level or the IQ, depending on patient 
radiosensibility and criticity of clinical task. This provides a starting 
point for the optimization with a theoretical and optimal dose value. It 
was shown in clinical studies that even high dose reductions can lead to 
similar and still acceptable image quality [42,43]. Nevertheless care 
should be taken in reducing the dose level too drastically as it was shown 
that reduction in dose worsens the readers’ subjective assessment of 
diagnostic confidence and image quality [44]. Each facility should be 
involved in the optimization process and care needs to be taken to apply 
clinically the values found in phantom studies. Particularly, a lower 
patient dose reduction than the theoretical value should never be 
applied. 

5. Conclusion 

Specific adult DRLs for suspected PE have been proposed as a func
tion of patient thoracic perimeters. Their application for optimizing 
CTPA protocols requires the assessment of IQ using anthropomorphic 
phantoms representative of patient attenuation. The dose and IQ vari
ation between CT systems was highlighted. With this information the 
number of CTs that can be optimized might be identified and an opti
mization process is proposed for each CT in order to maximize the bal
ance between IQ and radiation exposure. This provides a starting point 
for the optimization with an optimal dose value and can lead to global 
harmonization of IQ for a wide variety of CT systems while still applying 
the DRL concept. 
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