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Abstract

Due to the large amount and complexity of data available nowadays in geo-
and environmental sciences, we face the need to develop and incorporate more
robust and efficient methods for their analysis, modelling and visualization. An
important part of these developments deals with an elaboration and application
of a contemporary and coherent methodology following the process from data col-
lection to the justification and communication of the results. Recent fundamental
progress in machine learning can considerably contribute to the development of
this emerging field – environmental data science.

The main purpose of this Thesis is to develop coherent and self-consistent
methodologies for the analysis of environmental phenomenon using machine learn-
ing algorithms. In particular, this Thesis gives an overview of machine learning
algorithms for environmental data mining. It highlights and investigates the differ-
ent issues that can occur when dealing with complex and high dimensional environ-
mental data using cutting-edge machine learning algorithms. In addition, several
important topics of data driven modelling, including data splitting, complexity
analysis, residuals assessment, feature selection and uncertainties are discussed.

Moreover, a special attention is paid to the Extreme Learning Machine al-
gorithm (ELM). Being an efficient artificial neural network, it gained recently a
great popularity in the domain of machine learning. By taking advantage of its
quickness, another objective of this Thesis is to extract the potential of ELM
for the tasks of feature selection and uncertainty quantification. Both of these
approaches can give valuable information about the hidden relationship between
input and output variables, which indirectly reflects the behaviour of the studied
phenomenon.

In this regard, the general leitmotif of this Thesis is focused on the develop-
ment of coherent methodologies for the analysis of environmental phenomenon
using machine learning algorithms. The applied part of the research deals with an
application of the methodology and the developed methods for simulated, modelled
and real environmental data, such as forest fires, pollution and wind fields.
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Résumé

En raison de la grande quantité et de la complexité des données disponibles
de nos jours dans les géosciences et sciences de l’environnement, nous sommes
confronté.e.s à la nécessité de développer et d’intégrer des méthodes plus robustes
et plus efficaces pour leurs analyses, modélisations et visualisations. Une par-
tie importante de ces développements traite de l’élaboration et de l’application
d’une méthodologie cohérente depuis la récolte des données jusqu’à la justification
des résultats en passant par leur divulgation. Les progrès fondamentaux ayant
récemment eu lieu dans le domaine des apprentissages automatiques (machine lear-
ning) contribuent à l’émergence du domaine appelé environmental data science.

Le principal objectif de cette Thèse est le développement de méthodologies
cohérentes utilisant les algorithmes d’apprentissage automatique pour l’analyse
de phénomènes environnementaux. En particulier, cette Thèse fournit une vue
d’ensemble des algorithmes d’apprentissage automatique pour l’extraction d’in-
formation dans les données environnementales (environmental data mining). Elle
met en évidence et examine les différents problèmes qui peuvent survenir lors de
l’application d’algorithmes d’apprentissage automatique sur des données environ-
nementales complexes à hautes dimensions. Plusieurs problématiques liées à ces
algorithmes sont discutées, telles que le fractionnement des données, l’analyse de
la complexité, l’évaluation des résidus, la sélection de variables et la quantification
des incertitudes.

Une attention toute particulière est consacrée à l’algorithme Extreme Learning
Machine (ELM). Ce dernier constitue en effet un réseau de neurones artificiels
efficace et a récemment gagné une grande popularité dans le domaine des appren-
tissages automatiques. En profitant de sa rapidité d’application, un autre objectif
de cette Thèse est d’extraire le potentiel d’ELM pour les tâches de sélection de
variables et de quantification des incertitudes. Ces deux approches peuvent donner
des informations essentielles sur la relation cachée entre les variables d’entrées et
de sortie, lesquelles reflètent indirectement le comportement du phénomène étudié.

A cet égard, le thème principal de cette Thèse est axé sur le développement de
méthodologies cohérentes pour l’analyse de phénomènes environnementaux avec
l’aide des algorithmes d’apprentissage automatique. Une mise en application des
méthodologies et méthodes développées dans cette recherche a été réalisée sur des
données simulées ainsi que sur des données réelles de phénomènes tels que les feux
de forêts, la pollution et les champs du vent.
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Chapter 1

Introduction

1.1 Motivation

Due to the large amount and complexity of data available nowadays in geo- and environmental sci-
ences, we face the need to develop and incorporate more robust and efficient methods for their anal-
ysis, modelling and visualization. An important part of these developments deals with an elaboration
and application of a contemporary and coherent methodology following the process from data collec-
tion to the justification and communication of the results. Recent fundamental progress in machine
learning can considerably contribute to the development of the emerging field - environmental data

science.
When speaking of environmental data science, it should be seen as a new emerging field, where

several areas, like informatics, statistics, data management, geo- and environmental science (in a
broad way) among others, try to merge and share knowledge in order to solve, model, understand or
visualize the increasing amount of data available nowadays. It is important to understand that it is, for
the time being, too early to clearly define this emerging field, where, for sure, application of machine
learning algorithms to environmental data is part of it.

Machine learning algorithms, considered in a wide sense, are used in many different research
fields and applications: data mining and knowledge discovery, biocomputing, business and finance,
text mining, socio-economic data mining and many others. Recently they gained a great popularity in
geoscience and environmental science.

Environmental data share different properties which are important for analysis and modelling, and
which should be taken into account during the machine learning process. In particular, they can be
clustered in space and can show a high variability at several spatio-temporal scales (e.g. extreme
values, outliers). They are complex and most of the time multivariate, what makes the analysis and
the prediction difficult. Finally, they are not homogeneous (i.e. datasets can be composed of a mixture
of categorical and continuous variables) and the phenomenon under study and the related data are not
linear.

For this reason, the use of machine learning algorithms for environmental applications can effi-
ciently answer some of the fundamental problems mentioned above. This can be explained by the
fact that machine learning algorithms are known to be universal and non-linear. Moreover, as a data
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driven based method, they are able to adapt to any phenomenon. In principle, these algorithms have
the capacity to extract information from any dataset with any desired precision, and can efficiently
work in high dimensional spaces. Namely, machine learning algorithms can support environmental
sciences in solving basic and complex problems of learning from data (i.e. classification or regression
modelling).

During the last years, many environmental phenomena were analysed and modelled using machine
learning algorithms, but in most cases the coherence of the methodology or the reproducibility of the
results were lacking. Moreover, in many applications (of such methods), important questions were
not considered. For example, the quantification of the uncertainties from raw data to the results, the
analysis of multivariate and dependent variables for modelling purposes, the validation of the training
process, and the coherence of the validation and the testing results.

In this regard, the present research highlights and proposes coherent methodologies for problems
of analysis, modelling and prediction of environmental data.

1.2 Objectives

The main purpose of this thesis, in a broad way, is to develop coherent and self-consistent method-
ologies for the analysis of environmental phenomena using machine learning algorithms. In partic-
ular, this thesis gives an overview of machine learning algorithms for environmental data mining. It
highlights and investigates the different issues that can occur when dealing with complex and high
dimensional environmental data using cutting-edge machine learning algorithms. In addition, sev-
eral important topics of data driven modelling, including data splitting, complexity analysis, residual
assessment, feature selection and uncertainties are discussed.

More precisely, a special attention was paid to the definition of a model in the framework of
machine learning. From this definition and the resulting notation, one of the objectives of this thesis
is to propose a consistent reflection about the process of model selection and model evaluation. In this
regard, differentiation between the model parameters and the model hyper-parameters was proposed.
Explanations of the different methods for the model validation, the data splitting and the measurement
of evaluation was highlighted.

In many cases, the machine learning algorithm can be seen as a black box, in which data are
inserted, parameters are tuned, and results are given with a prediction map and a number which tries
to reflect the error of the model. According to this aspect, a major objective of this thesis is to
break the black box idea of machine learning algorithms. For this purpose complexity analysis and
residuals assessment were presented in order to support the understanding of machine learning results
and, indirectly, the comprehension of the phenomenon under study.

Finally, a special attention was paid to the Extreme Learning Machine algorithm (ELM). Being
an efficient artificial neural network, it gained recently a great popularity in the domain of machine
learning. By taking advantage of the quickness of ELM process, another objective of this thesis is to
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extract the potential of ELM for the tasks of feature selection and uncertainty quantification. Both of
these approaches can provide valuable information about the possible hidden relationships between
input and output variables (which can indirectly reflect the behaviour of the phenomenon studied).

Consequently, the general leitmotif of this thesis is the development of coherent methodologies for
the analysis of environmental phenomena using machine learning algorithms, and their application to
simulated and real data.

1.3 Contributions of the Thesis

In the following sections, the different contributions of the thesis are presented along with their related
publications or conference researches. It is worth mentioning that several publications or conference
researches are present in several chapters. It is essentially due to the fact that the different steps
highlighted in chapter 2 were used in the development of ELM-based methods in chapter 3.

1.3.1 Chapter 2

This chapter proposes the general process of an application of machine learning algorithms for envi-
ronmental data mining. For this purpose, mathematical formalism was adopted in order to introduce
the definitions and the basic notions (section 2.2). Then, a development of this formalism was ex-
tended to the description of parameters vs. hyper-parameters (section 2.3), the cross-validation vs.
the true validation definitions (section 2.4), and for the measures of evaluation (section 2.6). It is
worth noting that for the corresponding sections, there are no specific publications or conference re-
searches dealing with these topics. This is essentially due to the fact that all researches done in the
field of environmental data mining using machine learning algorithms should deal somehow with
these topics. In other words, it means that the different concepts of parameters optimization, valida-
tion and measures of the errors should be taken into consideration in all researches. For this reason,
all the researches (publications and conferences) carried out during this thesis contribute in a certain
way to the development of the mentioned sections.

Regarding the data splitting methods presented in section 2.5, several publications and conference
researches contributed to this domain. In particular, a comparison of two sampling strategies was
performed in order to counter the effect of spatial auto-correlation in the case of landslide suscepti-
bility maps (Micheletti et al., 2014). Then, the assessment of the generated subset was proposed in
Leuenberger and Kanevski (2015) and then applied in different studies (e.g. wind fields, lake pollu-
tant, forest fires). Finally, in Leuenberger et al. (2018), the use of stratified sampling for complex and
non-homogeneous datasets was tested for a case study of forest fires in Portugal.

The complexity analysis presented in section 2.7 exposes two different ways of quantifying the
hidden relationship complexity between input and output variables. In particular, a new approach
based on ELM was proposed and presented at the European Geosciences Union 2017.
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The referred works were presented and published as follows:

• M. Leuenberger and M. Kanevski, Extreme learning of environmental pollution, In 11th Swiss

Geoscience Meeting, Lausanne (Switzerland), 2013

• N. Micheletti, L. Foresti, S. Robert, M. Leuenberger, A. Pedrazzini, M. Jaboyedoff and M.
Kanevski, Machine learning feature selection methods for landslide susceptibility mapping,
Mathematical Geosciences, 46 (1), 33-57, 2014

• M. Leuenberger and M. Kanevski, Overview of machine learning applications in environmen-
tal data mining, In Data analysis and modelling in Earth sciences, Milan (Italy), 2014

• M. Kanevski and M. Leuenberger, Environmental Data Modelling Using Extreme Learning
Machines, In 10th International Conference on Geostatistics for Environmental Application,

Paris (France), 2014

• M. Leuenberger and M. Kanevski, Extreme Learning Machines for spatial environmental data,
Computers and Geosciences, 85, 64-73, 2015

• M. Leuenberger and M. Kanevski, Recent advances in environmental data mining, In Euro-

pean Geosciences Union General Assembly, Copernicus Publication, Vienna (Austria), Vol. 18,
page 6137, 2016

• M. Pereira, M. Leuenberger, J. Parente and M. Tonini, wildfire susceptibility mappings: com-
paring deterministic and stochastic approaches, In European Geosciences Union General As-

sembly, Copernicus Publication, Vienna (Austria), Vol. 18, page 7395, 2016

• M. Leuenberger and M. Kanevski, Feature Selection and Modelling with Extreme Learning
Machine. Case study: Wind Fields in Complex Regions, In 11th International Conference on

Geostatistics for Environmental Application, Lisbon (Portugal), 2016

• M. Leuenberger, J. Parente, M. Tonini, M. Pereira and M. Kanevski, Wildfire susceptibility:
Comparing deterministic approach with machine learning, In 14th Swiss Geoscience Meeting,

Geneva (Switzerland), 2016

• M. Leuenberger and M. Kanevski, Study of Environmental Data Complexity using Extreme
Learning Machine, In European Geosciences Union General Assembly, Copernicus Publica-

tion, Vienna (Austria), Vol. 19, page 14015, 2017

• M. Leuenberger, J. Parente, M. Tonini, M.G. Pereira and M. Kanevski, Wildfire susceptibility
mapping: deterministic vs. stochastic approaches, submitted to Environmental Modelling and

Software, 2017
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1.3.2 Chapter 3

In this chapter the main attention is focused on the Extreme Learning Machine algorithm. By using
the properties of ELM, feature selection task, which consists of selecting the most suitable variables
for a particular problem, was considered (section 3.2). In particular, the use of exhaustive search and
simulated annealing as heuristic model was proposed. The major contributions of this research were
published in Leuenberger and Kanevski (2014) and Leuenberger and Kanevski (2015) and presented
at various conferences.

The Uncertainty analysis with extreme learning machine was first presented at the conference of
the European Geosciences Union (EGU), 2015. It was adapted then for the International Association
for Mathematical Geosciences (IAMG), 2015, and finally improved in section 3.3. This contribution
allows a better understanding of the limits of the model and the dataset by identifying and quantifying
the uncertainties.

The referred works were presented and published as follows:

• M. Leuenberger and M. Kanevski, Multivariate Mapping of Environmental Data Using Ex-
treme Learning Machines, In European Geosciences Union General Assembly, Copernicus

Publication, Vienna (Austria), Vol. 16, page 4206, 2014

• M. Leuenberger and M. Kanevski, Feature selection in environmental data mining combining
Simulated Annealing and Extreme Learning Machine, Proceedings, European Symposium on

Artificial Neural Networks, 22, 601-606, 2014

• M. Leuenberger and M. Kanevski, Extreme Learning Machines for spatial environmental data,
Computers and Geosciences, 85, 64-73, 2015

• M. Leuenberger and M. Kanevski, Mapping of Estimations and Prediction Intervals Using
Extreme Learning Machines, In European Geosciences Union General Assembly, Copernicus

Publication, Vienna (Austria), Vol. 17, page 6127, 2015

• M. Leuenberger and M. Kanevski, Decision-Oriented Mapping Using Extreme Learning Ma-
chines,Proceedings of the 17th annual conference of the International Association for Mathe-

matical Geosciences, 597-601, 2015

• M. Leuenberger and M. Kanevski, Feature Selection and Modelling with Extreme Learning
Machine. Case study: Wind Fields in Complex Regions, In 11th International Conference on

Geostatistics for Environmental Application, Lisbon (Portugal), 2016

1.3.3 Other Contributions and Collaborations

During the thesis, several collaborations have been made in different fields (permafrost, forest fire,
chemical emissions, and fractal-based theory), but always with a connection to machine learning.
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Although they are not mentioned in previous chapters, they greatly contributed in the development
and the reflection of how to construct a coherent methodology around machine learning algorithm
and environmental data.

The referred works were presented and published as follows:

• C. D. Vega Orozco, M. Leuenberger, M. Tonini and M. Kanevski, Anthropogenic forest fires
susceptibility mapping using Random Forest algorithm, In International conference on forest

fire risk modelling and mapping, Aix en Provence (France), 2013

• M. Leuenberger, M. Kanevski and C. D. Vega Orozco, Forest Fires in a Random Forest, In
European Geosciences Union General Assembly, Copernicus Publication, Vienna (Austria),
Vol. 15, page 3238, 2013

• M. Leuenberger, M. Kanevski and N. Deluigi, Permafrost in a Random Forest, In 15th con-

ference of International Association for Mathematical Geosciences, Madrid (Spain), 2013

• N. Deluigi, M. Leuenberger, M. Kanevski and C. Lambiel, Alpine permafrost data analysis
and mapping with Support Vector Machines, In 15th conference of International Association

for Mathematical Geosciences, Madrid (Spain), 2013

• M. Leuenberger, C. D. Vega Orozco, M. Tonini and M. Kanevski, Random Forest for suscepti-
bility mapping of natural hazards, In 11th Swiss Geoscience Meeting, Lausanne (Switzerland),
2013

• J. Golay, M. Kanevski, C. D. Vega Orozco and M. Leuenberger, The multipoint Morisita index
for the analysis of spatial patterns, Physica A: Statistical Mechanics and its Applications, 406,
191-202, 2014

• M. Leuenberger and M. Kanevski, Application of Random Forest Algorithm for Environmen-
tal Data, In Data analysis and modelling in Earth sciences, Milan (Italy), 2014

• J. Golay, M. Leuenberger and M. Kanevski, Morisita-based feature selection for regression
problems, Proceedings, European Symposium on Artificial Neural Networks, 23, 279-284, 2015

• A. Marvuglia, M. Leuenberger, M. Kanevski and E. Benetto, Random forest for toxicity of
chemical emissions: features selection and uncertainty quantification, Journal of Environmental

Accounting and Management, 3 (3), 229-241, 2015

• M. Conedera, M. Tonini, L. Oleggini, C. D. Vega Orozco and M. Leuenberger, Geospatial
approach for defining the Wildland-Urban Interface in Alpine environment, Computers, Envi-

ronment and Urban Systems, 52, 10-20, 2015

• J. Golay, M. Leuenberger and M. Kanevski, Feature Selection for Regression Problems Based
on the Morisita Estimator of Intrinsic Dimension, Pattern Recognition, 70, 126-138, 2017
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1.3.4 Summary of the Contributions

Within the framework of the proposed methodology and its application to environmental data, the
main contributions of this thesis can be stated as follows:

• Development of a consistent and coherent methodology for machine learning algorithms ap-
plied to environmental data.

• Elaboration of different methods for complexity analysis and residuals assessment tasks.

• Presentation and development of new analytic tools based on Extreme Learning Machine, such
as: multivariate ELM, feature selection, and uncertainty.

• Application of the proposed methodology to various environmental phenomena, such as: land-
slides, pollutions, chemical emissions, forest fires, permafrost and wind fields.

1.4 State of the Art

The literature on machine learning algorithms is extremely rich and covers many topics at different
levels. It can be ranged from textbooks to advanced presentations which include theories, algorithms
and programming details. Nevertheless, the kernel based methods from the statistical learning theory
(SLT) continue to dominate in both the application and the development (Vapnik, 1998; Shawe-Taylor
and Cristianini, 2004; Cherkassky and Mulier, 2007; Hastie, Tibshirani, and Friedman, 2009). They
affect almost all scientific disciplines and especially those which heavily relied on data analysis. In
the framework of statistical learning theory, two algorithms, which are Support Vector Machines and
Support Vector Regression, became common tools for the analysis and modelling of complex data
in high dimensional spaces. At present, the "family" of SLT methods includes non-linear extensions
of principal component analysis, several supervised and unsupervised dimensionality reduction tech-
niques, semi-supervised learning, etc.

Regarding more classical machine learning algorithms for data analysis in a broad sense, we can
mention among others: multilayer perceptrons (Rosenblatt, 1961), general regression and probabilis-
tic neural networks (Specht, 1991), self-organizing maps (Kohonen, 2001), decision trees (Breiman
et al., 1984), Bayesian networks (Pearl, 1985), Gaussian processes (Bishop, 2006), etc. Some of
them form the basis of a new trend, called "visual analytics". This aspect gained a great interest in
environmental science. It is due to the fact that in reality, many environmental phenomena should be
considered in a higher dimensional feature spaces, and not only in the two-dimensional geographical
coordinate system (Kanevski and Maignan, 2004). Therefore, visual analytics are becoming a natural
tool to explore and understand the related data. In that sense, the combination of machine learning
algorithms and intelligent visualization of data can be considered as visual data mining (Anderson,
2013).
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In the feature selection domain, it is well known that the selection of good predictors is more
important (in many cases) than the modelling tool. For example, in time series, a good selection of
the time delay and the number of delays is of great importance for the modelling part. In that sense,
appropriate inputs with even a simple model can produce better results than a complex and non-linear
model which considers all the features. The same is valid for spatial data. Although simple problems
can only consider geographical space (e.g. for interpolation purpose), most of the real environmental
problems require the construction of complex input feature spaces. As an example, the modelling
of monthly wind fields in complex region should be carried out in a high dimensional space, which
includes geographical coordinates, digital elevation model and its derivatives (e.g. slope, curvature,
etc. Robert, Foresti, and Kanevski (2012)). The same is even more important for natural hazards
problems, which should take into account land use, geology and many other factors (Brenning, 2005;
Micheletti et al., 2014). Usually, the construction of the input space is performed with the experts in
the domain (e.g. geologists, risk analysts, environmentalists, etc.). They can propose a collection of
potentially relevant variables, but as their number increases, the problem becomes quite difficult. In
other words, for a fix number of data points, as the number of variable increases (i.e., the dimension-
ality of the input space), the data points tend to be "isolated", which modify our representation of the
distances in this high dimensional space. Also called " curse of dimensionality", it can be a real issue
for all distance-based methods (Guyon et al., 2006; Hastie, Tibshirani, and Friedman, 2009; Lee and
Verleysen, 2007). For this reason, the reduction of the dimensionality of the input space is of great
importance. In most publications on machine learning applications to environmental data, this prob-
lem is very rarely considered. Nevertheless, different feature selection algorithms can be well adapted
to environmental risks and natural hazards, such as: multiple kernel learning (Rakotomamonjy et al.,
2008), adaptive general regression neural networks, adaptive probabilistic neural networks (Specht
and Romsdahl, 1994; Gheyas and Smith, 2010; Robert, Foresti, and Kanevski, 2012), and random
forest (Breiman, 2001; Amatulli, Camia, and San-Miguel-Ayanz, 2013).

An important question of intelligent data analysis and modelling deals with the treatment of un-
certainties. In real decision making process, the uncertainties (i.e. confidence and prediction error
bars) around unknown values often play even more important role than the predictions themselves.
There are different sources of uncertainties (e.g. model uncertainties, uncertainties in the parame-
ters of the model, or data uncertainties). Many of them can be reduced by improving the modelling
and the calibration process. The approaches to estimate the uncertainties are specific to the accepted
assumptions, methods used, and to the type of data (i.e., according to the addressed topic). For ex-
ample, probabilistic models provide inherent treatment of uncertainties like the variance of predictive
distribution (Hastie, Tibshirani, and Friedman, 2009; Murphy, 2012; Bishop, 2006). Many traditional
regression models of machine learning, such as neural networks, do not provide directly such outputs
and further efforts are required to obtain the estimated uncertainty. On the other hand, the decision
function of support vector machine can be transformed into probabilities, which is very important
for natural hazard analysis (Platt, 2000; Pozdnoukhov et al., 2011). This method is usually used for
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susceptibility mapping. Recently, an interesting approach for uncertainties modelling was proposed
in Shrestha, Kayastha, and Solomatine (2009), where a general framework was proposed in the field
of hydro-informatics (Abrahart, Kneale, and See, 2004).

It should be noted that the applications of machine learning algorithms cover a wide range of
environmental topics, which are: air, water and soil pollutions (Dubois, 2005; Kanevski and Maignan,
2004; Nagendra and Khare, 2005; Cervone et al., 2008; Pasero and Mesin, 2010; Hassan and Li, 2010;
Bnanankhah and Nejadkoorki, 2012); earth and environmental sciences, including natural hazards
analysis (Abrahart, Kneale, and See, 2004; Amatulli, Camia, and San-Miguel-Ayanz, 2013; Brenning,
2005; Cheng and Wang, 2008; Cherkassky et al., 2006; Gardnera and Dorlinga, 1998; Haupt, Pasini,
and Marzban, 2009; Hsieh, 2009; Krasnopolsky and Lin, 2012; Pradhan, 2013); renewable resources
assessments (Marvuglia and Messineo, 2012; Robert, Foresti, and Kanevski, 2012; Xu et al., 2012).

Unfortunately, many environmental data studies using machine learning algorithms were carried
out without a deep understanding of the non-linear modelling part, but rather like black-boxes, which
try to find some relationships between input and output variables. As a consequence, the justification
and interpretability of the results are not clear. Therefore, there is a room for developing a coherent
and self-consistent methodology for machine learning algorithms in environmental sciences.

1.5 Organisation of the Manuscript

This thesis is divided into two parts. The first part is composed of chapters 2 and 3. Chapter 2
presents the general methodology for model selection and model evaluation in machine learning. In
particular, the notions of parameters, hyper-parameters, cross-validation, data splitting among others
are presented. In chapter 3 the theoretical part of extreme learning machine with the development of
feature selection and uncertainty quantification are presented.

The second part, composed of chapters 4 and 5, presents two articles (Leuenberger and Kanevski,
2015; Leuenberger et al., 2018). Being key publications for the methodological aspect, they are
of great importance in this thesis. In particular, main attention was paid on the application of the
proposed methods on real datasets such as pollutions and forest fires in complex and high-dimensional
spaces.

The first article Extreme Learning Machine for Spatial Environmental Data (Leuenberger and
Kanevski, 2015) highlights a methodology for the application of Extreme Learning Machine on envi-
ronmental data (chapter 4). In particular, analysis of the residuals and results on multivariate ELM are
presented and discussed. In chapter 5, the second article Wildfire Susceptibility Mapping: Determin-

istic vs. Stochastic Approaches (Leuenberger et al., 2018) shows a comparison between a standard
method for wildfire susceptibility mapping and two machine learning algorithms (i.e., extreme learn-
ing machine and random forest). A special attention was paid on the description of the methodology
for both the application of each model, and the comparison purposes.
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Finally, chapter 6 concludes the thesis, appendix A highlights a proceeding which represents a
special case of section 3.2, and bibliography completes the recent researches and studies in the field
of machine learning for environmental data mining.
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Chapter 2

Machine Learning of Environmental Data

This chapter focuses on all aspects that can affect the performance of machine learning algorithms
in environmental data mining. Mainly, special attention is paid to the definitions and the distinction
between parameters and hyper-parameters. Then, the data splitting process and the choice of vali-
dation or cross-validation are discussed and compared. Finally, specific problems related to spatial
environmental data, mainly the issues with spatial autocorrelation, are highlighted and explained with
recommendations.

2.1 Methodology of Machine Learning Application in Environ-
mental Data Modelling

When dealing with environmental data, a lot of methods are available in the literature of machine
learning algorithms. In particular, several programs, libraries, plugins or home made scripts (or codes)
are accessible, which gives to the practitioner a higher freedom. Although the use of the proposed
default parameters provides always a result (either good or bad), the application of such algorithms is
not straightforward, in particular when the practitioner need to understand and validate the obtained
result. For this reason, a special attention is paid, in this thesis, to the elaboration of a consistent and
coherent methodology for the application of machine learning algorithms to environmental data.

In this regard, a generic methodology is summarized and presented in the flowchart of figure 2.1.
The main points are as follows:

• From the available data, and according to the main goal of the research (which should be very
clear), the validity domain should be defined. With the help of expert knowledge, the validity
domain should take into account the variables (also called features) of interest, the geographical
space, or more widely the high dimensional space where the phenomenon under study resides.

• By taking into account the output variable (i.e., the measured variable, or the variable of inter-
est related to the phenomenon), several pre-processing steps can be performed. One of them
focuses on the detection of pattern. It consists of analysing the output variable in order to detect
whether or not information are present in the data (i.e., determine if the output variable is just
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Data

Machine Learning

Prediction
Susceptibility Map

Validity Domain

Pre-processing

Expert Knowledge

Scenario
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Testing Residuals
Error Assessment
Uncertainties

FIGURE 2.1: Presentation of the general methodology. Each link represents a depen-
dence which should be taken into account during the process.

composed of noise ore not) by using permutation tests or clustering analysis. Another aspect
of the pre-processing resides in the normalization procedure. Depending on the choice of the
machine learning algorithm used, the normalization of the data should be taken into account
in order to fit the "range of application". This range of application can vary according to the
selected algorithm, but most of the time it will consist on normalizing all variables between
[0,1]. By considering different kind of analytical and visualization techniques, exploratory data
analysis (EDA) can provide valuable information about the nature of the data, and can help for
the processing and the understanding of the results.

• Then, different scenarios can be generated. According to the nature of the data and the goal
of the research, these scenarios should help to understand and validate (or not) the different
assumptions about the phenomenon. At this stage, the data splitting procedure should be con-
sidered and adapted to the objectives and selected scenarios.

• Only after these considerations, a machine learning algorithms can be applied (i.e., train, vali-
date and test a model, see the next sections for more details).

• In addition to the standard process, different tasks can be performed. For example, feature
selection (also called variable selection or variable importance), which try to select the optimal
subset of variables, can be applied independently or with the help of the machine learning
algorithm. Results of the feature selection present a great interest for the understanding of
the studied phenomenon, and most of the time, by decreasing the dataset dimensionality, can
improve model accuracy.
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• Before the production of the final prediction map, others post-processing task can be performed.
Among them, the residuals assessment consists of testing the presence of remaining information
in the residuals. It can give a good indicator about the performance of the model and the quality
of the results. Then, the general error can be computed and compared among the different
scenarios. And finally, an estimation of the uncertainties can be performed. All these "by-
products", although they can differ from the main goal of the research, can provide valuable
information about the hidden mechanism of the phenomenon under study.

• Finally, by selecting the best model (according to the practitioner criteria and the preliminary
results), predictions and susceptibility maps can be performed on new data. It is important to
note that the obtained results will depend on the whole process, and especially of the selected
validity domain.

One important aspect of the whole process is the visualization. The visualization of the raw data,
the preliminary results, and then the final result can help to understand the phenomenon under study,
but also to validate and avoid errors. For this reason, whenever possible visualization of the proposed
procedure steps is recommended.

The next sections of the chapter will focus on the different aspects linked to the model selection
and model evaluation in machine learning.

2.2 Definitions and Notions

It is worth to mention the definition and the meaning of model selection and model evaluation, not
only in the environmental data field but also in general terms.

Let us consider the typical problem of finding the hidden relationship between a set of input
variables X = (X1,X2, ...,Xd) and the output variable Y , and let (xi,yi)i=1,...,n be n data points, where
xi = (x1

i ,x
2
i , ...,x

d
i )

T ∈Rd and yi ∈R. The general machine learning problem aims to find an estimator
of the function f which connects X to Y :

f (X) = Y. (2.1)

In this context a standard definition of a model can be generalized with the following three levels
structure:

f (X̃ ,θ) = Y, (2.2)

where f ∈ F is a function among the set of all possible algorithms F (e.g., Multilayer Perceptron
- MLP, Extreme Learning Machine - ELM, Random Forest - RF, Support Vector Machine - SVM,
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General Regression Neural Networks - GRNN,...), X̃ ∈X denotes a subset among all possible combi-
nations of variables (called X) from the set X , and θ ∈ Θ f represents the selected parameters among
the family of parameters of the function f .

For a particular real case study, the first choice would be to construct the set of function F with
which the study would be conducted. Then, the practitioner should determine whether he performs a
feature selection task or not. This choice will determine the nature of X (the set of subsets of X). At
the end, for a determined function f and a fixed subset X̃ , an optimization procedure should be used
in order to reach the optimal value of θ ∗ ∈Θ for the current model:

θ
∗ = argmin

θ∈Θ

L( f (X̃ ,θ),Y ), (2.3)

where the L function symbolizes a particular cost function (see section 2.6) which will evaluate the
current model according to the true value Y . This last procedure will be closely dependant on the
choice of a measure L for the evaluation purpose.

According to this notation, the forthcoming sections address the connected issues of model selec-

tion and model evaluation.

2.3 Parameters versus Hyper-parameters

The distinction between parameters and hyper-parameters is always ambiguous. In a broad way,
parameters are optimized by internal mechanisms of each algorithms. On the other hand, hyper-
parameters are optimized by the user. Nevertheless, heuristic methods can be applied in order to find
the optimal hyper-parameters (see later in the cross-validation section). By keeping the notation of
section 2.2, the distinction between the two kinds of parameters can be written as follows:

θ = (θp,θhp) ∈Θ, (2.4)

where θp and θhp represent respectively the parameter and hyper-parameter parts of the model f .
Let us consider the example of polynomial functions as a model (this example will be also used

in the forthcoming sections). For a considered problem, where the main goal is to find the hidden
relationship between an input variable x ∈ R and an output variable y ∈ R, a standard polynomial
regression model of degree k can be written as follows:

f (x) = akxk +ak−1xk−1 + ...+a2x2 +a1x+a0 =
k

∑
i=0

aixi. (2.5)

In this setting, a0,a1, ...,ak denote the parameters of the model, while k represents the hyper-parameter
(i.e. θp = {a0,a1, ...,ak} and θhp = k).
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Models f (x) θp θhp

Polynomial Function ∑
k
i=0 aixi {a0,a1, ...,ak} k

Extreme Learning Machine (ELM) ∑
Ñ
i=1 βig(x ·wi +bi) {βi,wi,bi}i=1,...,Ñ Ñ

Support Vector Machine (SVM) ∑
N
i=1 yiαiK(xi,x)+b {αi,b} {σ ,C}

Random Forest (RF) 1
nbtree ∑

nbtree
i=1 ŷi thresholds {nbtree,nbtry}

TABLE 2.1: Example of model functions with their corresponding parameters and
hyper-parameters.

It is worth mentioning that different aspects of the parameters can vary according to the value of
the hyper-parameters. For example, for the polynomial model, when the hyper-parameter k increases,
the number of parameters increases as well. Moreover, when the hyper-parameter takes a new value
the dependent parameters need to be retuned. For this reason, it is always better to optimize both
parameters and hyper-parameters in an iterative way (because of the dependence between hyper-
parameters and parameters). This aspect will be presented in the next section 2.4 where different
ways of optimization are presented.

In table 2.1 a selection of model with its parameters and hyper-parameters are displayed. While
the general decision function f shows similar aspects (e.g. ELM and MLP have exactly the same
decision function), the main difference between algorithms are located in the parameters and the
hyper-parameters, and in the way each algorithm will optimize them.

For this purpose, different subsets of the original dataset should be generated. Ideally, one subset
should be assigned to optimize the parameters θp (known as the training procedure), another one for
the hyper-parameters optimization θhp (denoted as the validation process), and finally a third subset
for quantifying the generalization ability of the final optimal model.

In section 2.4 different ways of optimizing the hyper-parameters θhp are exposed, and section 2.5
introduces several methods of data splitting.

2.4 True Validation versus Cross-validation

In this section, the main objective is to explore the general framework for training, validating and
testing a model. As mentioned in section 2.3, each step of the process will focus on a part of the
optimization. In particular, each parameter (i.e. θp and θhp) should have its own optimization steps.
In addition to optimizing all parameters, special attention should be paid to the estimation of the
generalization error of the final optimal model.

2.4.1 True Validation

First of all, let us consider the most standard and "text book" example, which consists of having a
dataset with enough data points, an homogeneous distribution over each input and output variables,
and with absolutely no a priori knowledge about the phenomenon and the relationship between input
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and output variables. Let also consider that the optimization is only on the parameters θ of a defined
model f and not on the subset of features X̃ ∈ X. In this context, the traditional way to optimize a
model with its corresponding parameters θ = (θp,θhp) is to generate three distinct subsets (training -
TRN, validation - VAL and testing - TST). As already mentioned in section 2.3, the training set will
be used by the algorithm in order to optimize each parameter in θp. Then, the validation set will focus
on the calibration of the hyper-parameters θhp. And finally, the testing set will be used for computing
the generalization error of the final optimal model.

In practice, the application of a standard true validation method (also called holdout method
(Hastie, Tibshirani, and Friedman, 2009)) for training, validation and testing is as follows:

Step 1: Randomly generate three subsets with 50% of the data for the training subset, 25% for the
validation subset and 25% for the testing subset.

Step 2: According to the number of hyper-parameters θhp for a considered model f , fix the values
of the hyper-parameters which represent the lowest degree of complexity of the model f . For
example, in the case of a polynomial regression function (see equation 2.5), the value of the
hyper-parameter with the lowest complexity is k = 0.

Step 3: Train the model (in other words, find the optimal parameter θ ∗p(θhp) which depends on the
hyper-parameter) with the training dataset and with the fixed hyper-parameters θhp.

Step 4: Evaluate the present model f (θ ∗p(θhp)) with the validation subset. For this purpose, use one
of the measurement error highlighted in section 2.6.

Step 5: Repeat step 3 and 4 by iteratively changing the value of the hyper-parameters θhp from the
lowest to the highest degree of complexity. For the example of polynomial functions, this means
that step 3 and 4 are repeated with k = 1,2,3, ....

At the end, it is recommended to stop the iteration part of step 5 when the measurement error of
step 4 reaches a minimum. In practice, it is not always simple to stop the iteration at the location of
the minimum. This is essentially due to the fact that some models can have stochastic components
(like extreme learning machine or random forest algorithms, but not like polynomial function or k-
nearest neighbour) and in these cases the measurement error can fluctuate around the minimum value
with more or less variability. For this reason, it is better to fix the general range where the hyper-
parameters θhp will evolve before the procedure. For example, for the case of a polynomial model, a
range from 0 to 20 (for the hyper-parameter k) can be defined. Then the five step of the procedure can
be run and finally a plot showing the relationship between the different hyper-parameter values and
the measurement error can be generated. If no minimum is detected on the plot, an adaptation of the
range can be extended in order to explore more complex models.

In figure 2.2 an example of such a plot is shown for the case where extreme learning machine (see
section 3.1) and mean squared error are used. In this case, a practitioner will select a hyper-parameter
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FIGURE 2.2: Example of a validation curve (in black) and of a training curve (in red)
for different hyper-parameter values by using the extreme learning machine as a model

and the mean squared error (MSE) as a measurement of error.

(for this algorithm it is the number of hidden nodes) with a value around 18, which is the value of
the hyper-parameter θhp with the lowest error for the validation subset. Notice that sometimes the
validation curves (here in black) can be below the training curve (here in red). This is essentially
due to the fact that, ELM being a stochastic algorithm with a higher degree of variability than other
machine learning algorithms, it can happen that the validation curve, for some hyper-parameters, is
below the training curve. The final step resides in selecting and generating the best model and to
apply this model on the testing data. This last test will provide the generalisation error for any new
predicted data point.

It is worth mentioning that the numbers presented in step 1 are recommendations for a standard
dataset. In some cases the subdivision could be (60,20,20), or even (80,10,10). The only recommen-
dation is to have enough data points in each subset, in order to be able to characterize the phenomenon
under study. Moreover, step 3 is generally proper for each machine learning algorithm.

The advantages of this method are diverse. First of all, the application of this procedure is quite
simple. The generation of each subset is done randomly once. It can easily be implemented in various
programming languages and does not require intense iterative or merging process. On the other hand,
the true validation method, as presented here, is very sensitive to the number and the quality of the
data available. In the cases where very few data points are available (less than 100), it is recommended
to perform a cross-validation method (see next section 2.4.2). Another drawback can occur when the
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spatial distribution of the data points is not homogeneous over the study area. In this context, the use
of the true validation method can lead to inappropriate parameters and a suboptimal model. This last
point can be explained by the fact that when clusters are present in the data, the generated training,
validation and testing subsets can show quite different spatial distribution. In that sense, the validation
or testing subset can differ from the training subset and not completely represent the phenomenon.
More aspects on this topic are discussed in section 2.5.4.

2.4.2 Cross-validation

As mentioned in section 2.4.1, there are some cases where the use of true validation is not feasible
and requires instead the use of cross-validation methods. It can happen when very few data points are
available but not only (see section 2.4.3 for more details).

Cross-validation (or more particularly K-fold cross-validation) aims to partition the entire dataset
into K subsets in order to generate several training and validation subsets. More precisely, here are
the mains steps of the K-fold cross-validation procedure:

Step 1: Randomly generate two subsets. The VALTRN set with 70% of the data available and the
TST set with the remaining 30% data points. As for true validation, the percentage of the
subsets should be selected in order to keep enough data points to "represent" the phenomenon
(Hastie, Tibshirani, and Friedman, 2009).

Step 2: According to the chosen K (more explanations for the choice of K are given in section 2.4.3),
randomly partition the VALTRN set into K equal subsets (also called folds).

Step 3: From the K generated folds, assign the first fold as the validation subset (VAL) and the
remaining K−1 folds as the training subset (TRN).

Step 4: Apply the steps 2 to 5 of the true validation method (section 2.4.1) for the TRN and VAL
subsets, and save the results of the measurement error in L1

Step 5: iteratively assign the next fold as the validation subset (VAL) and the remaining K−1 folds
as the training subset (TRN), and iteratively apply step 4 to TRN and VAL subsets. Save the
results in Li for i = 1, ...,K.

Step 6: Average the obtained results L= 1
K ∑

K
i=1 Li and find the hyper-parameters θhp which minimize

the value of L.

The proposed process can be adapted for different number of folds and can also be used several
times in an embedded way. It is worth mentioning that when the number of folds is equal to the
number of data points available, the method is then called leave-one-out cross-validation (Hastie,
Tibshirani, and Friedman, 2009). More remarks are given in the next section 2.4.3 where special
cases are developed.
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2.4.3 Remarks and Recommendations

In the process of validation and cross-validation there are no rules of thumb. As the main objectives
of a data driven model (in particular for machine leaning algorithms) is to extract the maximum of
information, the use of the available data is subject to compromise for both the learning and the
validation procedure. In that sense, here is a non exhaustive list of recurrent questions:
Why do we have to generate subsets?

The generation of subsets is essential for the optimization process. As the learning step and the
validation step should be performed with independent data points, the generation of subsets is the first
step in order to reach this goal but does not guarantee the independence of the subsets. This latter
aspect is developed in the next section 2.5, and in section 2.5.4.
How many subsets to use?

For the case of a true validation method, the number of subsets is related to the number of "pa-
rameters" (here "parameters" should be understood in the broadest sense of the word). In all cases,
regardless of the number of parameters for the selected method, the final optimal generated model
has to be evaluated in order to estimate the generalization error. This evaluation needs its own subset
usually called test (TST) subset. In the standard case, where the analysis is performed with a machine
learning algorithm including parameters and hyper-parameters (i.e. θ = (θp,θhp)), two subsets are
required: traditionally the training subset (TRN) for the optimization of the parameters θp, and the
validation subset (VAL) for the optimization of the hyper-parameters θhp. Up to now it is a standard
procedure with 3 subsets.

Let us consider that the practitioner wants to include the feature selection task in the modelling
process. As mentioned in section 2.2 the model becomes a three levels structure f (X̃ ,θ) where an
additional "parameter" (i.e. X̃ the subset of features) should be optimized. With this setting, a fourth
subset needs to be generated (VALX). The optimization of the whole model does not change from
the process proposed in section 2.4.1. An additional iteration should be performed around step 2 to
5 in order to evaluate different subsets of features, but the way of iterating will depend on the search
strategy used to explore the combinations of features. More details on this topic are developed in
section 3.2.
When should we use K-fold cross-validation?

The use of cross-validation instead of true validation method is really related to the number of
available data points. When very few data points are present, the generation of distinct subsets,
as in true validation method, can lead to misrepresentation of the phenomenon under study. In other
words, the distribution of each generated subset can diverge from the original distribution of the whole
dataset. If it is the case, either the training or the validation parts can fail and lead to a misinterpretation
of the general behaviour of the phenomenon. For this reason, it is recommended to use K-fold cross-
validation when few data points are available.
How many K-fold?
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There are no fixed rules for the number K. In general, it can vary between 5, 10 or even 20
(Hastie, Tibshirani, and Friedman, 2009). The best way to choose this number is to calculate the size
of each fold according to the number of available data points. For example, if the VALTRN dataset is
composed of 100 points, by using a 5-fold cross-validation, each fold will contain 20 points. On the
other hand, if a 20-fold cross-validation is used, the size of each fold will decrease to 5 data points.
As mentioned in the process of section 2.4.2, this means that for one iteration the algorithm will train
the model with 95 points, and evaluate this model only with 5 points. According to my point of view,
the use of only 5 points to evaluate the model can lead to underestimate the true validation error of
the model for this iteration. In that sense, it is better to use a 5-fold (or even a 10-fold) which will
allow the algorithm to learn with 80 points and validate with 20 points. In the extreme case, K could
be equal to the number of data points (i.e., the leave-one-out cross-validation). In this case, for each
iteration, the algorithm will learn over 99 points and evaluate the model over 1 point. Of course, at
the end, it is only the average result which will be taken into account (i.e. L = 1

K ∑
K
i=1 Li). But as each

Li could underestimate the general validation error, L may also underestimate this value. Using less
folds will lead to a better estimation of the error and also increase the computational speed.

2.5 Data Splitting

In section 2.4 the decomposition of the model parameters θ = (θp,θhp) are shown and the use of
different subsets (TRN, VAL and TST) are highlighted. Connected to this decomposition, the data
splitting procedure is in charge of the generation of subsets, which will be used for the calibration
of both the parameters and the hyper-parameters. For this reason, the data splitting is considered as
one of the central and most important part of the machine learning pre-processing step. Results can
significantly change according to the way the splitting procedure is done.

As the main goal of data splitting is to generate (or partition) subsets of the complete dataset,
it can be seen and considered as being a part of the statistical sampling method. Another objective
of the splitting procedure is to provide independent subsets which keep a good representation of
the phenomenon under study. Although the latter point seems contradictory (i.e., being independent
and representative of the phenomenon), the practitioner should keep in mind this aspect in order to
understand and validate the results and the whole methodology.

According to a standard setting (the same as for the true validation section 2.4.1), the rest of this
section will concentrate on the different manners of generating training, validation and testing subsets,
or in a broader way, on the creation of a subset, and on the assessment of such splitting procedure.
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2.5.1 Random Sampling

The random sampling (or simple random sampling) represents the easiest and the most commonly
used method for generating subsets (Thompson, 2012). According to the chosen size of each sub-
set (TRN, VAL and TST), it can randomly split the complete dataset in a straightforward and non-
parametric way. This method gives good results when enough data points are allocated in each subset,
and when the distribution of the whole dataset is homogeneous. In the case where clusters or complex
distributions are present in the dataset, the use of random sampling can lead to a poor coverage of the
phenomenon. And as mentioned in section 2.4.3, the training and the validation process can lead to a
non-optimal model.

It is worth noting that most of the time the use of random sampling method for performing a
K-fold cross-validation is preferred among other methods. This is mainly due to the fact that when
several subsets need to be generated, the use of self-consistent methods like random sampling allows
a simpler implementation in programming languages without loss of accuracy of the prediction.

2.5.2 Stratified Sampling

The stratified sampling consists in identifying (or generating) partitions of the whole dataset, which
will be called strata, and then applying a random sampling within each stratum and proportional to
the size of each stratum. It can be very useful when the output variable is imbalanced (for the case
of classification problems, the distribution can vary among the classes) or when the distribution of
the output variable is heterogeneous (i.e., non-normal or non-uniform). In the first case, the use of
stratified sampling based on the different proportions of category (for imbalanced classes) allows the
generation of subsets (mainly the TRN, VAL and TST subsets) with the same properties.

For example, for a study on forest fires in Portugal (Leuenberger et al., 2018) two machine learn-
ing algorithms were applied for a classification problem. In this case, the output variable was a
categorical variable composed of 6 classes. As the classes were very imbalanced (i.e. class 1 was
composed of more than 4’000’000 data points, while class 6 contained only 327 data points) the use
of random sampling led to an under-estimation of the higher classes. For this reason, we decided to
use a stratified sampling methods in order to generate the different subsets by taking into account the
proportion of each classes. It allowed to generate models with a better consideration of the higher
classes.

In some cases, when complex distributions are present in the input or in the output variables,
the generation of strata may not be straightforward. It is the case when there are no evident or
natural partitions in the dataset. In these circumstances, the generation of strata can be performed by
using a clustering algorithm (e.g. K-means or K-medoids). By applying a clustering algorithm on
the input variable (as in unsupervised learning), the original heterogeneous dataset will be divided
into homogeneous clusters (at least more consistent subsets). Then, by considering each cluster as
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FIGURE 2.3: Example of boxplots for the quality control of the splitting procedure.
Case study of wind field prediction in Switzerland.

a stratum, TRN, VAL and TST subsets can be generated with a stratified sampling by taking into
account the proportion of each stratum.

2.5.3 Assessment of the Subsets

Once the different subsets have been generated, one may ask if they are consistent and representative
of the phenomenon under study, or at least of the entire dataset. In this regard, and essentially when
generating TRN, VAL and TST subsets with the true validation method, it is important to check the
distribution of each subset for each variable (Leuenberger and Kanevski, 2015).

Figure 2.3 illustrates a practical example with the wind field dataset in Switzerland (Robert,
Foresti, and Kanevski, 2012). In Leuenberger and Kanevski (2016), presented at the GeoENV con-
ference (see also section 3.2.1), the generation of the TRN and VAL subsets was controlled with the
use of boxplots. Several attempts were performed in order to find subsets with similar distributions
for each variables.

The limitation of this technique resides in the fact that only 1-D representation of the distribution
is checked. It means that two subsets (e.g. TRN and VAL) can show the same "1-D" distribution for
two variables, but by looking at a "2-D" representation of their distribution, they can show a complete
different behaviour (see figure 2.4). For this reason, when applying true validation with a complex
dataset, it is recommended to perform several times the splitting procedure, for example 20 times,
and to apply the desired algorithm to these 20 different splitting processes. By considering an average
of theses 20 results, instead of only one result, we can avoid a misrepresentation of the phenomenon
under study.
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FIGURE 2.4: Example of boxplots when the 1-D distribution is identical, and the 2-D
distribution is different.

2.5.4 Issues with Spatial Autocorrelation

When dealing with a huge dataset (with a lot of measurement points), it can happen that the generated
TRN, VAL and TST subsets have very close data points between them. The closeness of these points
associated with the spatial autocorrelation of the output variable can lead to an underestimation of the
true model error. This is essentially due to the fact that most of the data used for the validation or the
test of the model were already used by "similar" data during the training process.

In order to minimize this effect, a special attention should be paid during the exploratory data
analysis, where the level of spatial autocorrelation can be estimated with the use of a variogram. For
the splitting process, the use of a clustering method (with a high number of clusters) can generate
homogeneous and small areas. Then splitting the areas instead of the data points can lead to TRN,
VAL and TST subsets with less nearby points.

In some cases, external means can be used in order to split the data with less "similarity" between
TRN, VAL and TST subsets. For example, in the case study of landslide susceptibility maps, each
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polygon of landslide was composed of pixels. Instead of splitting the pixels, the use of an object-
based sampling strategy (the splitting was performed on the polygons) allows us to preserve from an
under estimation of the true classification error (pages 42 to 44 in Micheletti et al. (2014)).

2.6 Measures of Evaluation

In section 2.2 -equation 2.3- a cost function symbolized by L was introduced. In this section different
cost functions are presented for both regression and classification problems. They all have the same
purpose of computing errors between predicted and observed data points. They are used in the val-
idation process in order to evaluate and find optimal parameters, and in the testing process in order
to estimate the generalization error of the final model. However, there is no clear guideline on when
to use what cost function, but a good knowledge on the nature of the data (i.e., the general range,
distribution, etc.) can help to select the appropriate cost function (Hastie, Tibshirani, and Friedman,
2009; Cherkassky and Mulier, 2007).

For the case of a regression problem, let us consider the following labelled dataset {(xi,yi)}N
i=1

with xi ∈ Rd as input values and yi ∈ R as output value for an observed data point i. The predicted
value of a model (either optimal or not) f with parameter θ̂ for the point xi is defined as follows:

ŷi = f (xi, θ̂) (2.6)

In this context, the most common measurements of errors are:

Mean Squared Error (MSE)
1
N

N

∑
i=1

(ŷi− yi)
2 (2.7)

It has the particularity to be one of the most widely used cost function in regression problems,
but suffers of a high sensitivity in outliers or extreme values. In those cases, outliers detection
or non-linear normalization (e.g. log-transformation on the output variable) are recommended.

Root Mean Squared Error (RMSE) √
1
N

N

∑
i=1

(ŷi− yi)2 (2.8)

Also sensible to outliers or extreme values as MSE, RMSE differs from MSE by the square
root, which allows the value of RMSE to be at the same scale as the original output variable y.

Mean Absolute Error (MAE)
1
N

N

∑
i=1
| ŷi− yi | (2.9)
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Close to the RMSE measure, MAE has the advantages of being easier to interpret than MSE or
RMSE (the measure is in the same unit as the original variable y), and to be less sensitive to
outliers or extreme values.

Mean Absolute Percentage Error (MAPE)

100
N

N

∑
i=1
| ŷi− yi

yi
| (2.10)

Close to the mean absolute error, the mean absolute percentage error can be applied and ex-
presses the error as a percentage. Nevertheless, this measure of error has several drawbacks
which can make it difficult to apply. For example, the measure cannot be used when there are
zero values in the output yi. Moreover, the measure is biased in the sense that it will privilege
lower prediction (i.e., ŷi < yi) than higher prediction (i.e., ŷi > yi).

Coefficient of Determination (R2)

1− ∑
N
i=1(yi− ŷi)

2

∑
N
i=1(yi− ȳ)2

(2.11)

Here ȳ denotes the mean value of the observed data ȳ= 1
N ∑

N
i=1 yi. This measure of error between

observed and predicted data lies normally in the interval [0,1]. It can be seen as the ratio
between the variance of the model error and the variance of the observed data. A result close to
1 indicates that the considered model works well on the data. On the other hand, a results close
to 0 indicates a poor performance of the model. Let us note, that in some cases the computed
value of R2 can be negative. In these cases, the model used is worse than the mean value of the
data.

In the case of a classification problem, the only difference is the nature of the output variable y. In
this case the labelled dataset is

{
(xi,yi) | xi ∈ Rd,yi ∈ C

}N
i=1 where C = {0,1} when considering a

binary problem, or C = {1,2, ...,C} for a multi-class problem. Here are the descriptions of the most
common measures of error for classification model:

Accuracy (ACC)
1
N

N

∑
i=1

1{ŷi=yi} (2.12)

Here 1{ŷi=yi} is an indicator function with value 1 when ŷi = yi and 0 when ŷi 6= yi. The measure
of accuracy is one of the most standard measure for classification problems. It counts the
number of good predictions and normalizes this number by the total number of points present
in the dataset. This measure can also be derived from a confusion matrix (i.e. a special case of
the contingency table) with the followed equation:

ACC =
T P+T N
#P+#N

, (2.13)
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Observed classes
1 0

1 True Positive (TP) False Positive (FP)
Predicted classes

0 False Negative (FN) True Negative (TN)

TABLE 2.2: Structure of a confusion matrix for two groups only. Here the right predic-
tions are determined by the number in TP and TN, while wrong prediction are in FN and

FP.

where #P and #N denote the number of real positives (class 1) and real negatives (class 0) in
the considered dataset (table 2.2).

It is worth noting that this measure works well when the classes are balanced in the dataset.
In the case of imbalanced classes, the value of ACC can misrepresent the real accuracy of the
model. For example let consider a dataset with 95 data points as class 1 and 5 data points as
class 0. If a model classified the 100 data points as class 1, the value of ACC will be 0.95 (which
is a good value), but this value does not reflect the inability of the model to classify at least once
the class 0. In these cases, other metrics should be investigated (e.g. true positive rate, true
negative rate, precision, recall, or F-score) or at least an analysis of the confusion matrix should
be performed.

Cohen’s kappa (κ)
κ =

po− pe

1− pe
(2.14)

where po is the observed accuracy and pe the expected accuracy. According to table 2.2, po and
pe are computed as follows:

po =
T P+T N

T P+FP+FN +T N
= ACC, (2.15)

pe = pclass0 + pclass1, (2.16)

where,
pclass0 =

T N +FN
T P+FP+FN +T N

· T N +FP
T P+FP+FN +T N

, (2.17)

pclass1 =
T P+FN

T P+FP+FN +T N
· T P+FP

T P+FP+FN +T N
. (2.18)

With this notation pe can be considered as the expected accuracy that a random classifier can
reach by taking into account the number of points in each class. The kappa index can be a good
alternative when the studied dataset contains imbalanced classes. But in any case, the use of
such an index should always be interpreted along with the corresponding confusion matrix.
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2.7 Complexity Analysis

The complexity of an algorithm, and more generally of a model, can provide valuable information
about the hidden relationship between input and output variables, and more generally about the phe-
nomenon under study. For example, knowing the degree of complexity among different sets of vari-
able can explain and help to understand a phenomenon much more than just having a prediction
map. Moreover, the detection of linearity or non-linearity into the relationship between input and
output variables can highlight new way to understand a phenomenon. In this section, two methods
for evaluating and interpreting the complexity are highlighted. The notion of complexity is, for the
first method, based on the hyper-parameter value, and for the second one, based on the performance
of extreme learning machine with different activation functions.

2.7.1 Hyper-parameter related Complexity

When applying a machine learning algorithm on a dataset, there is always an optimization phase,
which determines the optimal values for the parameters θ = (θp,θhp). During this process, several
values of hyper-parameter θhp are trained and then tested (either by the use of true validation or cross-
validation). As it was mentioned in section 2.4.1, these values are iteratively changing from the lowest
to the highest degree of complexity. This process is finally stopped when the validation curve reaches
a minimum and the corresponding optimal hyper-parameter θ ∗hp is selected for the final model.

In this context, the optimal hyper-parameter θ ∗hp can be considered as an index of complexity.
It can be easily understood in the case of polynomial functions, where high degree of polynomial
functions implies a more complex relationship between input and output variable. In the case of
artificial neural networks, the hyper-parameter, which is related to the structure of the network (i.e.
number of layers and number of neurones), suggests also a degree of complexity, in the sense that
more layers and more neurones imply more flexibility for the model to learn the data.

As an example, let consider a dataset where there is no structure in the output variable (i.e. no
relationship between input and output variables). In this case, the best possible model is the mean
value of the available data points. When applying a polynomial model on this dataset (with true
validation or cross-validation), the best hyper-parameter, which is k, the degree of the polynomial
function, will be equal to 0, which is the model of a constant value ( f (x) = ∑

k=0
i=0 aixi = a0). For the

case of artificial neural networks, the hyper-parameter will select the value of 1 layer with 1 neuron,
which is the simplest network structure.

It is worth mentioning that all these considerations are not applicable on all machine learning
algorithms. For example, the hyper-parameters of random forest algorithms (Breiman, 2001), which
are the number of trees and the number of selected variables in each splitting node, are difficult to
interpret in term of complexity. It is due to the fact that these hyper-parameters do not have a clear
order relationship (or partially ordered set). It is the same for the k-nearest neighbours (k-NN) model,
where the number of neighbours k (which is the hyper-parameter of this model) does not express
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directly a "complexity index" (in a broad sense). Because, as the 1-NN model can be seen as the
most simple model of this family, the "∞-NN" model is the optimal one for the case where there is no
structure in the output variable.

In addition to the proposed tools for quantifying the complexity (here according to hyper-parameter
related complexity and in section 2.7.2 according to Extreme Learning Machine Complexity), it
should be mentioned that other means of model complexity analysis exist, such as: Shannon in-
formation, minimum description length, Bayes factor, or the number of support vectors in the support
vector machine algorithms (Cherkassky and Mulier, 2007; Hastie, Tibshirani, and Friedman, 2009;
Rissanen, 1978).

2.7.2 Extreme Learning Machine Complexity

This section highlights and investigates the different issues that can occur when identifying the com-
plexity (linear/non-linear) of environmental data using machine learning algorithms. In particular,
the main attention is paid to the description of a self-consistent methodology for the use of Extreme
Learning Machine (see section 3.1), which recently gained a great popularity. By applying two ELM
models (with linear and non-linear activation functions) and by comparing their efficiency, quantifi-
cation of the linearity can be evaluated.

Data

Linear

Non-linear

Complexity

FIGURE 2.5: According to the data available, the complexity can be highlighted by the
presence of linear or non-linear relationship between input and output variables.

It is worth mentioning that the combination of Extreme Learning Machine with two different acti-
vation functions is very promising. Compared to classical machine learning algorithm like multilayer
perceptron (Rosenblatt, 1961), ELM has the ability to learn faster without loss of accuracy, and needs
only one hyper-parameter to be fitted. With these good properties, it allows us to generate large
amount of models for both the linear and the non-linear ELM, which for standard algorithms is not
feasible.

In particular, the following activation functions for the ELM model are considered:

g(x) =

x, linear.
1

1+e−x , sigmoid,
(2.19)

and are used in the model function of ELM (see section 3.1 for more details):
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Ñ

∑
j=1

β jg(xi ·w j +b j) = yi. (2.20)

According to this setting, the following methodology is applied:

Step 1: Split the data between training (TRN) and testing (TST) sets.

Step 2: Apply a 10 fold cross-validation with the training set, in order to find the hyper-parameter of
ELM θhp, that is the number of nodes in the hidden layer Ñ.

Step 3: For each iteration of the cross-validation procedure and for each number of nodes between 1
to 200, train two ELM models. The first one with a linear activation function and the second
one with a non-linear (in this case a sigmoid function,eq. 2.19).

Step 4: According to the training and validation subsets (generated by the cross-validation proce-
dure), compute the mean value of the Mean Square Error (MSE) for the two ELM models.

Step 5: Select the linear and the non-linear models with the lowest MSE.

Step 6: Compute the index IC (an index of complexity) defined as follow:

IC =
MSEl−MSEnl

MSEl
, (2.21)

where MSEl corresponds to the optimal MSE of ELM with a linear activation function, and
MSEnl is the best MSE for the non-linear ELM model. If multiple minima are detected, select
the one with the smallest number of nodes (essentially for visualisation purpose, because the
MSE are equal for multiple minima).

This index is included into the interval [0,1] when MSEnl ≤ MSEl . If it is not the case (due to
stochastic variation on the ELM model), a bound can be fixed at 0 as follow:

IC = max
(

MSEl−MSEnl

MSEl
,0
)
. (2.22)

In order to understand the behaviour of this new index IC, the Butterfly dataset (Golay, Leuen-
berger, and Kanevski, 2017) was used. It contains a total of 8 input variables, which are {X1, X2, J3,
J4, J5, I6, I7, I8}, for one output variable {Y}. X1 and X2 correspond to the two original variables
from which Y was built (combination of sigmoid functions). J3,J4 and J5 are redundant variables
(non-linear relationship with X1 and X2), and I6, I7 and I8 are irrelevant variables with non-linear re-
lationship between them. According to this dataset, five scenarios including different subsets of input
variables (i.e. {X1,X2,J3,J4,J5, I6, I7, I8,Y}, {X1,X2,Y}, {X1,X2, I6,Y}, {X1,X2, I6, I7, I8,Y}
and {X1,X2, I6, I6, I6,Y}) with different number of data points (i.e. 100, 200 and 1000) were com-
pared. In the last scenario (i.e. {X1,X2, I6, I6, I6,Y}) the three variables I6 are generated randomly
with the same distribution.
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FIGURE 2.6: Difference in MSE between linear and non-linear models by considering
the set of variables {X1,X2,Y}. The green arrow shows the difference between MSEl
(the linear model computed on the validation subset in red dashed line) and MSEnl (the
non-linear model computed on the validation subset in red solid line) when they reach

their minimum.

Figure 2.6 illustrates the behaviour of this index IC for the case where the phenomenon is purely
non-linear (by considering only the set of variables {X1,X2,Y}). The green arrow shows the differ-
ence between MSEl (the linear model in dashed line) and MSEnl (the non-linear model in solid line)
when they reach their minimum. And figure 2.7 shows the two optimal solutions for the linear and
non-linear ELM models. It is worth mentioning that the non-linear validation curve (i.e., solid red
line in figure 2.6) shows a stochastic behaviour because of the variability nature of ELM. Moreover,
when multiple minima are detected, the one with the smallest number of nodes (i.e., the less complex
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FIGURE 2.7: Visualization of the butterfly dataset {X1,X2,Y} with the linear ELM
model (on the left), and the non-linear ELM model (on the right).

model) should be selected.
Table 2.3 highlights the different scenarios according to the set of variables and the number of

points used. When considering all the input variables with different number of data points (the first
tree rows of the table), the index IC increases as the number of points increases. This aspect reflects
the fact that phenomena with a low number of points are harder to be modelled and, in some extreme
cases, the best predictor could be the mean value which can be easily caught by linear models.

In the case where relevant information (X1 and X2) is mixed with irrelevant variables (I6, I7 and
I8) the performance of the non-linear ELM model decreases while the linear model stays quite stable.
This observation represents the main characteristic of a feature selection paradigm (i.e. the addition
of redundant or irrelevant variables tends to increase the general error of the model).

In the opposite case, where the relationship between input and output variables is linear, both
models reach the optimal MSE at the same level, which results in an index close to 0.

Finally, the characterization of the complexity (at different levels) is an important part of the ma-
chine learning process. Moreover, the identification of the linear or non-linear behaviour between
input and output variables adds valuable information for the knowledge of the phenomenon complex-
ity.

2.8 Concluding Remarks

The main goals of environmental data science using machine learning algorithms deal, in a broad
sense, around the calibration, the prediction and the visualization of hidden relationship between
input and output variables. In order to optimize the models and to understand the phenomenon under
study, different aspects (presented in a broad way in section 2.1, and then in detail in the remaining
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linear non-linear
Variables # points MSE Ñ MSE Ñ IC

X1, X2, J3, J4, J5, I6, I7, I8 100 0.141 27 (8) 0.0981 24 (20) 0.3043
X1, X2, J3, J4, J5, I6, I7, I8 200 0.158 6 0.0564 62 (30) 0.6430
X1, X2, J3, J4, J5, I6, I7, I8 1000 0.1528 9 0.0157 85 0.8973

X1, X2 100 0.1327 3 0.0168 30 0.8734
X1, X2 200 0.1507 3 0.0149 38 0.9011
X1, X2 1000 0.1535 10 (3) 0.0125 55 (35) 0.9186

X1, X2, I6 100 0.1327 6 (3) 0.0784 21 0.4092
X1, X2, I6 200 0.1521 5 0.0257 79 0.831
X1, X2, I6 1000 0.154 6 0.0143 98 0.9071

X1, X2, I6, I7, I8 100 0.1394 5 0.1361 24 (8) 0.0236
X1, X2, I6, I7, I8 200 0.1547 5 0.0839 32 (10) 0.4577
X1, X2, I6, I7, I8 1000 0.154 8 (5) 0.0523 43 0.6604
X1, X2, I6, I6, I6 100 0.136 28 (6) 0.1362 8 0
X1, X2, I6, I6, I6 200 0.1532 103 (6) 0.1273 71 0.1691
X1, X2, I6, I6, I6 1000 0.154 194 (6) 0.0546 109 0.6455

TABLE 2.3: Different scenarios are highlight according to the set of variables and the
number of points used. The mean square error (MSE), the optimal number of node (Ñ)
as well as the IC index are computed for each scenario. The optimal number of node in

parenthesis denotes the optimal one found by visual evaluation.

section of chapter 2) have to be considered. Among them, parameters versus hyper-parameters, data
splitting, measurement for evaluation and complexity analysis are discussed.

An important contribution of this research deals with an elaboration of a self-consistent methodol-
ogy that can be used for intelligent decision making process. It should be noted that the methodology
used does not depend on particular machine learning model and can be applied for any data driven
modelling tools.
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Extreme Learning Machine

3.1 Presentation and Theory

Extreme Learning Machine is based on the artificial neural network concept. Following the structure
of a single-hidden layer feedforward neural network (SLFN), it connects all input variables to the
hidden layer, computes the neuron value, and then calculates a weighted average of all neurons with
optimal weights, which will be assign to the output layer (Huang, Zhu, and Siew, 2006; Leuenberger
and Kanevski, 2015). More formally, composed of nbnode neurons (Ñ) and by using an activation
function g : R→R, the ELM network connecting the input (xi) to the output (yi) value can be written
in the following form:

Ñ

∑
j=1

β jg(xi ·w j +b j) = yi, (3.1)

where xi ·w j is an inner product between the input (xi) and the weight vector (w j) which connects the
input layer to the jth neuron, b j is the bias of the jth neuron, and β is a weight vector connecting the
hidden layer to the output layer. In a more compact way, ELM can be written as:

Hβ = y, (3.2)

where Hi, j = g(xi ·w j +b j) is the output matrix of the hidden layer (Fig. 3.1).
According to this notation, ELM algorithm applies the following steps without iteration:

1. randomly generate the input weight w j and the bias b j (by using a uniform distribution);

2. compute the matrix H;

3. compute the output weight β = H†y, where H† is the Moore-Penrose generalized inverse of the
matrix H (Moore, 1920).

It is worth mentioning that the only parameter which should be fitted is the number of hidden
neuron (Ñ = nbnode). This latter can easily be optimized by applying the procedure highlighted in
section 2.4. Finally, when all weights and biases of the network are defined, new data points can be
predicted and the testing error evaluated.
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FIGURE 3.1: Structure of Extreme Learning Machine (ELM) following a single-hidden
layer feedforward neural network (SLFN).

Notice that ELM allows fast and accurate predictions and it was proven to be a universal mod-
elling tool (Huang, Zhu, and Siew, 2006). Furthermore, the algorithmic complexity of ELM lies in
the computation of the Moore-Penrose generalized inverse of matrix H, which in this case uses the
singular value decomposition algorithms (SVD) (Huang, Zhu, and Siew, 2006). This means that the
quickness of ELM refers just to the computation of weights. The optimization phase, which resides
in finding the optimal hyper-parameter (the number Ñ of hidden neurons for ELM), does not differ
from other machine learning algorithms. For these reason, ELM algorithms make a suitable candidate
compare to the traditional multilayer perceptron (MLP), which can fall in local minimum during the
learning process, and which can take much more time for the same accuracy.

In this thesis, all computations of ELM were performed by using the elmNN R package (R Core
Team, 2016).

3.2 Feature Selection

In many fields of data-driven sciences (e.g. geo- and environmental sciences, biocomputing, finance,
astronomy, ect...), the need for efficient methods to carry out features selection tends to increase dra-
matically (Donalek et al., 2013; Meiri and Zahavi, 2006; Micheletti et al., 2014). Because phenomena
under study lie in high dimensional spaces (e.g. for natural hazards: d ≈ 10−100), it is a challenging
task to reach the real dimension (i.e., finding the relevant features or variables) where the true phe-
nomena can be understood, explained and predicted (Kanevski, Pozdnoukhov, and Timonin, 2009;
Hastie, Tibshirani, and Friedman, 2009). Moreover, in most real data cases the relationships between
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features and phenomena are non-linear and complex. Keeping in mind that these relationships involve
not only one but several features, the main goal is to select relevant subsets of features according to
their potential non-linear ability to explain or predict relationships between input and output variables.

There are a lot of methods in wrapper, filter and embedded methodologies (Guyon and Elisseeff,
2003; Guyon et al., 2006; Lee and Verleysen, 2007; Bolón-Canedo, Sánchez-Maroño, and Alonso-
Betanzos, 2013; van der Maaten, Postma, and van den Herik, 2009). On the one hand, filter methods
are faster but do not necessarily take into account the combinations of various features simultaneously
(a feature can be irrelevant alone but may be relevant combined with other features). Because of the
method speed, they allow applications with high dimensional datasets, but hardly deal with the real
complexity of the phenomena. On the other hand, wrapper methods allow complex associations of
features but suffer from the curse of dimensionality when considering all possible combinations of
features. In the latter, the use of heuristic models is usually advised (Kohavi and John, 1997). Recent
publications show new developments by merging global optimization algorithms with machine learn-
ing algorithms for classification or regression problems. For this purpose, here are some of the key
publications according to the algorithms used: simulated annealing with backpropagation networks
(Lin et al., 2008a); simulated annealing with support vector machines (SVM) (Lin et al., 2008b);
particle swarm optimization (PSO) with logistic regression (Unler and Murat, 2010); PSO with SVM
(Huang and Dun, 2008; Liu et al., 2011); extreme learning machine (ELM-based feature selection)
(Frénay et al., 2013; Leuenberger and Kanevski, 2014). All these methods show good aptitude for
different tasks and data, and new combination of algorithms should be investigated.

3.2.1 Exhaustive search

In this section, a standard method for feature selection called exhaustive search, is presented. For a
considered dataset composed of d input variables and one output variable, the exhaustive search strat-
egy aims to successively generate all combinations of input variable subsets. During the iterations,
each subset is evaluated by a classifier (or according to the nature of the output data, a regression
model) and the general error is computed. At the end, the subset with the lowest error is selected. The
selected subset is therefore the best subset of input variable which can explain the output variable. But
it is worth mentioning that the obtained result is sensitive to the model used and also to the way the
general error is computed. In this sense, it is reasonable to say that the obtained result represents the
input variables which have the best hidden relationship with the output variable, but only according
to the method and model used.

The following section presents an applications of ELM for feature selection by using exhaustive
search.
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FIGURE 3.2: Study area with training (black dots) and testing (red triangles) data points.
Colour scale displays the elevation in meters.

Wind Fields in Complex Regions

The present research highlights and investigates an application of Extreme Learning Machine to
model monthly wind speed in Switzerland for the year 2008. Based on 118 measurement points,
the input space was constructed using a Digital Elevation Model (DEM) and complementary geo-
features, containing information about slope, North and West aspects, difference of Gaussians (DoG),
etc. constituting a set of 13 independent variables. A description of all variables as well as predictions
using general regression neural networks are presented in Robert, Foresti, and Kanevski (2012).

The following methodology was applied for both the optimization of the algorithm and the feature
selection task.

Step 1: Split the data between training and testing sets.

Step 2: Apply a 5-fold cross-validation with the training set, in order to find the hyper-parameter of
ELM, that is the number of node Ñ in the hidden layer (see section 3.1 for more details).

Step 3: Generate 100 bootstrap subsets from the training data and use the optimal hyper-parameter
Ñ in order to generate 100 ELM models. Then, compute a mean prediction value.

Repeat steps 2 and 3 with all the combinations of subsets, that is 213−1 = 8191, and select the subset
of features with the lowest mean squared error (MSE).
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months best subsets MSE best Ñ best MSE all Ñ all
January 1,5 1.6425 9 2.6953 13

February 1,2,3,4,5 0.9628 12 1.5277 13
March 1,2,3,4,6,7 1.5229 14 2.0787 16
April 1,2,3,5 0.9159 14 1.5880 11
May 1,2,5 0.5764 14 1.0365 7
June 1,3,5 0.6136 13 0.9477 6
July 1,2,5,7 0.5522 19 0.6976 5

August 1,3,5,11 0.6526 11 1.0866 8
September 1,3,4,6 0.8349 11 1.2081 16

October 1,2,3,4,5 0.7628 13 1.2213 13
November 1,3,5,11 1.1740 13 2.0178 14
December 1,2,3,4,5,6 1.3434 12 2.3923 12

TABLE 3.1: Results of the feature selection.

Code Variables Code Variable
1 X 8 medium slope
2 Y 9 big slope
3 Z 10 small DD North-South
4 small DoG 11 small DD West-East
5 medium DoG 12 big DD North-South
6 big DoG 13 big DD West-East
7 small slope

TABLE 3.2: Names of variables for each code number. DoG means Differences of
Gaussians and DD means directional derivative

Table 3.1 highlights the best subset of feature for each month of the year 2008. For each month,
the MSE and the optimal number of hidden nodes (Ñ) are recorded for both the best subset of features
and the subsets containing all the features. The number code for the 13 features are the ones presented
in table 3.2.

Figure 3.3 displays the mean prediction of the 100 ELM bootstrap models (from step 3) for Jan-
uary taking into account only the best subset of features, which is for this case the variable X (1) and
the medium DoG (5).

In this context ELM is well adapted for a feature selection task. As it can be performed very
quickly, it allows the evaluation of all combination of subsets (8191 in total for this study) and gives,
with Ñ, valuable information about the complexity of the phenomenon under study.

Moreover, the best subsets selected consider much less features among the 13 ones, and the MSE
can be significantly reduced, which means that the remaining features do not provide relevant in-
formation for this case study. This provides a clearer representation of the wind behaviour for the
different considered months.
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FIGURE 3.3: Wind speed predictions (m/s) for January with the best subset of features
(variable X (1) and the medium DoG (5)).

3.2.2 Simulated Annealing based Feature Selection

The following section proposes a methodology combining Extreme Learning Machine (ELM, Huang,
Zhu, and Siew (2006)) and Simulated Annealing (SAN, Kirkpatrick, Gelatt, and Vecchi (1983)) algo-
rithms. The ELM algorithm has showed good capability for merging methods (Frénay and Verleysen,
2010) and provides fast and accurate prediction on various sorts of data from complex to highly non-
linear. The proposed SAN algorithm remains a good optimization algorithm despite the fact that
some new studies showed better performance (principally for computational time) by combining with
a genetic algorithm (Gheyas and Smith, 2010).

The principal advantages of this method are the following:

1. ELM allows the quick evaluation of the non-linear potential of subsets of features,

2. SAN alows the optimal subset of features to be reached without using an exhaustive search.

The use of ELM instead of the more robust and accurate OP-ELM (Miche et al., 2010) resides in the
fact that current version of OP-ELM cancel out the wrapper ability to detect irrelevant features.
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Simulated Annealing Algorithm

SAN is a metaheuristic algorithm for optimization problems inspired by the field of metallurgy (Kirk-
patrick, Gelatt, and Vecchi, 1983). Initialized with a high temperature parameter, it performs a global
random search from neighbour to neighbour. In a second stage, temperature decreases progressively
and the search becomes local. Based on the Metropolis criterion (Metropolis et al., 1953) it has the
capability to accept bad solutions according to the level of the current temperature T .

Let θcur and θnew respectively be the current and new states of the research, and let f (θ) be a cost
function to minimize. If the difference between the new state and the current state is less than zero

∆ f = f (θnew)− f (θcur)≤ 0, (3.3)

the new state θnew is accepted, else θnew is accepted with a probability:

P = exp(−∆ f/T ) (3.4)

In a theoretical way, the ability to accept bad solutions allows to find the global minimum of any
problem. In a practical way, it cannot guarantee to find the optimal solution but it can approach it.
The success of this convergence lies in a good parametrization of the initial temperature and in the
annealing schedule (Filippone, Masulli, and Rovetta, 2011; Press et al., 2007).

Feature Selection Methodology

Let n be the number of features available and Θ = {θ | θ = {0,1}n} be the state space of the whole
combination of features, where θi indicates if feature i is considered or not (e.g. if the number of
features is 3, θ = (1,0,1) means that features 1 and 3 are selected but not feature 2). The goal is to
find the best subset of features θ ∗ ∈Θ that minimizes the cost function f (θ) defined as follows:

f (θ) = MSE(yval, ŷval)+ρ|θ | (3.5)

where, ŷval = ELM(θ , Ñ,Ztrn,Zval) (3.6)

and Ztrn and Zval correspond to two separate training and validation sets, Ñ is the number of hidden
nodes, and ρ is a regularisation parameter which will penalise large subsets of features.

Applying this notation and using the simulated annealing algorithm, the proposed new feature
selection algorithm is shown in algorithm 1 (Simulated Annealing with Extreme Learning Machine -
SANELM).

Pre-analysis for Hyper-parameters Determination

Before applying algorithm 1, some important parameters have to be accurately tuned. For example,
the number of hidden nodes Ñ and the initial temperature T0. For this task, a pre-analysis of the data
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Algorithm 1 SANELM
Require: Initialize θ0 ∈Θ and T0 the initial temperature

1: Generate a model with ELM(θ0, Ñ,Ztrn,Zval)
2: Compute f (θ0), and put θcur = θ0
3: for i = 1 to STOP do
4: Compute Tnew = Ann(T0, i)
5: Generate θnew in the neighbourhood of θcur
6: Compute f (θnew) and ∆ f = f (θnew)− f (θcur)
7: if ∆ f ≤ 0 then
8: Accept θnew: θcur← θnew
9: else

10: Generate U uniformly in [0,1], and compute P = exp(−∆ f/Tnew)
11: if U ≤ P then
12: Accept θnew: θcur← θnew
13: else
14: Reject θnew
15: end if
16: end if
17: end for

sets is proposed in the following form:

• generate a random state θ ∈Θ,

• evaluate the MSE of ELM using this θ for different numbers of hidden nodes Ñ (the range of
the space search for Ñ can be determined during the process by trial and error).

Performing this process many times (about 1000 times) allows to find optimal number of hidden
nodes for each particular data set. Then, SANELM algorithm is applied using only the optimal
number of hidden nodes Ñ∗.

An important by-product of this pre-analysis is the evaluation of the data variability which gives
valuable information about the initialization of the temperature parameter T0. As shown in Press
et al. (2007) and applied in Filippone, Masulli, and Rovetta (2011), the pre-analysis step allows to
determine T0 according to the data set.

Some SANELM Details

Once the preprocessing task is completed, several SAN parameters have to be fitted. The first one is
the annealing schedule Ann(T0, i). Written as a function of the initial temperature T0 and the iteration
index i, the schedule can take different forms. No preferential function exists, but as the optimization
space Θ is discrete and not continuous, a basic schedule can be considered such as:

Ann(T0, i) =
T0

c · i or Ann(T0, i) =
T0

c · log(i)
, (3.7)
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FIGURE 3.4: State space with r = 1 for the neighbourhood definition, and 4 input vari-
ables.

where c is the parameter of the schedule. In practice, since T0 and c have to be parametrized, the most
simple way is to fix c = 1 and to fit the parameter T0 according to the pre-analysis results.

Another important process in the algorithm is the generation of a new state θnew ∈Θ in the neigh-
bourhood of the current state θcur. For this purpose, it is recommended to use the following Hamming
distance (Hamming, 1950)

d(θnew,θcur) = #
{

i | θ i
new 6= θ

i
cur
}
, (3.8)

and to consider as neighbourhood of θcur the following set:

Br(θcur) = {θ ∈Θ | d(θ ,θcur)≤ r} , (3.9)

with r = 1. With this definition, it is possible to reach any state of the Θ space in at least n steps
(where n is the number of input variables). Figure 3.4 highlights the state space when considering
r = 1 for the definition of neighbourhood with 4 input variables.

3.2.3 Data and Results

Data

The data used for performing and evaluating the proposed methodology were taken from the UCI
(University of California, Irvine) machine learning repository (Bache and Lichman, 2013). The
databases were selected according to their relevance for feature selection tasks and for their prevalence
in other publications related to feature selection methods.
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Data sets # Attributes # Instances # Output labels
Sonar 60 208 2

Ionosphere 33 351 2
Diabetes 8 768 2

Heart 44 267 2
Parkinsons 22 197 2

Diabetes SIM 16 768 2

TABLE 3.3: Database from the UCI repository used for the evaluation of SANELM

Data sets Best Ñ T0
Sonar 23 5

Ionosphere 23 5
Diabetes 14 1.5

Heart 7 2
Parkinsons 22 2

Diabetes SIM 20 1.5

TABLE 3.4: Results of the pre-analyis showing the optimal number of nodes Ñ and the
temperature parameter T0

Table 3.3 shows details on the following data sets: Sonar mines vs rocks (Gorman and Sejnowski,
1988) (Sonar), Johns Hopkins University ionosphere database (Ionosphere), Pima Indians diabetes
database (Diabetes), SPECTF heart data (Heart) and Parkinsons disease data set (Parkinsons). An
additional "simulated" database was considered (Diabetes SIM). Composed of the 8 original variables
of Diabetes data set, 8 simulated variables were added by shuffling the original 8 variables.

Experimental Setup

First of all, the whole database must be normalized in order to fit to the range [0,1] within which
ELM works (Huang, Zhu, and Siew, 2006). Secondly, because of the need to assess the ELM model
at each iteration of the SAN algorithm and to evaluate the performance of the final subset of features,
the database must be split into three subsets. To address this task, two k-fold cross-validations were
implemented. First, 10-fold cross-validation splits the database and alternatively used onefold as a test
(T ST ) and the remaining 9 folds as a validation-training set (VALT RN). Then, with the VALT RN set
a second 5 fold cross-validation is performed in order to create alternatively one validation set (VAL)
with one fold and one training set (T RN) with the remaining 4 folds. Finally 50 runs of SANELM
algorithm are performed using respectively the T RN set for training the model, the VAL set to validate
each new state θ , and the T ST set to evaluate the final reached stateθ .

Results

Results from the pre-analysis of each database are shown in table 3.4. According to the 1000 random
states evaluated by ELM, boxplots of the optimal number of nodes are shown in figure 3.5. Applying
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FIGURE 3.5: Boxplots of the optimal number of nodes of ELM model for each data set

parameters from table 3.4, general results of the SANELM algorithm are highlighted in table 3.5,
where Ñ, MNF , Errall and Errbest indicate respectively the number of hidden nodes used, the number
of features reached at the end of the search, the error of the model considering all the features and the
error of the model with only the best features found. Due to the use of a two k-fold cross-validation
process, the results show the mean ant the standard deviation.

As a representative example, detailed results from the Ionosphere database are shown in figures
3.6, 3.8 and 3.7. In figure 3.6 each dashed line corresponds to one random subset of features and
the solid line coincides with the best subset of features. Examining 1000 random subsets of features
reveals that the range of the number of hidden nodes where they reach the minimum value of MSE
is approximately [15,30] (highlighted in figure 3.7 with normalized MSE). Figure 3.8 shows the
behaviour of the cost function f (θ) through one run of the SANELM algorithm.

Discussion

Results from table 3.5 highlight the fact that the proposed SANELM algorithm can reduce signifi-
cantly the number of features without affecting the accuracy of the models. Moreover, in 4 cases (i.e.
Sonar, Ionosphere, Parkinsons and Diabetes SIM) the models with the best subsets of features show
an error lower than the models with all features. For the other databases, the errors computed with
the best subset of features are equal to or greater than models with all features. But these differences
are negligible according to the fact that the reduction of features is of primary importance. Let us
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Data sets Ñ MNF Errall Errbest
Sonar 23 19.9 (3.8) 0.27 (0.07) 0.26 (0.07)

Ionosphere 23 10.2 (3.1) 0.14 (0.04) 0.12 (0.04)
Diabetes 14 3.4 (0.9) 0.23 (0.03) 0.24 (0.04)

Heart 7 3.1 (1.6) 0.2 (0.06) 0.21 (0.06)
Parkinsons 22 5.2 (2.2) 0.13 (0.06) 0.12 (0.06)

Diabetes SIM 20 3.9 (0.9) 0.25 (0.05) 0.24 (0.05)

TABLE 3.5: Results of the SANELM algorithm with the number of hidden nodes used
(Ñ), the mean number of features selected (MNF), the mean error with all features
(Errall) and the mean error with the best subset of features (Errbest). Mean (and standard

deviation) are evaluated over 50 runs

note that the SANELM model applied on simulated data (Diabetes SIM with the added 8 shuffled
variables) retrieves the same features than those with the original Diabetes database.

Another important result is the adjustment of the number of hiden nodes Ñ. In the first stage of
this research and in Leuenberger and Kanevski (2014) an additional loop was added in the SANELM
algorithm in order to find the optimal number of hidden nodes for each new θ . Because this process is
time consuming, an experimental analysis was carried out in order to determine the sensitivity of the
SANELM algorithm according to the parameter Ñ. For this purpose, 1000 ELM models with different
subsets of features were analysed for each database. Results reveal that the optimal number of hidden
nodes for each model are in the same range (an example is shown in figure 3.7 with the Ionosphere
database, where the range of Ñ is between 15 and 30). According to these results, a comparison
between SANELM algorithm with a fixed Ñ in this optimal range and SANELM algorithm without
fixed Ñ was performed. Results show the same accuracy for both methods (for the number of selected
features and for the error), but as mentioned before, the algorithm without fixed Ñ spends much more
time. Therefore, the proposed pre-analysis in section 3.2.2 provides a suitable trade-off between
computational time and effectiveness.

This section is focused on classification task. The regression problem with real and simulated data
was considered in detail in Leuenberger and Kanevski (2014) and in Appendix A.1. The regression
study dealt with environmental pollution data: 21 dimensional case study, 200 measured points with
3 known relevant variables. Using SANELM algorithm, within few thousand of iterations SANELM
has converged to the true subset of features. For more details, see Appendix A.1.

Concluding Remarks

In this research, a new methodology for feature selection based on two algorithms, the Extreme Learn-
ing Machine as a wrapper method and the Simulated Annealing as an optimization algorithm, was de-
veloped. Comprehensive analyses were performed in order to investigate the behaviour of both ELM
and SAN parameters. As the optimization space is a discrete one, the annealing schedule of SAN can
be standard. For the remaining T0 parameter, trial and error are needed according to the complexity
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FIGURE 3.6: Each dashed line corresponds to one random subset of features. The
graph shows the MSE of the ELM for these different subsets of features according to the

number of hidden nodes (Ionosphere database).

and dimensionality of the problem. For the unique ELM parameter Ñ (the number of hidden nodes),
it has been shown that it is quite stable within the range determined by the problem. Therefore, Ñ

can be fixed during the process and computational time can be reduced. Final results show significant
reduction of the number of features without affecting the general performance of the models. In future
research, this benefit will allow to investigate more complex phenomena in high dimensional space
and multivariate data, as well as to develop and compare other ELM-wrapper based models using
different methods of global optimization.

3.3 Uncertainty

This section highlights a new theoretical development in the domain of uncertainty based machine

learning. It collects several researches done for various conferences, such as the International As-

sociation for Mathematical Geosciences 2015 conference (IAMG) and the European Geosciences

Union 2015 conference (EGU).
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FIGURE 3.7: Behaviour of the optimal number of nodes among different θ in Iono-
sphere database. Although different θ are used, the range of optimal number of nodes is

between 15 and 30.

Nowadays in environmental sciences we face the need to investigate more robust methodology
and methods in order to analyse and understand the complex and non-linear phenomena under study.
In addition to existing prediction tools, recent developments try to quantify the reliability of the gen-
erated predictions. It is well known that real and intelligent decision making process heavily resides
on the quantification of uncertainties in data, models and predictions. In this regard, the main objec-
tive of the current research is to identify and quantify the different sources of uncertainties that can
occur during the prediction process using Extreme Learning Machine along with a bootstrap-based
approach. These different sources can be of two types: the uncertainty in the data and the uncertainty
in the model.

3.3.1 Introduction

Due to large amount and complexity of data available nowadays in environmental sciences, we face
the need to develop and apply more efficient and robust methodology, using both geostatistical and
machine learning approaches (Kanevski and Maignan, 2004; Kanevski, Pozdnoukhov, and Timonin,
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FIGURE 3.8: Behaviour of the cost function through one run of the SANELM algorithm
(Ionosphere database).

2009). This will improve the design of monitoring networks, the data processing and the decision
making process. One particular, but very important task of this development, is the reliability of
generated prediction models, characterized, for example by confidence and prediction intervals. From
the data collection to the prediction map, several sources of error can occur and affect the final results.
These sources are mainly identified as uncertainty in data (data noise), and uncertainty in model.
Their combination leads to the quantification of probabilistic prediction interval (essentially based on
testing data). Understanding of these two categories of uncertainty allows a finer analysis of data and
comprehension of phenomena under study and, finally, a better assessment of the prediction accuracy.

The main objective of this research deals with a development and adaptation of the methodology
combining Extreme Learning Machine (ELM) with a bootstrap-based procedure (Efron and Tibshi-
rani, 1986). Proposed by Wan et al. (2014) for the case of time series forecasting of wind power
generation, this method is extended and adapted to the spatial environmental data.

Developed by Huang, Zhu, and Siew (2006) and detailed in section 3.1, ELM is an artificial neural
network following the structure of a multilayer perception (MLP) with one single hidden layer. The
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particularity of ELM is that the weights between inputs and hidden layer are generated randomly and
then a linear projection on the output space is performed. Compared to classical MLP, ELM is much
faster and has the same property of being a universal approximator. There is only one hyper-parameter
to be learned during the training procedure that is the number of nodes in the hidden layer.

The key step of the proposed approach to quantify the uncertainties are the following:

• sample from the original data a variety of subsets using bootstrapping,

• train and validate ELM models from these subsets,

• compute the ELM residuals.

Then, the same procedure is performed a second time but with the squared training residuals. Finally,
taking into account the two modelling levels (on original and residual data) allows developing the pre-
diction map, the model uncertainty variance, and the data noise variance. In order to better understand
the method, the proposed approach was applied on simulated data with known uncertainties.

3.3.2 General Framework

For a given labelled set Z =
{
(xi,yi) | xi ∈ Rd,yi ∈ R

}N
i=1, let xi be the input value and yi the output

value of the measured data points. The measured value can be modelled in the following form:

yi = f (xi,θ)+ ε(xi) = t(xi)+ ε(xi), (3.10)

where f (xi,θ) is an optimal ELM model with parameter θ , t(xi) = f (xi,θ) is the true hidden function
of the phenomenon, and ε(xi) is the data noise at location xi. Now the first step resides in finding the
optimal ELM parameter θ in order to have the best estimation of the true regression t(xi):

t̂(xi) = f (xi, θ̂) = E [yi | xi] . (3.11)

Then, by considering the difference between the measured value and the estimation of the true
regression, the following prediction error can be deduced:

yi− t̂(xi) = [t(xi)− t̂(xi)]+ ε(xi), (3.12)

where t(xi)− t̂(xi) is the error of the ELM estimation with the true regression, ε(xi) is the data noise,
and yi− t̂(xi) is the total prediction error. By using this notation, the total prediction error can be used
for estimating the variance of the total prediction errors σ2

y (xi) as:

σ
2
y (xi) = σ

2
t̂ (xi)+σ

2
ε (xi), (3.13)

where σ2
t̂ (xi) is the variance of the model uncertainty t(xi)− t̂(xi), and σ2

ε (xi) is the variance of the
data noise ε(xi).
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From a practical point of view, we need some assumptions on the phenomenon in order to catch
all types of uncertainty. These assumptions are the following:

• We assume that the noise in the data follows a normal distribution with variance σ2
ε (xi), i.e:

ε(xi)∼N (0,σ2
ε (xi)). (3.14)

• We assume that the two error components t(xi)− t̂(xi) and σ2
ε (xi) are independent.

According to this notation and theory, the next step resides in developing robust and coherent proce-
dure in order to extract the required uncertainties.

In order to compute each component of equation 3.13, BM ELM models are generated by using
an optimal parameter θ̂ and BM bootstrap samples from the training dataset. From this BM models
the following values can be computed:

t̂(xi) =
1

BM

BM

∑
k=1

ELMk(xi, θ̂), (3.15)

σ
2
t̂ (xi) =

1
BM−1

BM

∑
k=1

(
ELMk(xi, θ̂)− t̂(xi)

)2
. (3.16)

It remains to find σ2
ε (xi). From equation 3.10 the following equation can be extracted:

ε(xi) = yi− t(xi). (3.17)

As ε(xi) is not known, an estimation of this value can be computed:

ε̂(xi) = yi− t̂(xi). (3.18)

In this case, the variance of ε(xi) can be estimated by the variance of ε̂(xi) with a correction factor:

σ
2
ε (xi) = σ

2
ε̂
(xi)−σ

2
t̂ (xi). (3.19)

This correction is due to the fact that when we estimate ε(xi) by ε̂(xi) we introduce a new source of
variability with t̂(xi) in equation 3.18. Then, by definition of σ2

ε̂
(xi) we have:

σ
2
ε̂
(xi) =

1
n−1

n

∑
j=1

[
(yi− t̂(xi)) j− (yi− t̂(xi))

]2
, (3.20)

where
yi− t̂(xi) = t(xi)+ ε(xi)− t̂(xi) = t(xi)− t̂(xi)∼= 0. (3.21)
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Equation 3.21 can be explained by the fact that according to equation 3.14 the mean value of ε(xi) is
equal to zero, and the mean value of the best estimate model t̂(xi) is unbiased for a considered level.
It is worth mentioning that the computation of the means in equation 3.21 and 3.20 should be seen as
a new realisation of the measured values yi. As mentioned in Heskes (1997), the bias component is
negligible compared to the variance. Finally equation 3.20 can be estimated as:

σ
2
ε̂
(xi) =

1
n−1

n

∑
j=1

(yi− t̂(xi))
2
j . (3.22)

Now, instead of considering the measured data points {xi,yi}N
i=1, let consider {xi,Ri}N

i=1, where
Ri = (yi− t̂(xi))

2. By using BMR ELM models with an optimal parameter θ̂R, the following value can
be computed:

σ
2
ε̂
(xi) =

1
BMR−1

BMR

∑
k=1

ELMk(xi, θ̂R), (3.23)

In practice, as the predicted value of ELM can reach negative values (due to edge effect or in area
with few points, as ELM is a continuous model, it can reach negative values where data points are
close to zero), it is recommended to use the following equation:

σ
2
ε (xi) = max

(
σ

2
ε̂
(xi)−σ

2
t̂ (xi),0

)
(3.24)

3.3.3 Methodology

The following steps help to take into account all aspects highlighted in the theoretical part. The whole
procedure is illustrated in figure 3.9

Step 1: Split the data between training (TRN) and testing (TST) sets.

Step 2: Apply a 10-fold cross-validation (CV) with the training set, in order to find the hyper-
parameter of ELM, that is the number of node in the hidden layer Ñ1.

Step 3: Create 100 bootstrap subsets from the training data and use the optimal hyper-parameter Ñ1

in order to generate 100 ELM models (one for each bootstrap subset). These 100 models can be
used latter for the prediction purpose, and the variance of the 100 models (i.e. σ2

t̂ (xi)) is used
for quantifying the model uncertainty.

Step 4: Use the squared residuals of the mean prediction of TRN (Res2TRN) and apply a 10-fold
cross-validation on these squared residuals in order to find Ñ2.

Step 5: Create 100 bootstrap subsets from the training data with the squared residuals and use Ñ2

in order to generate 100 ELM models. From these 100 models, an adapted mean value of the
squared residuals prediction σ2

ε̂
(xi) is retained for quantifying the uncertainty in the data.
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FIGURE 3.9: Methodology of the ELM bootstrap-based uncertainty. The dataset is split
into training (TRN) and testing (TST) subsets. Then, from the TRN subset, a step by
step process is proposed in order to extract the different kind of variances. Finally, TST

subset is used to validate the obtained result.

Step 6: Compute the variance of data noise σ2
ε (xi) = σ2

ε̂
(xi)−σ2

t̂ (xi), and the variance of the total
prediction errors σ2

y (xi) = σ2
t̂ (xi)−σ2

ε (xi). Finally, the testing set is used in order to validate
and to quantify the reliability of different uncertainties.

3.3.4 Case Study and Results

The data used for this study is the butterfly dataset (Golay, Leuenberger, and Kanevski, 2017) and has
been generated with a linear combination of non-linear functions (e.g. the sigmoid function). On this
continuous and regular manifold, two sources of noise in coordinates (2,2) and (-2,-2) were added
(see figure 3.10 on the left). In particular, the noise follows a normal distribution with a variance that
is proportional to the distance of the two sources.

The main objective of the proposed methodology is to be able to model the background surface
and to detect the two sources of noise.

The variance of the model uncertainty is displayed on the left part in figure 3.11. According to
the color scale, we see that areas with few points of measurements affect significantly the variance of
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FIGURE 3.10: Original data with added noise (on the left), and mean prediction of the
100 ELM bootstrap models (on the right). Scale color on the left is proportional to the

level of noise, while on the right it is proportional to the output variable.

the model uncertainty. For the variance of the data noise, which is displayed on the top right of figure
3.11, the proposed method can efficiently detect and highlight the generated noise. Finally, by taking
into account both the variance of the model uncertainty and the variance of the data noise, we can see
on the bottom of figure 3.11 the variance of the total prediction errors. In this final plot the degree of
importance of each kind of uncertainty can be analysed and compared with the same color scale.

Note that the variance of the model uncertainty is highly sensitive to the edge effect. This is
mainly due to the fact that at the edges there are less measurement points, which tends to quickly
increase the variance of the model.

In figures 3.12 and 3.13 the same methodology was applied on the 198 measurement points of
Lake Geneva. In this study, X, Y and Z coordinates were used as input variables in order to model
the Nickel sediment pollutant as an output variable. Displayed on the top left of figure 3.12, the
mean prediction of the 100 ELM bootstrap models can efficiently catch the main structure of the
phenomenon. The variance of the model uncertainty (figure 3.12 on the top right) highlights with the
high values (in red on the edge of the lake) the spatial area where the density of measurement points
are low. The last map at the bottom displays the variance of the data noise which is essentially based
on the quantification of the squared residuals.

Finally, figure 3.13 displays the variance of the total prediction error which is a composition of
the two last variances. In order to visualize the relevance of the results, three test points have been
extracted and the corresponding distribution curve (by considering the 100 ELM bootstrap models)
are shown in figure 3.13 on the right.
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3.3.5 Discussion

The combination of Extreme Learning Machine with a bootstrap-based procedure is very promising
for modelling and quantification of uncertainties. Compared to classical machine learning algorithm
like multilayer perceptron, ELM has the ability to learn faster without loss of accuracy, and needs
only one hyper-parameter to be fitted. With these good properties, it allows us to generate 100 models
for the normal training data and another 100 models for the squared residuals, which for standard
algorithms is a training and computational problem.

One particular aspect of the proposed method is the use of the first assumption (noise that follows
a normal distribution). As the variance is not a constant, it allows us to deal with heteroscedastic
noise. But as this assumption is quite strong, further research needs to be carried out for different
kinds of noise distributions.

According to the first results (figure 3.10 on the right), we see that the mean prediction of the
100 ELM bootstrap models can efficiently predict the desired surface without being affected by the
added noise. Furthermore, this added noise has been correctly detected and highlighted in the vari-
ance of the data noise (figure 3.11 on the top right). For the variance of the model uncertainty, we
can see that the density of the measurement points affects this variance. This aspect is certainly en-
hanced by the bootstrap-based procedure which generates subsets with some missing measurement
points. Therefore, areas with low density of measurement points show higher variance for the model
uncertainty.

3.3.6 Concluding Remarks

This study develops a new methodology which combines the Extreme Learning Machine with a
bootstrap-based procedure for the quantification of the uncertainties in the data and in the model.
Analyses were performed in order to investigate the behaviour of both ELM and bootstrap-based
procedure for noisy data. It was shown that this method allows fast and accurate prediction and
quantification of uncertainty.

An important contribution of this research deals with an elaboration of a self-consistent method-
ology that can be used for intelligent decision making process. It is worth mentioning that at this
stage of the research the generated maps should be seen as an indicator based on visualization for
identifying the spatial area where the data or the model have uncertainties. This means that future
researches need to be done in order to investigate other noise sources and noise distributions.



54 Chapter 3. Extreme Learning Machine

FIGURE 3.11: Visualization of the variance of the model uncertainty (on the top left),
the variance of the data noise (on the top right), and the variance of the total prediction

errors (at the bottom).
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FIGURE 3.12: Mean prediction of the 100 ELM bootstrap models on the top left. Vari-
ance of the model uncertainty on the top right. And variance of the data noise at the

bottom. The maps are linearly projected into the square [0,1]2.
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FIGURE 3.13: Variance of the total prediction error on the left. Distribution curves
based on the 100 ELM bootstrap models on the right. Vertical continuous lines are the
predicted mean value of the 100 ELM models, and dotted lines are the true value. These
three curves are based on three test points denoted on the map in black, red and blue.

The left map is linearly projected into the square [0,1]2.
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Chapter 4

Extreme Learning Machines for Spatial
Environmental Data

M. Leuenberger and M. Kanevski, Extreme Learning Machines for spatial environmental data, Com-

puters and Geosciences, 85, 64-73, 2015

Abstract
The use of machine learning algorithms has increased in a wide variety of domains (from finance

to biocomputing and astronomy), and nowadays has a significant impact on the geoscience com-
munity. In most real cases geoscience data modelling problems are multivariate, high dimensional,
variable at several spatial scales, and are generated by non-linear processes. For such complex data,
the spatial prediction of continuous (or categorical) variables is a challenging task. The aim of this
paper is to investigate the potential of the recently developed Extreme Learning Machine (ELM) for
environmental data analysis, modelling and spatial prediction purposes. An important contribution
of this study deals with an application of a generic self-consistent methodology for environmental
data driven modelling based on Extreme Learning Machine. Both real and simulated data are used to
demonstrate applicability of ELM at different stages of the study to understand and justify the results.

Keyword: Extreme Learning Machine, Spatial Environmental Data.

4.1 Introduction

Machine learning algorithms, principally based on statistical learning theory (Hastie, Tibshirani, and
Friedman, 2009; Vapnik, 1998), being a universal non-linear modelling tools, play an important role
in the modelling of environmental spatial data (Cracknell and Reading, 2014; Kanevski et al., 2004;
Kanevski, Pozdnoukhov, and Timonin, 2009; Melchiorre and Abella, 2011; Micheletti et al., 2014;
Nefeslioglu, Gokceoglu, and Sonmez, 2008). Recently, a new approach in machine learning, Extreme
Learning Machine (ELM) (Huang, Zhu, and Siew, 2006), has gained a great popularity in the com-
puter science community. For instance, it shows classification accuracies similar to Support Vector
Machines (Chorowski, Wang, and Zurada, 2015), presents efficient capability with hyperspectral and
uncertain data (Moreno et al., 2014; Sun, Yuan, and Wang, 2014), as well as in feature selection
(Leuenberger and Kanevski, 2014).
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ELM is a fast and powerful machine learning algorithm. It follows the structure of a multilayer
perceptron (MLP) with just one single-hidden layer. The learning step of classical artificial neural
networks, like MLP, deals with the optimization of weights and biases by using a variety of gradient-
based or other (more complex) learning algorithms. Opposed to this optimization phase, which can
fall into local minima and can have difficulty in converging, ELM generates randomly the weights
between the input layer and the hidden layer and also the biases in the hidden layer. After this
initialization, it just optimizes the weight vector between the hidden and the output layers by solving
a relatively simple mathematical problem (see details below).

The main advantage of this algorithm is the speed of the training step and the ability to learn
complex non-linear phenomena. Furthermore, by optimizing the number of hidden nodes during the
training step, the algorithm can learn any set of training data with the desired precision (Huang, Zhu,
and Siew, 2006). To avoid over-fitting, cross-validation methods or "true validation" (by splitting data
into training, validation and testing subsets) are recommended in order to find the optimal number of
hidden nodes (also called neurons). With its universal property and solid theoretical basis, ELM is an
efficient machine learning algorithm which can push forward the field of environmental data analysis
and modelling.

The present research addresses several essential methodological and applied problems of multi-
variate and high-dimensional spatial environmental data predictions using ELM. The first method-
ological part is focused on the influence of different numbers of hidden nodes when optimizing dif-
ferent tasks and on the analysis of the distances (similarities or dissimilarities) between the output
weight vectors β in studying multivariate patterns. This new development can improve not only the
accuracy of the prediction but also the comprehension of the phenomenon. The second methodolog-
ical contribution deals with the analysis of ELM robustness and efficiency when working with noisy
multivariate data and noisy features (noisy or non-relevant independent variables which, in case of
simulated data, can be generated, for example, by permuting or shuffling raw data).

A real data case study was performed on three dimensional modelling of sediments pollution by
heavy metals in Lake Geneva (CIPEL, 2008; Kanevski, Pozdnoukhov, and Timonin, 2009). The rela-
tionships between pollutants are quite complex (from linear correlations to non-linear dependences)
which makes this problem quite challenging and useful for calibrating and validating the proposed
approach.

First results on the analysis of the optimal number of nodes show in detail the range of complexity
for each pollutant. Considered as a complexity spectrum, these values allow combining tasks (multi-
variate modelling) which can improve both the prediction accuracy and the understanding of hidden
interactions between dependant variables. One of the results is the comparison of the output weight
vector β between pairs of pollutants. When two pollutants show close behaviour in terms of com-
plexity (the optimal number of hidden nodes), computing the so-called β -distance can disclose clear
interrelations at different scales of complexities for each type of dependences encountered in data.

In order to better present and understand the methodology and the results, several simulated data
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with pre-defined structures were generated and a geostatistical tool (variography) was widely applied
for both raw data and the residuals of ELM modelling.

The applied part of the research (real and simulated data case studies) follows the generic ap-
proach, consisting in several important steps, proposed in (Kanevski, 2013): exploratory (spatial)
data analysis; data preprocessing and data splitting; training and selection of models; models evalua-
tion/testing including comprehensive analysis of the residuals; predictions and uncertainty character-
ization.

The remainder of the paper is organized as follows. Section 2 briefly introduces the general
theory of ELM, the datasets and the scenarios used. Section 3 presents the methodology step-by-step.
In Section 4 the main results as well as the discussion are presented and Section 5 concludes the paper
and provides future research directions.

4.2 Method and Data

4.2.1 General ELM Theory

x1i

x2i

...

xdi

n1

n2

n3

...

nÑ

yi

Biases: bj

weigh
ts: wj

weights: β
j

Input Layer Hidden Layer Output Layer

FIGURE 4.1: Extreme Learning Machine Structure.

Developed by Huang, Zhu, and Siew (2006), the Extreme Learning Machine algorithm (ELM)
follows the structure of a single-hidden layer feedforward neural network (SLFN) (Fig. 4.1).

Let (xi,yi)i=1,...,n be n data points, where xi = (x1
i ,x

2
i , ...,x

d
i )

T ∈Rd and yi ∈R. For a fixed number
of hidden nodes Ñ, ELM generates randomly the weights w j ( j = 1, .., Ñ) connecting the input layer
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to the hidden layer and the biases b j ( j = 1, .., Ñ) of each node. The next step resides in computing
the n× Ñ matrix consisting of the ouputs from the hidden layer. This matrix has the following form:

Hi j = g(xi ·w j +b j),

where g : R→ R is an infinitely differentiable activation function of hidden nodes.
Each row of the matrix H corresponds to a hidden layer’s output for one of the n input data

vectors. As the matrix H is completely defined, vector β connecting the hidden layer to the output
layer is estimated by using the Moore-Penrose generalized inverse of the matrix H:

β̂ = H†y.

Finally, when all weights and biases of the network are defined, new data points can be predicted
and the testing error evaluated.

Notice that ELM allows fast and accurate predictions and it was proven to be a universal mod-
elling tool (Huang, Zhu, and Siew, 2006). Furthermore, the algorithmic complexity of ELM lies in
the computation of the Moore-Penrose generalized inverse of matrix H, which in this case uses the
singular value decomposition algorithm (SVD). This means that the quickness of ELM refers just
for the computation of weights. The optimization phase, which resides in finding the optimal hyper-
parameter (the number Ñ of hidden nodes for ELM), does not differ from other machine learning
algorithms.

The following study was performed by using the elmNN package of the R language (R Core Team,
2016).

4.2.2 Dataset Description

The data used for this study were provided by CIPEL (2008) and they are composed of 200 measure-
ments of sediment pollution by heavy metals in Lake Geneva. In addition to the information about X,
Y coordinates and the elevation (Fig.4.2), each point of the dataset has the concentration (micro g/g)
of the following pollutants: Mercury (Hg), Zinc (Zn), Copper (Cu), Titanium (Ti), Chromium (Cr),
Vanadium(V), Nickel (Ni) and Cadmium (Cd).

Because of the wide variety of relationships in the dataset between pollutants (Fig.4.3) it provides
an interesting and challenging case study.

Four scenarios have been created in order to validate and test the proposed approach. These sce-
narios are presented in detail in table 4.1, where X and Y correspond to the geographical coordinates,
Z denotes the elevation, and shuffled or "sh." means that data for the corresponding variable has
been randomly permuted. The shuffling (or random permutation) was carried out for input or output
variables (see scenarios in table 4.1).
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FIGURE 4.2: Lake Geneva with elevation map (m) and measurment points.
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FIGURE 4.3: Scatterplot of heavy metal concentration (normalized).
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Scenarios Input variables Output variables
3D-Ni X, Y, Z Nickel

3DSH-Ni X, Y, Z Nickel shuffled
6D-Ni X, Y, Z, X sh., Y sh., Z sh. Nickel
3D-Zn X, Y, Z Zinc

TABLE 4.1: Composition of the different scenarios.

The 3D-Ni scenario was chosen in order to apply the standard methodology in a straightforward
way. The use of 3DSH-Ni (with shuffled Nickel) allows us to assess the behaviour of ELM when
there is no dependence between input and output variables.

Then, 6D-Ni scenario is used to evaluate the efficiency of ELM with noisy and non-relevant
features, as well as to assess the capability of ELM dimensionality reduction by evaluating different
combinations of input variables. Finally, the 3D-Zn scenario is considered in order to compare it with
the 3D-Ni scenario. Also some results were generalized using multi-output ELM.

4.3 Methodology

The research follows a generic methodology of the application of machine learning algorithms for spa-
tial multivariate and, in general, high dimensional data presented in Kanevski (2013). The method-
ology consists of several important steps from exploratory (spatial) data analysis (EDA/ESDA) to
predictions and uncertainties characterization.

In general, the preparation of the input space (independent variables or features), when consid-
ering real complex environmental problems, for example, landslides, avalanches, forest fires, etc., is
a difficult task. Usually this space is constructed using expert and science-based knowledge and can
be either incomplete or redundant. Therefore, feature selection is an important task (Micheletti et al.,
2014). In the next sections, by following the complete methodology, we concentrate the presentation
only on the new and the most relevant properties of ELM and corresponding results.

4.3.1 Data Preprocessing

The first steps, as it was mentioned above, deal with the analysis of monitoring network (clustering
and preferential sampling); exploratory (spatial) data analysis (raw data visualization, analysis of
distributions and relationships between variables, variography, detection of patterns, noise estimation,
etc.); data pre-processing (transformations of data); data splitting (random, stratified or using more
complex tools); construction of input/feature space. In our case, the input space was constructed
according to the scenarios presented above: 3d and 6d case studies covering proposed topics of the
research. The variography was carried out only for 3d data. Let us remind that here the variography
is used to complete understanding of data and the ELM results.
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In the data pre-processing step, each variable was normalized into [0,1] interval in order to fit the
functional range where ELM efficiently works (Huang, Zhu, and Siew, 2006). This is achieved using
the following equation:

Xnew =
X−min(X)

max(X)−min(X)
.

In general, pre-processing can include non-linear transformations of data and more complex tools,
like principal component analysis (Haykin, 2008).

The next step in the pre-processing stage deals with the creation of several subsets: training, val-
idation and testing (Hastie, Tibshirani, and Friedman, 2009; Kanevski, Pozdnoukhov, and Timonin,
2009). The splitting of the data is not a simple task. There are many approaches how to do it taking
into account some properties of data and the objectives of the study: random and stratified splitting,
application of self-organizing maps, etc. (May, Maier, and Dandy, 2010). Taking into account that
the monitoring network is not clustered, in this research only a random splitting of data was applied.
Thus, in order to evaluate the accuracy of the model generalization, a testing set (T ST ) was randomly
extracted from the data. This set was only used at the end of the modelling procedure to assess the
trained optimal ELM model. Then, if the amount of the remaining data is large enough, the creation
of a second separate set is preferred. Called validation set (VAL), this second set aims to select the
model by finding the best hyper-parameters that give the minimum validation error. The remaining
data, called training set (T RN), are used to train the model. According to the literature (Hastie, Tibshi-
rani, and Friedman, 2009), the split into three separate subsets T RN, VAL and T ST can be performed
respectively with the following proportions of the amount of available data: 50%, 25% and 25%. On
the other hand, if a few data are available, the two sets T RN and VAL can be merged to form the
VALT RN set, and cross-validation approaches applied on the VALT RN set are considered. For both
cases, it is recommended to check the pertinence of the generated subsets compared to the original
dataset, especially if the number of available data is not large enough. This can be performed by com-
paring, variable by variable, general statistics in a quantitative way (e.g. mean, standard deviation,
kurtosis and skewness), or in a qualitative way by plotting histograms and variograms.

In this study two subsets have been randomly generated with respectively 150 data points for the
VALT RN set, and 50 for the T ST set.

4.3.2 Model Training

The training part in machine learning deals with the search of optimal hyper-parameters. In the case
of the ELM algorithm the only hyper-parameter to fit, which controls the complexity of the model,
is the number of nodes Ñ in the hidden layer. In order to find this optimal number of nodes, the
prevailing method resides in training several ELM models with different number of nodes Ñ in a pre-
defined range, and in selecting the model with the lowest mean squared error. In a more formal way,
when true-validation is used (i.e. with the T RN and VAL sets), the following steps are executed:
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• By using the T RN set, train ELMÑ with Ñ number of hidden nodes, where Ñ ∈ {Ñmin, ..., Ñmax}
(in this study the parameters were Ñmin = 1 and Ñmax = 100).

• By using the VAL set, evaluate each ELMÑ by computing the mean squared error (MSE):

MSE(ELMÑ) =
1

nval

nval

∑
i=1

(ŷval,i− yval,i)
2,

where nval is the number of data points in the validation set, yval,i are the output values of the
validation set and ŷval,i are the ELMÑ estimated values of the validation set.

• Finally, the optimal number of hidden nodes Ñ∗ can be defined as:

Ñ∗ = argmin
Ñ∈{Ñmin,...,Ñmax}

MSE(ELMÑ).

For the case where cross-validation is used (i.e. with the unique VALT RN set), k folds are generated
(i.e. the VALT RN set is randomly split into k distinct subsets). Then, in an iterative way, one fold
is selected as a VAL set and the remaining k− 1 folds as a T RN set. The above two first steps are
repeated for each of the k pairs of T RN and VAL sets generated by the k folds, and the mean values
of the k MSE(ELMÑ) are used in order to find the optimal number of nodes Ñ∗.

4.3.3 Model Evaluation

Once the optimal number of nodes Ñ∗ is determined, a final ELM model with Ñ∗ nodes can be
generated using both T RN and VAL sets. This final and optimal ELM model is evaluated with the
T ST set and the following residuals are analysed:

Restst,i = ŷtst,i− ytst,i,

where ytst,i are the output values of the testing set and ŷtst,i are the ELM estimated values of the
testing set. Basic statistics, such as minimum, maximum, mean values, standard deviation, skewness
and kurtosis, can be computed from the residuals. Furthermore, accuracy plot (ŷtst versus ytst), mean
square error and correlation measures can provide valuable information about the performance of the
ELM model.

4.3.4 Learning the Residuals

The analysis of the residuals (training, validation, testing) is an extremely important step of the
study. This procedure allows us to understand and to quantify the quality of data-driven modelling by
analysing the distributions and the presence or absence of structures (patterns) in the residuals. Such
analyses also help to avoid over-fitting of data and to have good predictions (Kanevski et al., 2004;
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Kanevski, Pozdnoukhov, and Timonin, 2009). It is worth noting that the analysis of the residuals
is not specific to ELM, but it is an essential step for all machine learning algorithms or data-driven
models (Kanevski, Pozdnoukhov, and Timonin, 2009; Kanevski, 2013).

There are many tools which can be used to discriminate between patterns (structured information)
and non-structured noise. For the purpose of learning the residuals, methods which can learn quickly
with low complexity (0 or 1 hyper-parameter) are advised.

For example, k-nearest neighbours (kNN) and general regression neural networks are easy to
implement and to understand (Kanevski, Pozdnoukhov, and Timonin, 2009), and therefore can be
applied in order to detect remaining information in the residuals. In geostatistics it is the variogram
which efficiently discriminates spatially correlated data from noise (pure nugget effect). In a more
general framework, different methods exist and are well established like the gamma test, the delta test
and others (Liitiäinen et al., 2009). In the present research kNN and variography are used, as well as
ELM trained on non-structured data.

When using k-nearest neighbours algorithm on the residual data, the following two cases can
occur (Kanevski et al., 2004):

• cross-validation plot (k versus MSE) shows a minimum. It means that kNN algorithm reveals
some structures in the residuals.

• cross-validation plot shows no minimum.

In the first case, the fact that kNN observes information in the residuals means that the ELM
model used is not optimal, ELM under-fits the data. On the other hand, when the cross-validation
plot shows no minimum, the ELM model is complex enough to apprehend latent pattern in the data.
However, this test does not prevent from over-fitting. But when the kNN cross-validation curve for
large number of neighbours fluctuates around the level of nugget of raw data, the model did not over-
fit. Therefore, it is very important to estimate nugget (noise) in original data. In general, this is a very
difficult problem, especially in high dimensional spaces. Recently, some studies were carried out and
some general recommendations were given (Liitiäinen et al., 2009).

In the same way as kNN, the use of a second ELM model on the residuals can provide more
accurate knowledge about the remaining information in the residuals. Using a cross-validation plot
(Ñ versus MSE), the same criteria as in kNN (presence/absence of minimum) can be used in order to
determine if the first ELM model under-fits the data or not. Thus, the use of different methods and
tools on the residuals help to validate and assess the accuracy of the model developed.

The last step consists in computing spatial predictions either on some study area or on a grid by
using trained and tested ELM model.

4.3.5 Multivariate ELM

The big advantage of the ELM algorithm is the fact that it can learn quickly and it has just one hyper-
parameter. In the special case where the analysis is focused on several output variables according to
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the same input space, ELM model can provide valuable information about the nature of the relation-
ships between output variables.

One additional analysis, which can be performed with ELM, is the investigation of the optimal
number of hidden nodes Ñ∗.

Because Ñ∗ represents the structure complexity of the neural network, it also reflects the com-
plexity of the relationship between input and output variables. Now, if two problems (for example
3D-Ni and 3D-Zn) have the same or relatively close Ñ∗, it would mean that they have the same level
of complexity. Thus, Ñ∗ can be described as a complexity index of the case study.

X

Y

Z

n1

n2

n3

...

nÑ

Ni

Zn

Biases: bj

weights: wj βNi

βZn

Input Layer Hidden Layer Output Layer

FIGURE 4.4: ELM structure with two output variables.

Related to this complexity index, an analysis of the β -distance is proposed.
When two output variables have relatively close optimal Ñ∗, the use of one identical ELM model

can be investigated. By generating the same matrix H (which is the output matrix of the hidden layer)
for both output variables, the resulting β vectors can be analysed, and, in particular, the distance
between them. For example, if 3D-Ni and 3D-Zn have the same optimal Ñ∗ (figure 4.4), then the
following β can be computed using the Moore-Penrose generalized inverse of matrix H:

βNi = H†yNi,

βZn = H†yZn.

And, the Euclidean distance between βNi and βZn can be described as a dissimilarity index. If the
index of dissimilarity is close to zero, this would mean that the two output variables are in a sense
related in a non-linear or linear way. On the other hand, if the index shows large value, this would
mean that the considered two output variables have independent behaviour relative to each other.

Another analysis which can take advantage of the performances of ELM is feature selection.
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When dealing with environmental data, it can occur that the available input variables are redundant
or irrelevant. In this case, feature selection methods can be applied in order to detect and remove non
relevant input variables. There are a lot of methods for the task of feature selection (Guyon and
Elisseeff, 2003). On the one hand, filter methods are fast but do not necessarily take into account the
combinations of various features simultaneously (a feature can be irrelevant alone but may be relevant
with other features together). On the other hand wrapper methods allow the evaluation of different
subsets of input variables (Kohavi and John, 1997).

Then, optimal subset can be selected when the mean squared error is minimum. In this study,
capabilities of ELM as a wrapper method are explored and presented using the 6D-Ni scenario.

4.4 Results and Discussion

This section highlights and discusses the results obtained with the proposed methodology applied to
the different scenarios of the Lake Geneva dataset.

Figure 4.5 shows the results obtained by using a 5-fold cross-validation repeated 20 times for 3D-
Ni, 3DSH-Ni, 6D-Ni and 3D-Zn scenarios. For these scenarios, the optimal number of nodes and the
mean square error for the validation and training sets are given in table 4.2. The results from the 3D-
Ni and 3D-Zn scenarios show a conventional behaviour. For both scenarios, ELM reaches a precise
minimum with the validation set. In the case of 6D-Ni scenario (where 3 irrelevant variables were
added), the validation curve shows similar trend as in 3D-Ni scenario, but with a slightly higher MSE.
On the other hand, validation curve of the scenario 3DSH-Ni presents scarcely a minimum when the
number of nodes is small, but according to the high standard deviation for this scenario, the minimum
can be neglected. Thus, no structure in data means no minimum on the curve which corresponds to
the scenario selected.

Scenarios 3D-Ni 3DSH-Ni 6D-Ni 3D-Zn
Ñ∗ 15 3 14 16

TRN MSE 0.01390 0.04322 0.01985 0.00794
VAL MSE 0.01735 0.04503 0.02410 0.01232

TABLE 4.2: Results of the 3D-Ni, 3DSH-Ni, 6D-Ni and 3D-Zn scenarios.

For the scenarios 3D-Ni and 3DSH-Ni basic statistics on the residuals are given in table 4.3,
as well as graphic representations in figure 4.6. Note that the residuals are present in figure 4.6
by considering the vertical distance between each points and the diagonal. From this point of view,
results show two distinctive tendencies. Especially for the 3DSH-Ni scenario, figure 4.6 demonstrates
that, when the data have no structure, the best predicted value is the mean value of the available data.
According to these residuals, the second ELM model has been trained in order to detect if there is still
an information in the data.
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FIGURE 4.5: Results of the 3D-Ni, 3DSH-Ni, 6D-Ni and 3D-Zn scenarios using a 5-
fold cross-validation (20 runs). Black and red colors correspond to the training and
validation sets respectively. Solid lines show the averages of 20 runs, and dashed lines

the corresponding standard deviations.

Results of this second ELM trained on the residuals are shown in figure 4.7. Because of the
absence of minimum in the validation curves, the analysis of the residuals by this ELM model displays
explicit evidence of no structure in the residuals for both scenarios. Moreover, results of kNN model
on the residuals of 3D-Zn and 3D-Ni scenarios are demonstrated in figure 4.8, and an example of
3d omnidirectional variogram of scenario 3D-Ni for both raw data and the residuals in figure 4.9.
In the same way as for the second ELM built on the residuals, the variogram of the residuals for
scenario 3D-Ni (figure 4.9) demonstrates no spatial structure (pure nugget effect) and, according to
the spatial resolution of the available data, it sill is close to the nugget value in raw data. Moreover,
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Scenarios 3D-Ni 3DSH-Ni
Res min -0.48260 -0.29930
Res 1stQ. -0.08571 -0.14220

Res median 0.00555 0.02313
Res mean -0.00493 0.02622
Res 3rdQ. 0.07478 0.16390
Res max 0.40450 0.55550
Res sd 0.12998 0.20795

Res Kurt. 6.61479 2.83107
Res Skew. -0.38955 0.63421

TABLE 4.3: Details on the residuals for scenarios 3D-Ni and 3DSH-Ni.
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FIGURE 4.6: Accuracy plot of the scenarios 3D-Ni (on the left) and 3DSH-Ni (on the
right). Validation and training data are in black (circle) and testing data in red (triangle).

this nugget value (estimated around 0.012) can be observed in both cross-validation curve of kNN
for large number of neighbours (for Ni residuals in figure 4.8), and in the cross-validation curve of
ELM for small number of hidden nodes (figure 4.7 on the left). This observation reflects that all
structured information, according to ELM, kNN and geostatistical criteria, was extracted by the first
ELM model from raw data without over-fitting. The latter result provides a self-consistent ELM
capability of preventing from over-fitting and under-fitting.

Figure 4.10 shows the predictions of the Nickel (on the left) and Zinc (on the right) pollutants
according to the 3D-Ni and 3D-Zn scenarios.

The last results deal with some properties of ELM, namely the number of hidden nodes, the β -
distance, and the feature selection.

The analysis of the different number of nodes that optimize different pollutants can reflect a com-
plexity index that highlights hidden relationships between pollutants (two pollutants are more similar
if they have close Ñ∗). Figure 4.11 shows the normalized mean squared error of ELM models for
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FIGURE 4.7: Cross-validation plot of ELM model for the residuals of the scenarios 3D-
Ni (on the left) and 3DSH-Ni (on the right). Training data are in black and validation

data in red.
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FIGURE 4.8: Cross-validation curves of ELM Zn (triangles) and Ni (open circles) resid-
uals using kNN algorithm.

the eight pollutants according to the number of hidden nodes. The use of normalized value of MSE
instead of real value simplifies the visualization of the minimum range for each pollutant. In figure
4.11 all pollutants show general range between 10 and 20 for the optimal number of hidden nodes,
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FIGURE 4.9: Omnidirectional variography of raw data (triangles) and Ni ELM residuals
(open circles).
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FIGURE 4.10: Prediction of the Nickel (on the left) and Zinc (on the right) normalized
pollutants. Validation and training data are in black and testing data in red. The maps

are linearly projected into the square [0,1]2.

except for the element 1 (i.e. Hg) which presents a minimum a bit above 20. But according to the
whole spectrum, the pair 4 and 6 (that are Ti and V) shows similar behaviour. The correspondence
between Titanium and Vanadium is clear enough according to the scatterplot in figure 4.3.
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FIGURE 4.11: Visualization of the normalized MSE according to the number of hidden
nodes. Elements are: 1-Hg, 2-Zn, 3-Cu, 4-Ti, 5-Cr, 6-V, 7-Ni and 8-Cd.

Index Elements Index Elements
1 Zn-Hg 15 Cr-Cu
2 Cu-Hg 16 V-Cu
3 Ti-Hg 17 Ni-Cu
4 Cr-Hg 18 Cd-Cu
5 V-Hg 19 Cr-Ti
6 Ni-Hg 20 V-Ti
7 Cd-Hg 21 Ni-Ti
8 Cu-Zn 22 Cd-Ti
9 Ti-Zn 23 V-Cr
10 Cr-Zn 24 Ni-Cr
11 V-Zn 25 Cd-Cr
12 Ni-Zn 26 Ni-V
13 Cd-Zn 27 Cd-V
14 Ti-Cu 28 Cd-Ni

TABLE 4.4: Details on the index used in figure 4.12.

In addition to this, figure 4.12 displays the normalised β -distance
of pairwise pollutants indexed in table 4.4, and reveals detailed relationships between pollutants.
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FIGURE 4.12: Pairwise visualization of the normalized β -distance according to the
number of hidden nodes. Index are described in table 4.4.

Order Selected Features
1 X, Y and Z
2 X, Y, Z and X sh.
3 X, Y, Z and Z sh.
4 Y and Z
5 X and Y
6 X, Y, Z and Y sh.
7 Y, Z and X sh.
8 X, Y, Z, X sh. and Z sh.
9 Y, Z and Z sh.

10 Y

TABLE 4.5: 10 best models according to the 6D-Ni scenario evaluated with ELM.

According to the range of optimal number of nodes, that is around 20, indexes 3, 4, 5 and 6 show
evident dissimilarities. The corresponding pairwise pollutants are Hg versus Ti, Cr, V and Ni (table
4.4), and as shown in figure 4.3, no sign of relatedness is present. On the other hand, indexes 8, 23, 24
and 26 (that are Cu-Zn, V-Cr, Ni-Cr and Ni-V) show clear similarities in the β vectors (figure 4.12)
and are corroborated by linear relationships in figure 4.3. Other affinity between pollutants are present
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FIGURE 4.13: Evaluation of all possible models with ELM algorithm. Abscissa indi-
cates the selected variables according to the following index: 1-X, 2-Y, 3-Z, 4-X sh.,

5-Y sh. and 6-Z sh.

but are not so evident as the latter. For example, indexes 19 and 20 (that are Cr-Ti and V-Ti) show a
small β -distance in the range between 10 and 20 number of hidden nodes, and are indeed related by
a non-linear relationship in figure 4.3.

Finally, results of feature selection based on ELM are presented in figure 4.13 and table 4.5.
According to the scenario 6D-Ni, figure 4.13 shows the performance of ELM for all the possible

combinations of input space (26− 1 = 63), and table 4.5 highlights the ten best models. Notice
that each bar corresponds to one subset of features (input variables), which has been trained and
optimized. As it is highlighted in table 4.5, the best subset of input variables for the prediction of
the pollutant Nickel is {X ,Y,Z}. For the remaining subsets of features shown in table 4.5, they
have either a majority of real variables, or have only real variables. In both cases, using the ELM
performance to evaluate the relevance of features in a model is efficient. Let us note that if the
number of variables is considerably higher, the use of a meta-heuristic model for improving the search
of optimal subsets of features (e.g. simulated annealing, particle swarm optimization, or others) is
recommended (Leuenberger and Kanevski, 2014).
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4.5 Conclusions

A methodology for spatial environmental data modelling based on the Extreme Learning Machine
algorithm was developed and applied to real and simulated environmental data. Comprehensive and
self-consistent analysis (from raw exploratory data analysis to the analysis and justification of the
results) were performed on the Lake Geneva dataset in order to investigate the behaviour of ELM
when dealing with noisy and irrelevant data or features. The unique ELM hyper-parameter Ñ shows
relevant information about the complexity of data and spatial patterns studied. It was shown, that
trained ELM was able to extract and to model structured information in data. The analysis of the
residuals using various techniques (ELM, kNN and variography) has proved that the residuals are not
spatially structured and optimally trained ELM did not over-fit the data. It should be noted, that the
methodology used does not depend on particular machine learning model and can be applied for any
data driven modelling tools.

In addition, for the specific ELM properties, efficient capability of ELM has been shown in both
the study of hidden relationships in environmental data using the β -distance, and in the feature selec-
tion task as a wrapper method.

The main future researches of ELM application to environmental data will deal with further elab-
oration of feature selection by ELM in higher dimensional spaces and quantification of modelling and
prediction uncertainties.
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Chapter 5

Wildfire Susceptibility Mapping:
Deterministic vs. Stochastic Approaches
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Abstract
Wildfire susceptibility is a measure of land propensity for the occurrence of wildfires based on ter-

rain’s intrinsic characteristics. In the present study, two stochastic approaches (i.e., extreme learning
machine and random forest) for wildfire susceptibility mapping are compared versus a well estab-
lished deterministic method. The same predisposing variables were combined and used as predictors
in all models. The Portuguese region of Dão-Lafões was selected as a pilot site since it presents
national average values of fire incidence and a high heterogeneity in land cover and slope. Maps rep-
resenting the susceptibility of the study area to wildfires were finally elaborated. Two measures were
used to compare the different methods, namely the location of the pixels with similar standardized
susceptibility and total validation burnt area. Results obtained with the stochastic methods are very
alike with the deterministic ones, with the advantage of not depending on a priori knowledge of the
phenomenon.

Keyword: Susceptibility mapping, Wildfires, Random Forest, Extreme Learning Machines, Por-
tugal

5.1 Introduction

Wildfires are defined as unwanted fires occurring in countryside or rural area and burning forest and
wild lands, included abandoned agricultural lands and rural vegetated areas. Wildfires, as undesirable
as often uncontrolled events, represent a hazardous and harmful phenomena to people and environ-
ment. Natural fires, caused by lightning, appeared on the Earth surface in concomitance with the
first plant communities, well before the appearance of humans, and played a key role in plant adap-
tation and the ecosystems’ equilibrium (Pausas and Keeley, 2009). Nowadays, the primary cause of
wildfires in populated areas is related to the human activities that voluntary (arsonism) or involuntary
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(accidental or negligent causes) can initiate fire. A recent analysis of fire data from the European For-
est Fire Information System shows that over 95% of wildfires are human induced (San-Miguel-Ayanz
et al., 2012) and this percentage is even higher in the Mediterranean regions.

Estimating the probability of wildfire occurrence in a certain area under particular environmental
and anthropogenic conditions is a modern tool to support forest protection plans and to reduce fires’
consequences, which can also affect the neighbouring or intermingled urban areas. In this context,
the implementation of wildfire susceptibility maps and the investigation of the main driving factors
inducing wildfires is fundamental. A good review of these factors can be found in (Ganteaume et al.,
2013): they included human factors and related variables (such as distance to road or to urban area)
as well as environmental factors. More or less sophisticated models have been applied to combine the
predisposing variables into a geographic information systems (GIS) (Chuvieco et al., 2010; Chuvieco
and Salas, 1996; Bonazountas et al., 2005; Jaiswal et al., 2002). The most reliable analyses applied
statistical models to assess the importance of different variables influencing fire occurrences and the
obtained results are used to produce the risk maps (Beverly, Herd, and Conner, 2009; Soto et al., 2013;
Pourtaghi, Pourghasemi, and Rossi, 2015). Recent analyses compared different statistical models for
variable selection (Pourghasemi, 2016; Pourghasemi, Beheshtirad, and Pradhan, 2016; Pourtaghi et
al., 2016; Rodrigues, de la Riva, and Fotheringham, 2014; Eugenio et al., 2016) but most of the
studies relied on expert knowledge to pre-select most important drivers or on the results of linear
(deterministic) statistical models.

Portugal is unequivocally the European country most affected by wildfires, due to its favorable
climatic conditions, topography and vegetation (Amraoui et al., 2015; Pereira et al., 2013). Investiga-
tions of driven factors and the elaborations of wildfires density and risk maps were latterly performed
for this highly affected country. Tonini et al., 2017 analysed the spatio-temporal density distribution
of these hazardous events in the last decades and produced a 3D graphical output of the results, which
highlights areas and frame-periods more affected by wildfires. Nunes, Lourenço, and Meira, 2016
used geographically weighted regression to identify relevant municipal drivers of fires. It results that
topography and population density were significant factors in municipal ignitions, while topography
and uncultivated land were significant factors in municipal burnt area (BA). Verde and Zêzere, 2010
assessed forest fire susceptibility, testing and using variables of strong spatial correlation (i.e. el-
evation, slope, land cover, rainfall and temperature) and, more recently, Parente and Pereira, 2016
adopted this method, updating the selected variables, to map the structural fire risk in the vegetated
area of Portugal.

In the present study, the authors refer to the wildfire susceptibility mapping as an estimation of
the probability that fire occurs in a specific area without considering a temporal scale, assessed on
the basis of predisposing factors related to terrain’s intrinsic characteristics. The revised literature
misses the use of stochastic models to elaborate accurate susceptibility maps of wildfires, which can
be compared with the results obtained by applying deterministic approaches. These latter methods
usually assume a priori knowledge of predisposing factors, or they are evaluated by applying linear



5.2. Material: Study Area and Datasets 79

methods, which implies that every set of variable states is uniquely determined by the parameters used
in the model and by the sets of previous states. Therefore, a deterministic model always performs the
same way for a given set of initial conditions. Contrary to the deterministic approach, the stochastic
methods assume that results obtained by the combination of independent factors (i.e. variables),
affecting the investigated phenomenon, can be slightly different due to the randomness of the process.
This aspect is particularly useful to model environmental and anthropogenic hazard, which naturally
present a complex behaviours and patterns.

Therefore, the objective of the present study is to compare stochastic approaches vs a well es-
tablished deterministic method for wildfire susceptibility mapping. A first assessment of the suscep-
tibility and hazard wildfire performed for Portugal (Verde and Zêzere, 2010; Parente and Pereira,
2016) is used as benchmarking while extreme learning machine (ELM) and random forest (RF) are
the two applied stochastic methods. We restricted our investigation to a pilot area, namely the region
of Dão-Lafões, characterized by a high variability and heterogeneity of environmental features and
fire incidence similar to the national average, which makes it a good representative of the general
characteristics of Continental Portugal.

5.2 Material: Study Area and Datasets

5.2.1 Study Area

Portugal is the European country more to the southwest, with a Mediterranean type of climate, but
suffering of the influence of the Atlantic Ocean that bathes its western and southern coasts (Parente,
Pereira, and Tonini, 2016). Mainland Portugal has a total land area of about 90’000 km2, which,
according to the Corine Land Cover (CLC) 2006 inventory, is predominantly used for agriculture
(47%), followed by forests coverings (23%), scrub and/or herbaceous vegetation associations (23%)
and open spaces with little or no vegetation (2%) (Pereira, Aranha, and Amraoui, 2014).

According to the Planos Regionais de Ordenamento Florestal (PROF), Continental Portugal is
divided into 21 PROF regions (Figure 5.1). The PROF establish specific rules for the use and ex-
ploitation of its forest spaces, in order to ensure sustainable production of all goods and services
associated with them (ICNF, 2016).

In the present study, Dão-Lafões region was selected as the case study area for the following
reasons: (i) it is located in the Northern half of Portugal, which presents, by far, the highest wildfire
incidence (Parente and Pereira, 2016); (ii) this region presents an annual average number of fires and
BA very similar to the national average and; (iii) its area is very heterogeneous in terms of topography,
land use and vegetation cover (Figure 5.2).
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FIGURE 5.1: Location of Mainland Portugal and its 21 PROF regions protruding the
study region of Dão-Lafões.

5.2.2 The Datasets

Raw data used in this study include: (i) Digital Elevation Model (DEM) derived from the Shuttle
Radar Topographic Mission with a resolution of 1 arc-second (DEM-SRTM ∼ 25 m), used to com-
pute elevation and slope (Gonçalves and Morgado, 2008); (ii) CLC 2006 inventory, produced by the
European Environment Agency, which provides the land use and land cover maps; and, (iii) the Na-
tional Mapping Burnt Areas (NMBA) implemented by the Institute for the Conservation of Nature
and Forests (ICNF, 2016), which provides a detailed description of the shape and the size of the area
burnt by fires in each year of occurrence. The data pre- and post- processing, as well as the mapping
elaboration, were performed by Quantum GIS free software (QGIS Development Team, 2016).
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Topography

Topography, characterized by the altitude, slope and exposure, constitutes one of the most important
factors to define the type of the climate of a region such as the average weather conditions and the
space-time variability of the climatic elements (e.g., air temperature, precipitation, solar radiation).
These factors control the life cycle of the vegetation cover and land use and have a profound influence
on the fire incidence (Chuvieco and Congalton, 1989; Freire, Carrão, and Caetano, 2002; Verde
and Zêzere, 2010; Parente and Pereira, 2016; Parente, Pereira, and Tonini, 2016). In this study, we
considered the slope as the main topographic variable influencing the susceptibility to wildfires in
the study area. This value was derived from the DEM and categorized in the same 6 classes used by
Verde and Zêzere, 2010, namely: 0-2%, 2-5%, 5-10%, 10-15%, 15-20% and > 20%.

Land Use and Vegetation Cover

The CLC consists of an inventory of land cover in 44 classes with a minimum map unit of 25 ha for
areal phenomena. The main classes are: artificial surfaces, agricultural, forest and semi-natural areas,
wetlands and water bodies (Büttner, 2014; Caetano, Nunes, and Nunes, 2009). The 2006 version of
CLC was used in the present study (Figure 5.2), since this date is in the middle of the investigated
period (2000-2013). In investigated region (Dão-Lafões), the different classes of land cover and land
use are quite homogeneously distributed within the area. However, it is possible to identify some
patterns: higher concentration of forest cover may be found in the southwest and middle-class slopes;
agricultural areas are mostly located in the southeast, away from the highest slopes, while scrubs are
predominant in the southeast and northwest borders as well as in high slopes.

The Fire Dataset

The NMBA is an official Portuguese fire dataset based on satellite imagery, acquired once per year at
the end of the fire season, and delivered in vector format, as polygons of the BA allowing a detailed
description of the location, size and shape of the fire scars, which is fundamental for the present
study. This dataset was recently reviewed to correct a minor number of missing values and data
inconsistencies. It contains 17’903 fire events between 2000 and 2013, where 1’114 of which occurred
on Dão-Lafões (Parente, Pereira, and Tonini, 2016). In this region, most of the fire incidences are
located far in the north and in the southeast (Figure 5.2), affecting mostly agricultural areas (10%),
scrublands (62%) and open spaces (13%) as well as areas with slopes ranging from 5-10◦ (32%) and
10-15◦ (23%). The location and size of the BA for the investigated period (2000-2013) is represented
in Figure 5.3 in the form of fire frequency (ff ), which is the number of times each pixel burnt over
the fourteen years. The year with the highest fire incidence was 2005 (with 11% of the total number
of fires and 29% of the total BA in the study period), followed by 2012 (11% of the total number of
fires) and 2013 (8% of the total number of fires and 20% of the total BA). Only 18% of total number
of pixels burnt at least once and the fire frequency is mostly low or very low (Figure 5.2 and Figure
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(A) (B)

(C)

FIGURE 5.2: (a) Slope, (b) land cover according to Corine Land Cover 2006 inventory,
and (c) fire frequency for the 2000-2013 period in the Portuguese PROF region of Dão-

Lafões.

5.3), with 97% of the total number of burnt pixels (TNBP) with ff < 3/14 (namely, 72% of TNBP
with ff = 1/14, 20% of TNBP with ff = 2/14 and 5% of TNBP with ff = 3/14).

5.3 Methodology

Both deterministic and stochastic models for wildfire susceptibility mapping were applied in the
present study. The deterministic model, used as benchmark, was developed by Verde and Zêzere,
2010 and further adopted and updated by Parente and Pereira, 2016. The model includes the compu-
tation of fire occurrence probability and favorability scores for each predisposing variable (land cover
and slope). Two stochastic methods from the machine learning field were then applied: RF and ELM.
Generally speaking, stochastic models account for the uncertainty in modelling processes that have
some kind of randomness and, therefore, are useful to represent phenomena with random variability.
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FIGURE 5.3: Annual burnt area polygons in the calibration (2000-2009) and validation
(2010-2013) periods in the Portuguese PROF region of Dão-Lafões.

In the case of machine learning algorithms, the models produce susceptibility maps based on input
data (variables) without the need of a priori knowledge of the investigated phenomena, but simply
learning from experience. Once the model is fitted according to the training data, it allows to generate
predictions over the entire study area. In the present study, data were splitted into training (2000-
2009) and validation periods (2010-2013): the first was used to fit and calibrate the three models and
the second to assess and compare susceptibility maps.

The susceptibility maps were elaborated by means of GIS procedures and organized into 5 classes,
in agreement with the Portuguese law (DL, 2006). The classes were defined as in the reference
works (Verde and Zêzere, 2010; Parente and Pereira, 2016) using the quintiles of the susceptibility,
computed as explained below. The applied methods were assessed by computing the matching, pixel
by pixel, between the standardized susceptibility maps obtained for the training period (2000-2009)
and the effective BA over the validation period (2010-2013). These values were finally evaluated as a
percentage for each susceptibility class.

The next two subsections are devoted to the brief description of the deterministic and stochastic
applied models.

5.3.1 Deterministic Method

In Portugal, national authorities, such as Forest Service (ICNF) and the Meteorological Office (Insti-

tuto Português do Mar e da Atmosfera, IPMA) adopted the wildfire susceptibility map proposed by
Verde and Zêzere, 2010 which was developed using a deterministic approach and based on just three
factors. The susceptible values for each regular unit-area (i.e., pixel) is computed by integrating the
favorability scores (Fav) of the two variables (slope and vegetation cover) and the fire probability (fp)
as:
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SP = fp ·Favslope ·Favvegetation. (5.1)

The favorability scores for each class x (Fav(x)) of slope and vegetation cover are computed by:

Fav(x) =
NBP(x)
T NP(x)

×100, (5.2)

where NBP(x) is the number of burnt pixels in class x and T NP(x) is the total number of pixels in the
class x. The fire probability of each pixel is estimated using the fire database and the classic definition
of probability according to:

fp =
(the number of times the pixel burned in the study period, in years)

(duration of the study, in years)
×100. (5.3)

It is important to note that, due to the yearly temporal acquisition of the fire database (NMBA), each
pixel can only burn once in each year. In addition, due to the multiplicative nature of susceptibility
equation, all the null favorability scores were reclassified to one, thus becoming neutral values in the
equation. Therefore, the obtained value in each pixel is a consequence of all the possible combinations
of the variables found in that pixel.

5.3.2 Machine Learning Algorithms

At present, machine learning algorithms are important tools for the analysis, modelling and visualiza-
tion of environmental data (Kanevski, Pozdnoukhov, and Timonin, 2009). They have good general-
ization abilities when modelling high dimensional and complex nonlinear phenomena, are universal
modelling methods and many of them have solid roots in statistical learning theory (Hastie, Tibshi-
rani, and Friedman, 2009). In predictive learning, they focus on modelling the hidden relationship
between a set of input and output variables by trying to minimize both the errors and the complexity
of the model. After a training procedure, to calibrate the model’s parameters, prediction maps of the
susceptibility can be computed and displayed with the corresponding uncertainty quantification. In
this study, two machine learning algorithms, based on two different concepts, are used for compari-
son purposes: RF, which is based on decision trees, and ELM, which is based on traditional artificial
neural networks. Detailed application of the RF and ELM for environmental data modelling along
with the description of consistent methodology are presented in literature (Micheletti et al., 2014;
Leuenberger and Kanevski, 2015). Analysis were performed using R free software (R Core Team,
2016). The packages randomForest and elmNN were employed for RF and ELM respectively.

Random Forest

Developed by Breiman, 2001, RF is an ensemble machine learning algorithm based on decision trees.
It contains two hyper-parameters: the number of decision trees generated (nbtree), and the number of
selected variables for each split node (nbvar).
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FIGURE 5.4: Structure of RF based on an ensemble of single decision trees.

The random forest algorithm first generates nbtree subsets of the training dataset by bootstrapping
(i.e. random sampling with replacement). Then, for each subset, it will grow a decision tree by
iterating the following rules up to the maximum level (when each final node contains less than 5 data
points):

1. for each split, the algorithm selects randomly nbvar variables,

2. according to these nbvar variables and the output variable, it computes the Gini index (Hastie,
Tibshirani, and Friedman, 2009) and selects the best variable with the best threshold in order to
minimize the error of the prediction.

Once the nbtree decision trees have been grown, prediction of new data points is performed by taking
the average value of all decision trees (Figure 5.4):

ypred =
1

nbtree

nbtree

∑
i=1

yi. (5.4)

This procedure leads to a robust mean value of prediction as well as a measure of uncertainty by
considering the standard deviation among all trees.

Extreme Learning Machine

ELM is based on artificial neural network concept. Following the structure of a single-hidden layer
feedforward neural network (SLFN), it connects all input variables to the hidden layer, computes the
neurone value and averages all neurons, with optimal weights, to the output layer (Huang, Zhu, and
Siew, 2006; Leuenberger and Kanevski, 2015). More formally, composed of nbnode neurons (Ñ) and
by using an activation function g : R→ R, the ELM network, connecting the inputs (xi) to the output
(yi) value, can be written in the following form:

Ñ

∑
j=1

β jg(xi ·w j +b j) = yi, (5.5)
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FIGURE 5.5: Structure of the ELM following a single-hidden layer feedforward neural
network (SLFN). In this configuration, slope and CLC classes are used as input variables,

and SCELM stands for the susceptible value of the model.

where xi ·w j is an inner product between the input (xi) and the weight vector (w j) which connects the
input layer to the jth neuron, b j is the bias of the jth neuron, and β is a weight vector connecting the
hidden layer to the output layer. In a more compact way, ELM can be written as:

Hβ = y, (5.6)

where Hi, j = (u j) j=1,...,Ñ = g(xi ·w j +b j) is the output matrix of the hidden layer (Figure 5.5).
According to this notation, ELM algorithm applies the following steps:

1. randomly generates the input weight w j and the bias b j;

2. computes the matrix H;

3. computes the output weight β = H†y, where H† is the Moore-Penrose generalized inverse of
matrix H.

At the end, the only fitted parameter is the number of hidden neuron (Ñ = nbnode).
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All dataset Testing and training subsets
# of pixels which never burnt 4’535’233 81’254
# of pixels which burnt once 856’554 15’346
# of pixels which burnt twice 166’232 2’978

# of pixels which burnt 3 times 20’127 361
# of pixels which burnt 4 times 3’049 55
# of pixels which burnt 5 times 327 6

Total number of pixels 5’581’522 100’000

TABLE 5.1: Total number of pixels for the entire study area (All dataset) with the corre-
sponding proportion of pixel which burnt 0, 1, 2, 3, 4 and 5 times. The column Testing
and training subsets displays the proportion which was used in order to generate the 20

training subsets and the testing subset.

Parameters Optimisation

In order to optimize the learning process of RF and ELM, different pre-processing steps must be
considered. First of all, the CLC classes were converted into 27 dummy variables (one for each class
of the CLC variable within the study area). Then, the complete dataset, which is composed of 28
input variables (slope + CLC variables) and 1 output variable (presence or absence of forest fire), was
normalized into the [0,1] interval. This transformation was performed in order to fit the functional
range where ELM works in an optimal way (Huang, Zhu, and Siew, 2006). After that, from the
5’581’522 raster cells covering the study area, 100’000 points (approximately 1.8% of the total area)
were randomly selected using a stratified sampling for the construction of the testing subset (Table
5.1). Namely, 6 strata were used by considering the number of time each pixel burnt (between 0 and
5 times, in this case). This process was reiterated 20 times in order to generate 20 training subsets,
but without considering already selected testing points.

The optimization of the nbtree and nbvar hyper-parameters of RF was performed by using a trial
and error process. The choice of this method is justified by the fact that both types of RF hyper-
parameters are not highly sensitive to changes and optimized values are close to the default ones. In
this study, hyper-parameters of RF were set to 1000 and 9 for nbtree and nbvar, respectively. For
ELM, the nbnode hyper-parameter, which is the number of nodes in the hidden layer, a 5-fold cross-
validation approach was performed. Minimum mean squared error (MSE) values obtained for the
validation sets were retained, which lead to an optimal number of 40 nodes for this dataset.

Once each machine learning algorithm was fitted, 20 models were built by using the 20 train-
ing subsets. Finally, susceptibility maps were generated by averaging the prediction values of the
20 models for the whole study area. In addition to the mean prediction values, standard deviation
maps could be extracted from this process and analysed in order to eventually detect areas with high
variability in fire susceptibility. A useful by-product of RF algorithm is the variable importance rank-
ing (Breiman, 2001). From an internal evaluation of each variable (based on random shuffling), it
computes the percentage of mean square error increase (%IncMSE) by comparing the difference of
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RF performance when considering both the raw variables and the shuffled variables (Breiman, 2001).
As a result, each variable can be ranked according to their %IncMSE score with the following mean-
ing: high %IncMSE score indicates an important contribution in the relationship between input and
output variables, while low %IncMSE score (close to 0) indicate that the variable is not a valuable
contributor to the model.

5.4 Results and Discussion

The following section (4.1) discusses the selection of CLC and slope variables as the only parame-
ters influencing the wildfire susceptibility in our study area. Then, results and comparisons on the
susceptibility maps generated by the three proposed methods are presented in section 4.2. Finally,
section 4.3 assesses the different methods by using data from a testing period. Moreover, it presents
the variable importance measurement for both the deterministic and the random forest approaches
and discusses on the relevance of the obtained results according to the literature in this field.

5.4.1 Major Variables affecting Wildfires Occurrence in Portugal

The deterministic model was first proposed by Verde and Zêzere, 2010, further discussed in Verde,
2015, and then updated and used by Parente and Pereira, 2016 to map the structural fire risk. This
model is based on the combination of geographic variables that do not change much in the short
period. This is in line with the wildfire susceptibility, being a measure of the terrain/land propensity
for the occurrence of wildfires based on the terrain’s intrinsic characteristics (Parente and Pereira,
2016).

Although it is a quite simple model, parsimoniously based on just two variables, it is very ro-
bust. Its robustness was recently assessed (Verde, 2015) in respect to the use of single or multiple
CLC inventories as well as to rely the calibration and validation on different CLC inventories. The
obtained results point to a relative independence of the model performance in relation to how many
or which CLC inventories are used to access the favourability scores. Parente and Pereira, 2016 test
the impacts of using a high-resolution DEM and, besides mapping the susceptibility with higher spa-
tial accuracy, the obtained patterns were very similar. Obviously, changes in vegetation cover and
different fire history can induce different susceptibility patterns due to changes fire probability and
vegetation dynamics.

Many researchers have studied the fire processes/mechanisms and tried to identify the underlying
factors in Portugal including topography, land use land cover, climate, man-made features, demo-
graphic and socio-economic information. For example, Nunes, Lourenço, and Meira, 2016 found
that topography, land cover, population density and livestock are significant in both ignition density
and BA. Variables such as altitude, slope and land cover help to explain the existence of space-time
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clusters of fires in Portugal (Parente and Pereira, 2016; Parente, Pereira, and Tonini, 2016; Tonini
et al., 2017).

Verde and Zêzere, 2010 tested the usefulness of other variables such as altitude, temperature and
precipitation in the deterministic model, but they did not found any significant increase in the predic-
tion rates. This may be due to several reasons. First, some of these variables can be proxies of each
other. Slope is a measure of the altitude change (Chang and Tsai, 1991; Parente and Pereira, 2016)
while altitude regulates the rainfall and temperature (Li et al., 2010; Neteler et al., 2011; Parente and
Pereira, 2016). Climate/weather conditions determines the existence, type and state of the vegetation
at each location, which means that the information about vegetation cover implicitly considers cli-
mate information (Parente and Pereira, 2016). Second, all fires tend to occur associated to high air
temperature, low humidity and relatively long periods of drought (Amraoui et al., 2015; Parente and
Pereira, 2016; Trigo et al., 2006). Third, vegetation cover can be viewed as a set of different variables
instead of just one. For example, to model fire ignition probabilities, Vasconcelos et al., 2001 test
the usefulness of CLC related variables such as distance to urban areas, distance to agricultural areas,
distance to forests, distance to scrublands, etc., which can be viewed as a different use of vegetation
cover. Oliveira et al., 2012 adopted a similar procedure to study the spatial distribution of large fires,
considering the proportion of forest area, of scrubs, of agricultural areas, etc. Finally, in a very recent
study, Fernandes et al., 2016 identifies fuels and topography as the major determinants of large-size
BA in Portugal and in the Western Mediterranean Basin, which is consistent with previous findings
on the characterization of wildfires in Portugal (Marques et al., 2011).

Another aspect that must be pointed out in deterministic model is the double use of the BA/fire
probability, namely: (i) to compute the favourability scores to rank CLC and slope classes in terms
of fire proneness; and, (ii) in the expression of susceptibility, in the form of fire probability in each
pixel, i.e., to discriminate where, within the country, each class is more or less affected. In addition,
fire probability is also a proxy for the human behaviour since the large majority of the fires are caused
by humans (Parente and Pereira, 2016; Verde and Zêzere, 2010).

5.4.2 Susceptibility Maps

Figure 5.6 shows the susceptibility maps obtained by applying the three models. In a broad sense, the
three models lead to relatively similar maps. The main areas with high/very high and low/very low
susceptibility classes are detected and highlighted on similar locations. The very high susceptibility
class shows a common pattern for the three models and is mainly located on the North of the region
and on the South border.

In order to evaluate the two stochastic models, assuming the deterministic one as reference, maps
of the differences of susceptibility were generated (Figure 5.7). These maps were produced by as-
signing each class of susceptibility to a unique value (very low=0, low=1, medium=2, high=3 and
very high=4), and by computing the differences pixel by pixel. These maps are predominantly char-
acterized by light colours (Figure 5.7), which means that differences, when they exist, occur between
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FIGURE 5.6: Susceptibility maps for the three models based on the 5 generated classes,
which are very high, high, medium, low and very low.

FIGURE 5.7: Differences of the susceptibility classes between the three methods.
For each susceptibility class of Figure 5.6, a value is assigned (very low=0, low=1,
medium=2, high=3 and very high=4) and the differences between classes for each model

were computed.

successive classes (−1 ≤ diff ≤ 1). The southwest part of the study area shows an apparent and
systematic underestimation of the susceptibility classes for RF and ELM models compared with the
deterministic model (Figure 5.7a and Figure 5.7b). Nevertheless, this difference is not problematic
since it concerns essentially of classifying a pixel in the very low class instead of low or medium
classes. For the rest of the region, differences between the stochastic and deterministic models are
insignificant. Differences between the two machine learning algorithms (RF and ELM) are shown
on Figure 5.7c: these differences are only slightly present but without significant spatial variations.
This result is mainly due to the same pre-processing and similar methodological procedure featuring
the two stochastic methods. Moreover, from the machine learning point of view, the use of 100’000
training points contributes to the general stability of both RF and ELM models.

Finally, it is important to note that standard deviation maps (not shown) computed from the 20 RF
and ELM models built by using the 20 training subsets to eventually detect areas with high variability
in fire susceptibility, reveal, on the contrary, very low variability of both models. In addition to this,
a general evaluation of both methods was performed by computing the mean squared error (MSE) on
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Susceptibility classes ratio Nb Pixels %
Very high 33.1 360’161 42.8

High 22.6 267’356 31.8
Medium 10.4 136’410 16.2

Low 6.6 58’392 6.9
Very low 1.7 18’875 2.3

Total 15.1 841’194 100.0

TABLE 5.2: Ratio between the size of each class and the proportion of BA for the testing
period for the determinictic approach.

the testing set (which has never been used during the learning process). Unsurprisingly, ELM and RF
algorithms show highly similar results with a MSE of 0.1115 for ELM and 0.1117 for RF.

5.4.3 Methods’ Assessment

Figure 5.8, Table 5.2 and Table 5.3 show the proportion of BA within each susceptibility class ob-
tained for each method and assessed for the testing period (2010-2013). Moreover, the ratio between
the size of each class and the proportion of BA were also computed. By considering the deterministic
model as the reference, the ELM and RF susceptibility maps reveal proportions of BA close to the
benchmark model. Differences in the percentage of total BA in each susceptibility class is always
less than 7.2%. Apparently, the percentage of total BA in the two first susceptibility classes (very low
and low) is higher for ELM and RF (approximately 4%), but in the medium and high susceptibility
classes this value is higher for the deterministic approach (about 3%-7%). For the last susceptibil-
ity class (very high), both ELM and RF algorithms show a percentage of total BA higher than the
deterministic one (3% higher).

As it was already mentioned in section 4.1, the susceptibility maps generated by ELM and RF
are very similar. As shown in Figure 5.8, Table 5.2 and Table 5.3, the maximum difference between
the percentage of total BA in each susceptibility class for both methods is 0.5% in low and medium
classes, and almost zero in the others classes. Generally, and by considering the three approaches,
the obtained results are promising in the sense that less than 20% of the total BA of the testing period
was classified as very low or low susceptibility (by summing the very low and low scores). This
evaluation over the testing period allows to validate the proposed new approach in this field through
machine learning algorithms, and to compare the stochastic and deterministic approaches on non-used
dataset.

The RF algorithm allows an internal evaluation of each input variable, which leads to a variable
importance ranking (Breiman, 2001). This last result constitutes a significant added value to the
understanding of the phenomenon. In Figure 5.9, the top 9 variables for RF are listed by decreasing
order of their respective %IncMSE score.
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FIGURE 5.8: Proportion of total BA explained by each of the three models in each
susceptibility class.

The first six land cover variables (CLC324, CLC322, CLC334, CLC333, CLC312 and CLC321)
represent the variables that most contribute to model and explain the observed variance (higher %In-
cMSE score). These correspond to: transitional woodland-shrub, moors and heathland, burnt areas,
sparsely vegetated areas, coniferous forest and natural grasslands. This short list is dominated by
scrub and/or herbaceous vegetation associations (level 32 of CLC classes) followed by open spaces
with little or no vegetation (level 33) and forests (level 31). These results are in accordance with fire
selectivity studies performed for Portugal where fire selectivity is generally higher for scrublands,
pine stands and eucalyptus plantations than for evergreen oak woodlands, annual and rainfed crops
and agroforestry lands (Barros and Pereira, 2014). Similar findings were recently obtained for fire
proneness studies, also performed for Portugal (Moreira et al., 2009; Silva et al., 2009). In general,
agricultural areas are excluded from this list because it includes well managed arable lands (both ir-
rigated and non irrigated), permanent crops (vineyards, olive groves, fruit trees and berry plantations
and even pastures). However, heterogeneous agricultural areas (CLC level 24), especially those cor-
responding to complex cultivation patterns with significant areas of natural vegetation, present higher
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Susceptibility classes ELM RF
ratio Nb Pixels % ratio Nb Pixels %

Very high 34.5 385’519 45.8 34.6 386’051 45.9
High 18.6 207’640 24.7 18.5 206’570 24.6

Medium 9.6 107’178 12.8 10 111’970 13.3
Low 7.7 85’877 10.2 7.3 81’211 9.7

Very low 4.9 54’980 6.5 5 55’392 6.5
Total 15.1 841’194 100.0 15.1 841’194 100.0

TABLE 5.3: Ratio between the size of each class and the proportion of BA for the testing
period for ELM and RF.

FIGURE 5.9: Variable importance computed with random forest algorithm over 20 runs.
The 9 top variables are displayed with the corresponding % increase of mean square

error.

relative importance in RF stochastic models. The slope is one of the most important factors of fire
spread, acting on different aspects of the fuel combustion (Rothermel, 1972). However, per se, i.e.
without the other aspects of the fire environment/controls usually conceptualized in fire triangles (e.g,
Whitlock et al., 2010), the slope is not able to independently determine the terrain/land propensity
for the occurrence or spread of a wildfire. For example, terrain parcel with high slope can be free
from vegetation. Therefore, it is not surprising that the ranking of the most important variables is
dominated by the land cover variables with 9 classes in the top 10 variables.

On Table 5.4, the top 6 variables for both random forest and deterministic methods are shown. For
comparison purposes the favorability score of the deterministic model (computed based on eq.5.2) are
retained. As highlighted, 5 of the 6 top variables selected by random forest are also among the most
important variables of the deterministic model even if with a different order. This fact underlines
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Variables description Random Forest Deterministic approach
CLC classes %IncMSE Rank position Favorability score

Traditional woodland-shrub 324 0.03906 6 48.45520
Moors and heathland 322 0.02036 3 68.22487

Burnt areas 334 0.01219 1 95.71093
Sparsely vegetated areas 333 0.00862 2 83.87631

Coniferous forest 312 0.00646 15 4.86921
Natural grasslands 321 0.00378 4 59.39358

TABLE 5.4: Variable importance for the top 6 feature for the random forest and the
corresponding rank in deterministic model. Favorability scores computed in the deter-
ministic model are used for ranking the variables. CLC classes are identified by the level

code.

that, in spite of the differences between the methods (random forest being able to detect non-linear
relationship), the matching between the most relevant variables is highly satisfactory and validates
the use of the new approach based on machine learning algorithm.

The apparent greater importance of conifers (CLC312) in relation to the mixed (CLC313) and
broadleaf forest/hardwoods (CLC311) for the RF (Figure 5.9) is also worth noting for two reasons: (1)
these variables present the same relative importance in both methods; and, (2) it is in good agreement
with previous studies for vegetation fire proneness performed for Portugal (Silva and Harrison, 2010;
Pereira, Aranha, and Amraoui, 2014). In fact, the increase in conifer tree component tends to increase
the difficulties to control the fire (Rowe and Scotter, 1973), BA and fire proneness (Moreira et al.,
2009; Silva et al., 2009; Silva and Harrison, 2010) and fire risk in WUIs (Lampin-Maillet et al.,
2010).

5.5 Conclusion

In the present paper, susceptibility maps of wildfires obtained by applying stochastic methods, namely
Random Forest and Extreme Learning Machine, were compared with the correspondent map elabo-
rated by applying a validated standard deterministic method, here considered as a benchmark. The
study was performed for the Dão-Lafões region of Portugal, which is a representative region of a
country highly prone to wildfires. The variables, implemented into the model, considered as favor-
able factors for wildfires, are the slope, the land use and vegetation covers, provided by the Corine
Land Cover 2006 inventory. The official dataset of the national mapping BA was considered to train
(2000-2009 period) and test (2010-2013 period) the models. Comparison of the obtained results
clearly suggests that the two stochastic models perform in an equal manner in terms of susceptibility
areas and classes as well as that these results are broadly consistent with susceptibility maps obtained
with the benchmarking model. The main benefit of using stochastic models is that these approaches
are data driven, meaning that they do not need a priori knowledge of the process. Moreover, random
forest directly provides the measurement of the importance of each variable. On this respect, the RF
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and the deterministic models present similar top variable importance ranking. Results of the present
analysis are encouraging for further applications of stochastic models to elaborate susceptibility maps
considering more variables and larger areas.

Software and Data Availability

The following software and data were used to perform the analysis presented in this paper:

• QGIS (QGIS Development Team, 2016), an open source geospatial software, was mainly used
for the pre- and post- processing and the elaboration of maps.

• R language (R Core Team, 2016) is an open source statistical software. It was used with the
packages randomForest and elmNN for computing the random forest and the extreme learning
machine algorithms.

• Digital Elevation Model (DEM) derived from the Shuttle Radar Topographic Mission (STRM
- NASA) was used to compute the slope.

• Corine Land Cover (CLC 2006) is an inventory provided by the European Environment
Agency. It was used in order to extract the land use and land cover map.

• National Mapping Burnt Areas (NMBA) is an official Portuguese fire dataset and provides
a detailed description of the shape and the size of BA. It was provided by the Institute for the
Conservation of Nature and Forests (ICNF, 2016).
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Chapter 6

Conclusion

6.1 Conclusions and future directions

The major goals of data driven modelling of environmental data using predictive machine learning
algorithms concern, in a broad sense, the calibration, prediction, testing, and the visualization of
hidden relationships between input (independent) and output (dependent) variables. In this regard,
this thesis investigates and combines methodologies and methods in order to better understand the
black-box of machine learning algorithms, namely, data preprocessing, feature selection, validation
and testing, decision-oriented mapping taking into account uncertainties quantification. Let us recall
the research carried out in the thesis and its potential future development.

Chapter 2 presents the main bases and definitions for the general understanding of machine learn-
ing algorithms applied in the research. In particular, parameters versus hyper-parameters, data split-
ting, measures of evaluation and complexity analysis are discussed. Although the elements developed
in this chapter are part of the general basis, a good understanding of the different issues helps and
improves the interpretation of the results. It should be noted that the methodology used in chapter
2 (except for the section 2.7.2) does not depend on particular machine learning model and can be
applied for any data driven modelling tools. An important future methodological development could
be an extension (or more precisely, scaling) of the proposed methodology to the domains of big and
non-homogeneous high dimensional multivariate data. Also, more attention should be paid in the
future to the incorporation (assimilation/integration) of science-based models (physical, meteorolog-
ical, pollution, etc.) depending on the phenomena under study, and to a direct incorporation of expert
knowledge.

In chapter 3, the Extreme Learning Machine (ELM) algorithm is presented. Due to its solid theo-
retical basis (universal modelling tool), computational and implementation efficiencies, ELM nowa-
days has gained a great popularity. The thesis contributes not only to the new environmental case
studies using ELM but also to the development of the ELM application to the generic feature selec-
tion problems in machine learning. A new method, which combines ELM with simulated annealing
is introduced and studied in detail. Applied and tested on different benchmark classification and re-
gression studies (appendix A), it was demonstrated, that the proposed method was able to extract
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the relevant information (i.e., optimal subset of features) without the loss of the accuracy in predic-
tive learning. The obtained results are very promising and confirm the potential of ELM to become
an important new tool in computational feature selection. It will allow the investigation of complex
and high dimensional problems in the domain of environmental risks, natural hazards, renewable re-
sources assessments and others. It should be noted, that the proposed simulated annealing algorithms
can be replaced by other optimization algorithms, for example, genetic algorithms or particle swarm
optimization. However, the general methodological approach remains the same as it was proposed
with the simulated annealing.

In the second part of chapter 3, a new methodology, which combines the Extreme Learning Ma-
chine with a bootstrap-based procedure for the quantification of the uncertainties in the data and in the
model, is proposed. Comprehensive analyses were carried out in order to investigate the behaviour of
both ELM and bootstrap-based procedures for noisy data. It was shown, that this method allows fast
and accurate prediction and quantification of the different kinds of uncertainties. It is worth mention-
ing, that at this stage of the research, the generated maps should be considered as a visual indicator
for identifying the spatial area where the data or the model have significant uncertainties. This means
that future research needs to be carried out in order to investigate other types of noise sources and
noise distributions. However, already the first results allow the practitioners to identify and visualize
areas where the prediction or the susceptibility map can have a high degree of uncertainty. Knowing
these areas is, in most of the cases, even more essential than knowing the prediction itself. For this
reason, the proposed method is of great interest for the environmental decision-oriented mapping.
An important future development of the uncertainty quantification can be related to the monitoring
networks optimization based on the estimated sources of the uncertainties and to active learning of
environmental data.

Chapter 4 presents an article mainly focused on the methodological aspects of the Extreme Learn-
ing Machine applied to the simulated and real environmental pollution data (Leuenberger and Kanevski,
2015). From raw exploratory data analysis to the analysis and justification of the results, this chapter
proposes a comprehensive and self-consistent data driven analysis with ELM algorithm. In particular,
it investigates the behaviour of ELM when dealing with noisy and irrelevant data or features. It was
shown, that trained ELM was able to extract and to correctly model structured information in data.
Moreover, the analysis of the residuals using different techniques (like ELM, kNN or variography)
highlights the ability of trained ELM to not over-fit the data and to provide residuals which are not
spatially structured. In addition to the specific ELM properties mentioned above, an efficient capabil-
ity of ELM has been shown in both the study of hidden relationships in multivariate environmental
data, and in the feature selection task. Although the chapter 4 is mainly focused on the ELM algo-
rithm, the proposed methods and methodologies can be adapted for any machine learning algorithm.
In fact, this chapter is a demonstration of the proposed methodology application to real data case
study. The natural future developments can be in the application of the approach to new challenging
case studies on natural hazards and renewable energy resources assessments.
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Finally, chapter 5 presents a paper on wildfire susceptibility maps obtained by applying stochastic
methods (i.e., the Random Forest and Extreme Learning Machine algorithms) and standard determin-
istic method (Leuenberger et al., 2018). The main objective was to compare the different methods
and the resulting susceptibility maps by considering the deterministic methods as a benchmark. In
this regard, the Dão-Lafões region of Portugal, which is a representative region of a country highly
prone to wildfires, was selected in order to perform the comparison. The variables, implemented into
the model and considered as favourable factors for wildfires, are the slope, the land use and vegeta-
tion covers, provided by the Corine Land Cover 2006 inventory. The official dataset of the national
mapping BA was considered to train (2000-2009 period) and test (2010-2013 period) the models. The
obtained results show that the two machine learning algorithms perform in an equal manner in terms
of susceptibility areas and classes. Moreover, their susceptibility maps are broadly consistent with the
one obtained with the benchmark model developed by the experts. However, the main benefit of the
stochastic models resides on the fact, that they are data driven, meaning that they do not need a priori
knowledge of the process and they can provide uncertainties assessments. Furthermore, the random
forest algorithm has the ability to directly provide the measure of the importance of each variable. It
is important to note that RF was able to automatically detect the relevant variables consistent with the
expert knowledge. By presenting and applying both stochastic and deterministic methods to a highly
sensitive and socially important case study, chapter 6 highlights new methods and approaches, which
help in decision making and in understanding of both the phenomenon itself and its consequences. It
would be important to apply and to test the approach for other regions sensible to the forest fires.

Results presented in the thesis demonstrate that the use of machine learning algorithms for envi-
ronmental data analysis and modelling is not straightforward. A good understanding of the objectives
and the limitations of such methods are essential for their correct application and interpretation of
the results. An important contribution of this thesis deals with an elaboration of a self-consistent
methodology that can be used for intelligent decision making process. The perspective of future
researches in machine learning algorithms application to environmental data will deal with further
elaboration of feature selection methods and quantification of modelling and prediction uncertainties
in higher dimensional spaces. These achievements will have to be realized with the collaboration and
communication between different environmental scientists, practitioners and decision makers.

6.2 Contributions

The main contributions of the thesis can be summarized as follows:

• Development and adaptation of the methodology for data driven environmental modelling based
on machine learning.

• The application and adaptation of pre-processing, residuals analysis, validation and testing pro-
cedure based on Extreme Learning Machine.
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• Development and investigation of multi-output Extreme Learning Machine algorithms.

• Complexity analysis on linear and non-linear Extreme Learning Machine models.

• Development and implementation of the efficient hybrid feature selection approach based on
simulated annealing and Extreme Learning Machine modelling algorithms.

• Uncertainties quantification and visualization based on the combination of Extreme Learning
Machine algorithm and a bootstrap-based procedure, which significantly contributes to the un-
derstanding of the phenomena under study.

• Challenging real data case studies dealing with environmental pollution, natural hazards, and
renewable resources data.
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Appendix A

Proceeding

A.1 Feature selection in environmental data mining combining
Simulated Annealing and Extreme Learning Machine

This section presents the paper published in the proceedings of the ESANN 2014 conference (Eu-

ropean Symposium on Artificial Neural Networks), which proposes a regression task of the section

3.2.2.

A.1.1 Introduction

Environmental science is a field in constant development. Because environmental phenomena lie in
high dimensional spaces (e.g. for natural hazards: d ≈ 10− 100), it is challenging to reach the real
dimension where the phenomena under study can be understood, explained and predicted (Kanevski,
Pozdnoukhov, and Timonin, 2009). Moreover, in most real data cases the relationships between
features and phenomena are non-linear. Keeping in mind that these relationships involve not only one
but several features, the main goal is to select relevant subsets of features according to their potential
non-linear ability to explain or predict environmental phenomena.

There are a lot of methods in wrapper, filter and embedded methodologies (Guyon and Elisseeff,
2003; Guyon et al., 2006; Lee and Verleysen, 2007). On the one hand filter methods are faster but
do not necessarily take into account the combinations of various features simultaneously (a feature
can be irrelevant alone but may be relevant with other features together). On the other hand wrapper
methods allow complex associations of features but suffer from the curse of dimensionality when
considering all possible combinations of features.

To address this challenge, this paper proposes a new methodology based on combining Extreme
Learning Machine (ELM, Huang, Zhu, and Siew (2006)) and Simulated Annealing (SAN, Kirk-
patrick, Gelatt, and Vecchi (1983)) algorithms. ELM has showed good capability for merging methods
(Frénay and Verleysen, 2010) and SAN remains a good optimization algorithm despite the fact that it
can perform faster by combining with a genetic algorithm (Gheyas and Smith, 2010). The principal
advantages of this new method are the following: (1) ELM allows the quick evaluation of the non-
linear potential of subsets of features, (2) SAN allows the optimal subset of features to be reached
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without using an exhaustive search. The use of ELM instead of the more robust and accurate OP-ELM
(Miche et al., 2010) resides in the fact that current version of OP-ELM cancel out the wrapper ability
to detect irrelevant feature. The methodology is described in Section 2. Section 3 presents the results
using real and simulated data, and Section 4 concludes the paper.

A.1.2 Method

Extreme Learning Machine

The ELM algorithm follows the structure of a single-hidden layer feedforward neural network (SLFN)
(Huang, Zhu, and Siew, 2006). For a given labelled training set Ztrn = {(xi,yi) | xi ∈ Rn,yi ∈ R}N

i=1

and for a number of hidden nodes Ñ, it computes the output matrix N× Ñ of the hidden layer:

Hi j = g(xi ·w j +b j)

where w j (the vector of weights connecting the input layer with the jth neuron) and b j (the bias of the
jth neuron) are randomly generated. Then, the vector β (connecting the hidden layer with the output
layer) is estimated using the Moore-Penrose generalized inverse of the matrix H:

β̂ = H†y

Once all weights of the network are known, new data can be evaluated and error assessed using a hold-
out validation set. Extremely fast, the only parameter that requires tuning is the number of hidden
node Ñ. See in Section A.1.3 how to deal with this parameter in order to preserve the computational
time.

Simulated Annealing

SAN is a metaheuristic algorithm for optimization problems inspired by the field of metallurgy. Ini-
tialized with a high temperature parameter, it performs a global random search from neighbour to
neighbour. In a second stage, temperature decreases progressively and the search becomes local.
Based on the following Metropolis criterion (Metropolis et al., 1953), it has the capability to accept
bad solutions according to the level of the current temperature T .

Let θcur and θnew respectively be the current and new states of the research, and f the function to
minimize. If ∆ f = f (θcur)− f (θnew)≤ 0 the new state θnew is accepted, else θnew is accepted with a
probability:

P = exp(−∆ f/T )

In a theoretical way, the ability to accept bad solutions allows us to find the global minimum of
any kind of problem. In a practical way, it cannot guarantee finding the optimal solution but it can
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approach it. The success of this convergence lies in a good parametrization of the initial temperature
and in the annealing process.

Feature Selection Methodology

Let n be the number of features available and Θ = {θ | θ = {0,1}n} the set of the whole combination
of features, where θi indicates if we consider feature i or not. The goal is to find θ ∗ ∈Θ that minimizes
the cost function f defined as follows:

f (θ) = MSE(yval, ŷval)

where, ŷval = ELM(θ , Ñ,Ztrn,Zval)

Ztrn and Zval correspond to two separate training and validation sets, and Ñ is the number of hidden
nodes. Without loss of generality, Ñ can be defined a priori (see experimental part A.1.3).

Applying this notation and using the simulated annealing algorithm, the proposed new feature
selection algorithm is as follows:

Algorithm 2 SANELM
Require: Initialize θ0 ∈Θ and T0 the initial temperature

1: Generate a model with ELM(θ0, Ñ,Ztrn,Zval)
2: Compute f (θ0), and put θcur = θ0
3: for i = 1 to STOP do
4: Compute Tnew = Ann(T0, i)
5: Generate θnew in the neighbourhood of θcur
6: Compute f (θnew) and ∆ f = f (θcur)− f (θnew)
7: if ∆ f ≤ 0 then
8: Accept θnew: θcur← θnew
9: else

10: Generate U uniformly in [0,1], and compute P = exp(−∆ f/Tcur)
11: if U ≤ P then
12: Accept θnew: θcur← θnew
13: else
14: Reject θnew
15: end if
16: end if
17: end for

For more details of the methodology, see section A.1.3.
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A.1.3 Data and Results

Data

The data used for this application come from 200 measurement points in Lake Geneva. Composed of
3 real input variables (i.e. X , Y and Z coordinates), 21 simulated variables were added to the database.
These additional input variables are composed of 3 shuffled variables from the original X , Y and Z

coordinates, and of 18 random variables following a uniform distribution. Finally, the database was
composed of 21 input variables and 1 output variable which is the pollutant, Nickel.

The principal objective is to investigate the parameter of the SANELM for this particular database,
important for environmental risk studies and to evaluate the robustness and the accuracy of such
methodology according to the parameters. The expected result is to find the original features, that is
the X , Y and Z coordinates.

Experimental setup

First of all, the whole database must be normalized in order to fit to the range [0,1] within which
ELM works. Secondly, because of the need to assess the ELM model at each iteration of the SAN
algorithm, the database must be split into two subsets. About 75 per cent of the data are allocated to
the training set and the remaining 25 to the validation set.

Once the preprocessing task is completed, several SAN parameters have to be fitted. The first
one is the annealing schedule Ann(T0, i). Written as a function of the initial temperature T0 and the
iteration index i, the schedule can take different forms. No preferential function exists, but as the
optimization space Θ is discrete and not continuous, a basic schedule can be considered such as:

Ann(T0, i) =
T0

c · i or Ann(T0, i) =
T0

c · log(i)

where c is the parameter of the schedule. In practice, since T0 and c have to be parametrized, the most
simple way is to fix c = 1 and to fit the parameter T0 by trial and error.

Another important proceeding in the algorithm is the generation of a new state θnew ∈ Θ in the
neighbourhood of the current state θcur. For this purpose, θnew is defined as a neighbour of θcur if
and only if the Hamming distance between the two is equal to 1 (i.e. θnew and θcur differ in just one
coefficient). This allows them to reach any state of the Θ space in at least n steps (where n is the
number of input variable).

In order to complete the parameter setup, it remains to tune the number of hidden nodes Ñ. In the
first stage of the paper, an additional loop was added in the algorithm in order to compute f (θnew)

with the optimal number of hidden nodes. Because this process is time consuming, an analysis of the
distribution of the optimal number of node was carried out. It appears that this distribution shows the
same range of optimal number of nodes for any kind of θ ∈ Θ. Furthermore, if we fix the number of
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nodes Ñ that is not necessary the optimal one for the desired best subset of features θ ∗, it appears that

f (θ ∗)≤ f (θ) ∀θ ∈Θ

In other words, even if the model f is not perfect for a fixed number of hidden nodes Ñ, it would be
minimal for subset of relevant features.

Results

The first results show the stability of the methodology according to the choice of the number of
hidden nodes Ñ. For this purpose, 1000 subsets of features were generated randomly and all are
evaluated with ELM for Ñ ∈ {5,10,15, ...,70}. In Figure A.1 each dashed line correspond to one
random subset of features and the solid line coincides with the best subset of features. Examining
1000 random subsets of features reveals that the range of the number of hidden nodes where they
reach the minimum value of MSE is approximately [15,30].

According to this first result, it is recommended that for each new problem the behaviour of Ñ

is explored through randomly generative several subsets of features. By doing this, the range of the
minimum number of nodes can be determined, and the SANELM algorithm can be performed using
a fixed Ñ in that range.

By using the Lake Geneva database with the additional 18 irrelevant variables and with a fixed
Ñ = 20, the SANELM algorithm reaches the optimal subset of feature, that is the original X , Y and Z

coordinates, in less than 4000 iterations. By comparison, the exhaustive search need 2n−1 iterations
(in this case more than 2 million) to evaluate all the possible combinations of features. The same
results are obtained using different Ñ ∈ [15,30].

A.1.4 Conclusion

This paper develops a combination of two algorithms, the Extreme Learning Machine as a wrapper
method and the Simulated Annealing as an optimization algorithm. Analyses were performed in order
to investigate the behaviour of both ELM and SAN parameters. As the optimization space is a discrete
one, the annealing schedule of SAN can be standard. For the remaining T0 and c parameters, trial and
error are needed according to the complexity and dimensionality of the problem. For the unique ELM
parameter Ñ (the number of hidden nodes), it has been shown that it is quite stable within the range
determined by the problem. Therefore, Ñ can be fixed during the process and computational time
can be reduced. In future research, this benefit will allow to investigate more complex phenomena in
high dimensional space and multivariate data, as well as to perform a comprehensive comparison in
computational time and accuracy with other feature selection algorithms.
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FIGURE A.1: Each dashed line correspond to one random subset of features and the
solid line coincides with the best subset of features. The graph shows the MSE of the

ELM for these different subsets of features according to the number of hidden nodes.
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