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Abstract. The many independent transitions from hermaphroditism to separate sexes (dioecy) in

flowering plants and some animal clades must often have involved the emergence of a heterogametic

sex-determining locus, the basis of XY and ZW sex determination (i.e. male and female heterogamety).

Current estimates indicate that XY sex determination is much more frequent than ZW, but the reasons

for this asymmetry are unclear. One proposition is that separate sexes evolve through the invasion of

sterility mutations at closely linked loci, in which case XY sex determination evolves if the initial male

sterility mutation is fully recessive. Alternatively, dioecy may evolve via the gradual divergence of male

and female phenotypes, but the genetic basis of such divergence and its connection to XY and ZW

systems remain poorly understood. Using mathematical modelling, we show how dioecy with XY or ZW

sex determination can emerge from the joint evolution of resource allocation to male and female function

with its genetic architecture. Our model reveals that whether XY or ZW sex determination evolves

depends on the trade-off between allocation to male and female function, and on the mating system

of the ancestral hermaphrodites, with selection for female specialisation or inbreeding avoidance both

favouring XY sex determination. Together, our results cast light on an important but poorly understood

path from hermaphroditism to dioecy, and provide an adaptive hypothesis for the preponderance of

XY systems. Beyond sex and sex determination, our model shows how ecology can influence the way

selection shapes the genetic architecture of polymorphic traits.



Introduction

Many plants and some animals have evolved separate sexes (or dioecy) from hermaphroditism

(Charlesworth, 1985; Renner, 2014; Henry et al., 2018; Leonard, 2018; Pannell and Jordan, 2022).

In these species, sex is typically determined at a sex-determining locus with either male heterogamety,

where males are XY heterozygotes and females are XX homozygotes, or female heterogamety, where

females are ZW heterozygotes and males are ZZ homozygotes (Bachtrog et al., 2014; Beukeboom and

Perrin, 2014). Although the basis of sex determination is unknown for the vast majority of the >15,000

dioecious plant species, current estimates indicate that male heterogamety (XY) is much more frequent

than female heterogamety (ZW) in this clade (approximately 85%, Ming et al., 2011; Leite Montalvão

et al., 2021), so that transitions from hermaphroditism to dioecy must more often have involved the

evolution of an XY rather than a ZW sex-determining locus. The reasons behind this asymmetry remain

poorly understood.

One possible explanation for the prevalence of XY systems comes from population genetics models,

where dioecy evolves via the spread of sterility mutations in response to selection to avoid self-fertilisation

and inbreeding depression (Charlesworth and Charlesworth, 1978a,b, 1981). Under strong inbreeding

depression, a population of partially selfing hermaphrodites can be invaded by a male-sterility mutation

(i.e., by females), which then favours the spread of female-sterility mutations turning hermaphrodites

into males. During this step-wise evolution, which is commonly known as the “gynodioecy pathway” to

dioecy, an XY system emerges when the initial male-sterility mutation is fully recessive, whereas a ZW

system evolves when it is fully dominant (Charlesworth and Charlesworth, 1978a,b). It has thus been

argued that the high frequency of XY systems in dioecious plants might be a by-product of the nature

of the initial sterility mutation, which, according to this argument, would most often be a fully recessive

’loss-of-function’ mutation (Charlesworth and Charlesworth, 1978a).

Although evidence suggests that gynodioecy may often have been an intermediate state in transitions

to dioecy (Charlesworth, 1999; Spigler and Ashman, 2012; Dufaÿ et al., 2014; see also Weeks, 2012

and Chap. 1 in Leonard, 2018 for a discussion of androdioecy as a possible intermediate state in some

invertebrate animals), dioecy may also have evolved through the divergence of increasingly male- and

female-biased phenotypes leading to sexual specialisation (Charnov et al., 1976; Lloyd, 1980; Renner

and Ricklefs, 1995; Freeman et al., 1997; Käfer et al., 2017; Pannell and Jordan, 2022). This gradual
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process, which is often referred to as the “monoecy-paradioecy pathway” to dioecy (Lloyd, 1980),

has been studied through the lens of sex allocation theory. This theory uses optimality arguments

to identify conditions under which selection favours individuals allocating all their resources to one

sexual function over those allocating to both (Charnov, 1982; West, 2009). Whether selection favours

specialisation depends on the shape of the male and female ’gain curves’, which are functions that relate

resource allocation to fitness gained through each sex, and are influenced by a number of ecological

and physiological factors that roughly relate to the advantages or disadvantages of sexual specialisation

over hermaphroditism (Charnov et al., 1976; Charnov, 1982; Givnish, 1982; Lloyd, 1982; Renner and

Ricklefs, 1995; Freeman et al., 1997; Pannell and Jordan, 2022; Masaka and Takada, 2023). However,

the optimality approach used in sex allocation theory is mute about the genetic basis of sex determination.

Accordingly, we lack theory on how the gradual divergence in hermaphroditic sex allocation between

increasingly male- and female-biased phenotypes might be achieved at the genetic level, and especially

how this might lead to either XY or ZW sex-determining systems.

Here, we show how the joint evolution of sex allocation with its underlying genetic architecture readily

leads to the gradual emergence of a heterogametic sex-determining locus. Our model reveals that selec-

tion shapes dominance relationships between alleles at nascent sex-determining loci, and thus influences

whether XY or ZW sex determination evolves. This evolution depends both on the shape of gain curves

and on the mating system in the hermaphroditic ancestor, with partial selfing and inbreeding depres-

sion promoting XY. Overall, our model therefore provides a new and adaptive hypothesis for why most

species transitioning to dioecy appear to acquire XY rather than ZW sex determination.

Model

Our model should apply generally to any animal or plant population that evolves gradually from

hermaphroditism to dioecy, but we frame it explicitly in terms relevant to plants, both for concise-

ness and because of the very frequent transitions plants have made from hermaphroditism to dioecy

(Charlesworth, 1985; Renner, 2014).

We consider a large population in which diploid individuals allocate a proportion x of their reproductive

resources to their female function and 1− x to their male function, leading to a trade-off between the

two (Supplementary Table S1 for a list of key symbols). Sex allocation x results in female and male
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fecundities F (x) = F0x
γ♀ and M(x) = M0(1 − x)

γ♂ , respectively, where F0 and M0 correspond to

the maximum achievable fecundity, and exponents γ♀ and γ♂ control the shape of each gain curve and

thus the nature of the trade-off between male and female functions (Figure 1A; many of our results are

derived for functions F (x) and M(x) that are more general than these power functions; see Appendix).

Following pollen and ovule production, individuals first self-fertilise a fraction α(x) of their ovules (‘prior

selfing’; Lloyd, 1975), and then outcross the remaining 1 − α(x) via random mating. We assume

that self-fertilisation (selfing hereafter) does not affect siring success through male function, but may

decrease with allocation x to female function (i.e. α′(x) ⩽ 0; where necessary, we specifically assume

that α(x) = α0(1−βx), where 0 ⩽ α0 < 1 denotes the maximum achievable selfing rate and 0 ⩽ β ⩽ 1

controls the degree to which α(x) depends on female allocation, as in Charlesworth and Charlesworth,

1978b, 1981). Outcrossed offspring develop into viable seeds with probability 1, whereas selfed offspring

develop into viable seeds with probability 1−δ, where δ measures the magnitude of inbreeding depression

(Charlesworth and Charlesworth, 1987). Finally, adults die and a new generation is formed from viable

seeds (Figure 1B; see Appendix A for more details).

Previous theory demonstrates that dioecy is evolutionarily stable when gain curves are accelerating

(γ♀ > 1 and γ♂ > 1, Charnov et al., 1976; Charnov, 1982) or when inbreeding depression is sufficiently

strong (Charlesworth and Charlesworth, 1981). Under these conditions, a hermaphrodite in a population

of males and females will have lower than average fitness, and a population of hermaphrodites will be

invadable by unisexuals. Dioecy may then evolve from hermaphroditism through sequential invasions

of fully dominant or fully recessive mutations causing complete (Charlesworth and Charlesworth, 1978a,

1981) or partial sterility (Charlesworth and Charlesworth, 1978b), most likely first of male and then

female function.

Rather than fixing the nature and dominance of mutations a priori, we assume here that sex allocation

x is influenced by a quantitative trait locus subject to recurrent mutations of small effects, leading to

gradual evolution (i.e., mutations create new alleles whose value deviates from the original allele by a

small amount, the ‘continuum-of-alleles’ model; Fig. 1C; Kimura, 1965, p. 883 in Walsh and Lynch,

2018). This locus could be a regulatory element that influences the development of female and male

traits, or one or more fully linked genes that are independent targets of partial female and male sterility

mutations (where in both cases there is a physiological trade-off between female and male function).

Genetic effects on sex allocation x are initially assumed to be additive, meaning that the two alleles

carried by an individual at the quantitative trait locus contribute equally to its phenotype (note that
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although genetic effects on the phenotype are additive, they may translate to non-additive effects on

fitness, as described by gain curves). To investigate the emergence of sex-determining systems, we later

allow for the evolution of the genetic architecture of sex allocation x (i.e., we allow non-additive genetic

effects on the phenotype x to evolve), first by considering the evolution of dominance at the quantitative

trait locus, and then by extending our model to a case where sex allocation is influenced by multiple

loci.

Results

Gradual evolution of sexual systems under complete outcrossing. We first assume that the

population is fully outcrossing (α0 = 0) and focus on the effects of selection for sexual specialisation, as in

classical sex allocation theory (Charnov et al., 1976; Charnov, 1982). We show in Appendix B.1 that the

population either converges and remains monomorphic for an optimal intermediate sex allocation x∗ =

γ♀/(γ♀ + γ♂), with all individuals being hermaphrodites; or experiences negative frequency-dependent

disruptive selection (’disruptive selection’ hereafter for short), resulting in the gradual differentiation of

two types of alleles: one that causes its carrier to allocate more resources to female function, and the

other more resources to male function. Which of these two outcomes occurs depends on the shape

of gain curves, with disruptive selection requiring at least one of them to be sufficiently accelerating

(specifically that 2γ♀γ♂ > γ♀ + γ♂; Fig. 2A). When both gain curves are accelerating (γ♀ > 1 and

γ♂ > 1), disruptive selection leads to the co-existence of two alleles: one for a pure male (x = 0) and

another for a pure female (x = 1) strategy. When only one curve is accelerating, one allele encodes a

unisexual strategy (female or male), while the other encodes a hermaphroditic strategy, albeit biased

towards the opposite sex (Appendix B.2 for analysis). Figs. 2B-E show how these different possible

evolutionary dynamics unfold in individual-based simulations (detailed in Appendix B.3). These results

align with classical optimality models in that they delineate the same conditions for the evolutionary

stability or instability of hermaphroditism (Charnov et al., 1976; Charnov, 1982, see Appendix B.4 for

more details in this connection; see also Appendix B.5 for the connection between our results and

population genetics models, Charlesworth and Charlesworth, 1978a,b).

Emergence of XY and ZW sex determination through dominance evolution. Because we have

assumed so far that alleles have additive effects on sex allocation, disruptive selection leads to the
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coexistence of not two but three types of individuals: two homozygotes that express female- and male-

biased sex allocation strategies, respectively, and a heterozygote with an intermediate hermaphroditic

strategy (Figure 2C-E), so that dioecy is incomplete. To examine how complete dioecy might ultimately

evolve, we next model the joint evolution of sex allocation with dominance at the underlying locus.

We first investigate this joint evolution using computer simulations, and then analyse a mathematical

model to better understand the mechanisms governing it. In the simulations, we assume that the

evolving locus is composed of two elements: a sex allocation gene, where alleles code for different sex

allocation strategies; and a linked promoter that determines the level of expression of the sex allocation

allele (Figure 3A). Variation at the promoter leads to variation in allelic expression through cis effects,

which in turn determine the dominance relationships among sex allocation alleles (Van Dooren, 1999).

We let the sex allocation gene and its promoter each undergo recurrent mutations of small effect (i.e.

each follow the continuum-of-alleles model), so that dominance and sex allocation evolve jointly (see

Appendix C.1 for details on these simulations).

We first run simulations under conditions predicted to lead to pure male and female alleles (so when

γ♀ > 1 and γ♂ > 1). In these simulations, complete dominance of one sex allocation allele always

evolves, so that the population ultimately comprises only males and females, and dioecy is complete

(Figure 3B-C). Remarkably, whether the male or the female allele becomes dominant depends strongly

on male and female gain curves (i.e., on γ♀ and γ♂, Figure 3D). Provided that neither curve is close to

being linear, the male allele is more likely to become dominant when fitness increases more steeply via

female function (i.e., when γ♀ > γ♂), leading to the emergence of an XY system. Conversely, when

fitness returns increase more steeply via male function (i.e., when γ♂ > γ♀), the female allele most often

becomes dominant, leading to a ZW system. We also simulated scenarios predicted to lead to gyno- and

androdioecy, where pure females and pure males coexist with hermaphrodites, respectively (i.e., with

either γ♀ > 1 or γ♂ > 1), and obtained qualitatively similar results: the allele for the unisexual strategy

most often becomes dominant (Figure 3D), so that the population typically ends up being composed of

either heterozygote (XY) males and homozygote (XX) hermaphrodites (when γ♀ > 1), or heterozygote

(ZW) females and homozygote (ZZ) hermaphrodites (when γ♂ > 1). Finally, we ran simulations

allowing for mutations causing unisexuality to occur at the sex allocation locus, i.e. mutations encoding

x = 0 and x = 1, which in the context of our model correspond to sterility mutations. Our results

show that this has very little effect on whether XY or ZW evolves (Supp. Fig. S1). If anything, the

association between gain curves and the evolution of XY vs. ZW sex determination is strengthened by
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the occurrence of sterility mutations (compare dashed and full lines in Supp. Fig. S1).

Competition through male and female functions determines whether XY or ZW evolves. To

better understand the nature of selection on dominance, we analyse mathematically a version of our

model in which dominance is treated as a quantitative trait. In this version, two sex allocation alleles

are maintained as a polymorphism by disruptive selection, x♀ and x♂, where one allele encodes a more

female strategy than the other (x♀ > x♂, hereafter referred to as ‘female’ and ‘male’ alleles). In

x♂/x♀ heterozygotes, the female allele is expressed proportionally to a dominance coefficient h, so that

the sex allocation strategy of a x♂/x♀ heterozygote is given by h x♀ + (1− h) x♂. We assume that

the value of h is determined by a quantitative trait locus subject to recurrent mutations of small effect

and unlinked to the sex allocation locus. This allows us to investigate the nature of selection on other

mechanisms that may modify dominance (e.g. trans effects, Billiard et al., 2021; see Appendix C.2 for

details on this model and its analysis).

The selection gradient on h, which gives the direction and strength of selection acting on mutations

modifying dominance in a population expressing h, reveals that there exists a threshold h∗ below which

selection favours ever lower values of h (i.e. h → 0 when h < h∗) and above which selection favours

ever higher values of h (i.e., h → 1 when h > h∗). Complete dominance of either the male or female

allele therefore also always evolves here, resulting in the emergence of XY or ZW sex determination,

respectively (Fig. 4A). Computing h∗ explicitly is difficult, but its position relative to 1/2 can be inferred

from the sign of the selection gradient at h = 1/2, with a positive gradient indicating that h∗ > 1/2 (such

that XY is favoured), and a negative gradient indicating that h∗ < 1/2 (such that ZW is favoured).

In fact, we observe an almost perfect correspondence between this analysis and the outcome of our

earlier individual-based simulations (compare Fig. 3D with Fig. 4B). This shows that whether selection

promotes XY or ZW sex determination is independent of the particular mechanisms responsible for

variation in dominance (whether through cis or trans effects), but rather comes down to the shape of

the gain curves here.

Decomposing the selection gradient on dominance reveals that selection on sex-determining systems and

its relationship with gain curves can be understood as follows (Appendix C.2.4 for details). Selection

on dominance h acts only in x♂/x♀ heterozygotes, which are hermaphrodites. Such a heterozygote

can become more female (or more male) through an increase (or a decrease) in h. But whatever the

change in dominance, this heterozygote will always be less fit than female homozygotes through female
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function and less fit than male homozygotes through male function. In fact, homozygotes are typically

so competitive because of their fecundity advantage, that it is best for a heterozygote to allocate more

to the sex in which this advantage is weakest. This scenario favours heterozygote individuals that are

more female when γ♂ > γ♀ and more male when γ♂ < γ♀, leading to the evolution of ZW and

XY systems, respectively. When both gain curves are close to linear (γ♀ and γ♂ close to one), the

advantage of homozygotes over heterozygotes is reduced, and it is then best for a heterozygote to

allocate to the sexual function that leads to the greater increase in fecundity, i.e., to become more

female when γ♀ > γ♂ and more male when γ♀ < γ♂.

Partial selfing and inbreeding depression favour XY sex determination. Our analysis so far

has assumed that hermaphrodites are completely outcrossing. However, partial selfing and inbreeding

depression can play an important role in the evolution of dioecy and other polymorphic sexual systems

such as gyno- and androdioecy (Charlesworth and Charlesworth, 1978a,b, 1981). To examine how these

factors influence the gradual evolution of sexual systems and sex determination, we now analyse our

model for α0 > 0 and β > 0 (see Appendix D for details).

To investigate the influence of selfing on the gradual emergence of polymorphism, we first fix dominance

at the sex allocation locus (see Appendices D.1-D.2). Previous analyses have found that the invasion

of a partial male-sterility mutation in a population of hermaphrodites is either facilitated or hindered by

partial selfing, depending on whether inbreeding depression is high or low, respectively (Charlesworth

and Charlesworth, 1978b). Consistent with these observations, we find that selfing favours disruptive

selection, and thus the emergence of polymorphism in sex allocation, when inbreeding depression is high

(δ > 1/2), whereas it inhibits polymorphism when inbreeding depression is low (δ < 1/2, see Fig. D2 in

Appendix D). By decomposing the disruptive selection coefficient (eq. D17 in Appendix D), we further

reveal that this effect of selfing stems from the interplay between its twofold transmission advantage and

the deleterious effects of inbreeding depression (Fisher, 1941), which influences fitness gained through

female function. In particular, when δ > 1/2 (i.e., when a selfed individual is less than half as fit as an

outcrossed individual), an individual transmits on average more copies of its genes to the next generation

by outcrossing than by self-fertilising its seeds. In this case, increased allocation into female function

leads to multiplicative fitness benefits, as it allows individuals to produce not only more seeds but also

seeds that transmit on average more copies of their genes due to increased outcrossing (since β > 0).

Such multiplicative benefits favour sexual specialisation, and allow the emergence of dioecy even when
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both gain curves are saturating (i.e. where γ♀ < 1 and γ♂ < 1; Fig. 4C).

To study the effect of partial selfing on the evolution of sex determination, we next investigate selection

on dominance when disruptive selection favours polymorphic sexual systems (as in section “Competition

through male and female functions determines whether XY or ZW evolves”; Appendix D.3 for details on

these analyses). We show that partial selfing favours the evolution of XY over ZW sex determination,

especially when inbreeding depression is high (Fig. 4C). This is because selfing increases competition

for reproduction through female relative to male function, and inbreeding depression reduces the re-

productive value of offspring produced via the female function (i.e., it reduces the relative influence of

self-fertilised offspring on the long-term demography of the population; Charlesworth, 1980; Caswell,

2001; Rousset, 2004). The combination of these two effects means that, in a population where male

and female alleles segregate, an intermediate, hermaphroditic heterozygote is better off allocating more

resources to its male function, as this reduces the competition from homozygotes and boosts the repro-

ductive value of its offspring. Together, these conditions favour the evolution of dominance of the male

over the female allele, and therefore the emergence of XY sex determination.

Disruptive selection promotes the concentration of the genetic basis of sex. For practical rea-

sons, we have assumed that sex allocation is the outcome of allelic expression at a single locus. However,

sex allocation in hermaphroditic populations may often be a quantitative trait influenced by many loci

(Meagher, 1999; Ashman, 2003; Mazer et al., 2007). This possibility raises the question of how dioecy

might evolve in a hermaphroditic population in which variation in sex allocation has a polygenic basis.

Previous modelling has shown that disruptive selection promotes the concentration of the genetic basis

of traits from many to few or only one locus, as this results in greater heritability of the differentiated

phenotypes (van Doorn and Dieckmann, 2006; Kopp and Hermisson, 2006). To study how this might

occur in the evolution of dioecy, we extend our simulations to a scenario where sex allocation is initially

determined by L freely-recombining sex allocation loci. In addition, we introduce a modifier locus at

which alleles that determine the contribution of each locus to the phenotype can segregate (for instance,

one allele may code for an equal contribution of each of the L sex allocation loci, while another may

cause one of the L loci to determine most of the variation in sex allocation, Kopp and Hermisson, 2006;

Appendix E for details). Alleles at the modifier locus are subject to small-effect mutations, so that the

relative contribution of loci to sex allocation evolves jointly with allelic effects and dominance at each

locus, all in a gradual manner.
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To see the effects of disruptive selection on the genetic basis of sex, we assume that each of the L sex

allocation loci initially contributes equally to the trait and that conditions are such that selection initially

favours hermaphroditism (e.g., because gain curves saturate). Simulations show that, in this case, the

contributions of the different loci to the phenotype, though variable, remain similar (Fig. 5A, shaded

area). The population, meanwhile, shows a unimodal trait distribution centred around the optimal value

x∗ (Fig. 5B, shaded area). Suppose then that, at some given generation, conditions change such that

selection on sex allocation now favours dioecy (e.g., gain curves now accelerate). When this occurs,

we observe the progressive silencing of all but one locus, whose relative contribution to the trait keeps

increasing until it explains all variation in sex allocation (Fig. 5A, non-shaded area). This concentration

of sex allocation to a single locus allows for the concomitant evolution of separate sexes in the population

via the gradual divergence of males and females (Fig. 5B, non-shaded area).

Discussion

The frequent evolution of dioecy from hermaphroditism in flowering plants is thought to have often

occurred in a step-wise process that involves gynodioecy as an intermediate step, with XY or ZW sex

determination emerging if the initial mutation causing male sterility was fully recessive or fully dominant,

respectively (the ‘gynodioecy’ pathway, Charlesworth and Charlesworth, 1978a, 1981). An alternative

scenario for transitions to dioecy, relevant to many plants but also animals in clades in which dioecy

has evolved from hermaphroditism, invokes the gradual divergence in sex allocation of hermaphrodites

in response to selection for sexual specialisation (the ‘monoecy-paradioecy’ pathway, Lloyd, 1980). This

scenario has been much discussed (Lloyd, 1980; Renner and Ricklefs, 1995; Cronk, 2022; Pannell and

Jordan, 2022), but there has so far been little theoretical investigation of how it might unfold and lead

to XY or ZW sex determination (Charlesworth and Charlesworth, 1978b). Here, we conducted a formal

analysis of the gradual evolution of dioecy from hermaphroditism, and showed that heterogametic sex

determination can be the outcome of a gradual adaptive process involving the joint evolution of sex

allocation with its genetic architecture.

Our results demonstrate that selection can act on dominance at a sex-determining locus, thereby provid-

ing an adaptive hypothesis for why some species transitioning to dioecy acquire XY while others acquire

ZW sex determination. Namely, we found that selection can influence whether XY or ZW sex determi-

nation evolves, and that which of these two systems is more likely to emerge depends on the mating
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system of ancestral hermaphrodites as well as on the trade-off between male and female allocation (as

described by fitness gain curves). Under complete outcrossing, the conditions favouring XY or ZW

sex determination are symmetrical, with selection favouring dominance of the allele for the sex where

the benefits of sexual specialisation are the weakest (Fig. 4B). However, this symmetry is broken when

dioecy evolves in populations of partially self-fertilising hermaphrodites, in which case the emergence of

XY sex determination is more likely, especially when inbreeding depression is high and selfing is frequent

(Fig. 4C). Given that most dioecious plants documented so far have XY systems, albeit based on a small

fraction of the thousands of species with separate sexes (about 85%, Ming et al., 2011; Leite Montalvão

et al., 2021), our results yield a new argument in support of the suggestion that dioecy might often

evolve from hermaphroditism as a device to avoid inbreeding (Charlesworth and Charlesworth, 1978a,b).

In addition to evolving in response to selection for inbreeding avoidance, dioecy may also evolve when

the ecological context favours sexual specialisation (Charnov et al., 1976; Freeman et al., 1997). In this

case, our model predicts that whether an XY or a ZW system evolves should depend on how ecology

influences the relative shapes of the male and female fitness gain curves, with XY favoured over ZW

when the female gain curve is more accelerating than the male one, i.e., when benefits of specialisation

are enjoyed more by females than males. There are still very few empirical estimates of the shape of these

curves, but it is generally thought that they are more likely to be saturating than accelerating, e.g., due

to local mate and resource competition under limited pollen or seed dispersal, respectively (Hamilton,

1967; Taylor and Bulmer, 1980; Charnov, 1982; Brunet, 1992; Charlesworth, 1999; Pannell and Jordan,

2022), potentially explaining the high prevalence of hermaphroditism in flowering plants (Käfer et al.,

2017). Nevertheless, several ecological mechanisms that may cause gain curves to accelerate have

been proposed in the literature (Bawa, 1980; Givnish, 1982; Freeman et al., 1997; Charlesworth, 1999;

Pannell and Jordan, 2022). In plants with fleshy fruits, for instance, individuals producing larger crops

of fruits (i.e., allocating more heavily to female function) may achieve more efficient seed dispersal due

to increased attractiveness to animal dispersers. This coupling of sex allocation with seed dispersal can

generate multiplicative benefits to specialising into female function through reduced kin competition

among seeds of more female individuals, thereby causing the female gain curve to accelerate (Givnish,

1982; Vamosi et al., 2007; Biernaskie, 2010, see also Appendix F for a mathematical formalisation of

this argument). Similarly, seeds of plants producing larger seed crops may benefit from a lower predation

risk due to ‘predator satiation’ (Janzen, 1971; Lloyd, 1982), which could also lead the female gain curve

to accelerate through a coupling between seed survival and seed production. To the extent that dioecy
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might have evolved in response to selection for sexual specialisation, our results thus suggest that the

observed excess of XY systems in dioecious plants may in part be the outcome of selection in populations

in which the female gain curve was more accelerating than the male one. All else being equal, we should

thus expect to find a greater prevalence of XY sex determination in dioecious species in which females

benefit from sexual specialisation more than males, and so to find a statistical association between the

prevalence of XY and the presence of ecological features most conducive to female specialisation such

as, e.g., seed dispersal by animals (Givnish, 1982), in recently evolved dioecious species.

Irrespective of why selection promotes dioecy, our model also throws light on the emergence of single-

locus sex determination from an initially polygenic basis of sex allocation in hermaphrodites. Specifically,

our multilocus results reveal that selection for dioecy favours the concentration of genetic variation

in sex allocation at a single (sex-determining) locus. Empirically, the way and the speed at which

this concentration materialises will depend on the amount of available standing variation and on the

genomic processes involved, which may include, for example, rearrangements of the regulatory network,

recombination suppression, or gene duplication (Bachtrog et al., 2014; Henry et al., 2018). There is

ample evidence for polygenic variation for sex allocation in many hermaphroditic taxa (as recently shown

in e.g. Mercurialis annua, Cossard et al., 2021, or Schiedea salicaria, Campbell et al., 2022; for reviews

see Meagher, 1999, Table 1 in Ashman, 2003 and in Mazer et al., 2007), but the specific loci involved

are not yet known for any species. In dioecious plants, meanwhile, the specific genes involved in sex

determination have only been described in a handful of species, with sex-determining loci consisting

of either one master switch (e.g., in persimmon, poplar and willow, Akagi et al., 2014; Müller et al.,

2020) or two fully linked genes at which sterility mutations segregate as expected if dioecy evolved via

the gynodioecy pathway (e.g., in asparagus and kiwifruit, Akagi et al., 2019; Harkess et al., 2020; see

also Westergaard, 1958 for phenotypic evidence consistent with this type of architecture). Either of

these genetic architectures is compatible with the outcome of our model, which sees dioecy ultimately

achieved through a single dominant Mendelian element. Whether this element involves one or more

genes will depend on the genetic basis of sex allocation in the ancestral hermaphrodite, indicating

that single-gene sex determination could sometimes evolve from hermaphroditism directly rather than

derive from a previously established two-gene system (Charlesworth, 2019; Renner and Müller, 2021).

Together, our results suggest that valuable insights could be gained from studying the role played in

the genetic control of sex allocation in hermaphrodites by genes involved in sex determination in closely

related dioecious taxa.
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The gradual scenario we describe might be especially relevant to transitions to dioecy from monoecy

in flowering plants, with individuals gradually diverging in the number of their male and female flow-

ers; phylogenetic evidence suggests that such transitions may have been frequent (Renner and Ricklefs,

1995; Cronk, 2022). Taxa comprising closely related dioecious and monoecious species might in fact

be particularly well-suited to investigate the evolutionary dynamics outlined in our model, as sex allo-

cation is more easily quantified in monoecious plants (where male and female flowers can be counted)

than in species with bisexual flowers. In animals, our model might be useful to understand the evo-

lution of separate sexes from hermaphroditism in taxa such as polychaete annelids (e.g., in the genus

Ophryotrocha; Picchi and Lorenzi, 2018) and flatworms (e.g., in the genus Schistosoma; Ramm, 2016).

However, the few independent transitions to dioecy that have occurred in these clades limit the power of

comparative studies to test our results on the evolution of XY vs. ZW sex determination. Experimental

evolution may provide a more productive alternative. When subjected to sex-limited selection, lines of

the hermaphroditic flatworm Macrostomum lignano evolve female- and male-biased phenotypes in re-

markably few generations (Nordén et al., 2023; Cirulis et al., 2024). Selection in these experiments relied

on a GFP marker that effectively fixes the nature of the sex-determining locus, so that unfortunately

their results cannot be used to assess whether XY or ZW evolution is more likely. Apart from plants and

hermaphroditic animals, our model may also be useful to understand the emergence of ‘split sex-ratios’

in ants and other social Hymenoptera, where colonies produce either male or female sexuals leading to a

form of colony-level dioecy (Meunier et al., 2008; Kuemmerli and Keller, 2009). Interestingly, split sex-

ratio is determined by a single non-recombining region acting like a W chromosome in Formica glacialis

(Lagunas-Robles et al., 2021). According to our model, this may be the result of strong benefits to

specialisation into the production of males, but here at the colony rather than individual level.

In conclusion, our analyses indicate an evolutionary pathway from hermaphroditism to dioecy through

the joint evolution of sex allocation and its genetic architecture. This gradual process readily leads to a

heterogametic sex-determining locus, paving the way for further genetic changes underlying the evolution

of sex chromosomes such as recombination suppression, genetic degeneration and dosage compensation

(Ellegren, 2011; Bachtrog et al., 2014; Charlesworth, 2019; Lenormand and Roze, 2022). Our model

also provides an adaptive hypothesis for the apparently high frequency of XY sex determination in

dioecious plants, which we have shown is especially favoured under inbreeding avoidance. Beyond sex

determination, our model showcases how ecology can influence the way selection shapes the genetic

basis of polymorphic traits.
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Figure 1: Life cycle and genetic architecture of sex allocation. A Male (M(x), dark purple)
and female (F (x), orange) gain curves as functions of the fraction x of resources allocated to female
function. In this example, the male gain curve is saturating, reflecting diminishing fitness returns through
male function, whereas the female gain curve is accelerating, reflecting increasing fitness returns through
female function. B Life cycle assumed in the model. See main text for details. C Genetic architecture
of sex allocation in our baseline model. The sex allocation strategy x expressed by an individual is
determined by its genotype at a quantitative trait locus where alleles are additive.
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Figure 2: The gradual evolution of sex allocation and sexual systems under complete out-
crossing. A The four outcomes of evolution according to γ♀ and γ♂ (Appendix B.1 for analysis): (i)
hermaphroditism (light grey); (ii) dioecy (dark grey); (iii) androdioecy (medium light grey) and (iv) gyn-
odioecy (medium light grey), where pure males and females coexist with hermaphrodites, respectively.
B-E Results from individual based simulations showing the four possible outcomes outlined in Panel
A. Simulations follow the evolution of a population of N = 104 individuals, with a per-locus mutation
rate of µ = 5 × 10−3, and where a mutation creates a new allele whose genetic effect consists of its
original value to which is added a small value randomly sampled from a Normal distribution with mean
0 and standard deviation σ = 10−2 (Appendix B.3 for details on simulations). B The phenotypes ex-
pressed by 30 randomly sampled individuals every 200 generations under conditions predicted to lead to
hermaphroditism (with γ♀ = γ♂ = 1/

√
2). The population converges to express the equilibrium strat-

egy x∗ = γ♀/(γ♀ + γ♂) = 1/2, indicated by the light grey dashed line. C Same as B under conditions
predicted to favour dioecy (with γ♀ = γ♂ = 2). Disruptive selection leads to the coexistence of pure
male (x = 0) and female (x = 1) alleles. At equilibrium, the population is composed of homozygous
males (with genotype 0/0), homozygous females (with genotype 1/1), and heterozygous hermaphrodites
(with genotype 1/0). D Distribution of phenotypes at equilibrium in a simulation where androdioecy
evolves (with γ♀ = 2 and γ♂ = 1/

√
2). Dashed vertical lines indicate the equilibrium strategies the

analytical model predicts, which are calculated according to the method described in Appendix B.2. E
Same as D where gynodioecy evolves (with γ♀ = 1/

√
2 and γ♂ = 2).
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Figure 3: The joint evolution of sex allocation and dominance. A Genetic architecture of sex
allocation. The sex allocation locus is composed of a sex allocation gene and its promoter. Transcription
factors must bind to the promoter for the sex allocation gene to be expressed, which they do at a rate that
depends on the promoter’s affinity, a. Consequently, sex allocation alleles are expressed in proportion
to their promoter’s affinity, and promoter affinities encode the dominance relationship between sex
allocation alleles. In this example, alleles xi and xj are associated with promoters with affinities ai
and aj , so that they contribute in proportions ai/(ai + aj) and aj/(ai + aj) to the expressed sex
allocation strategy x. B Phase diagram of sex allocation and promoter affinity when the two evolve
jointly in a simulation under conditions predicted to lead to dioecy (γ♀ = γ♂ = 2). Each dot depicts
an allele, characterised by the sex allocation strategy it encodes and its promoter’s affinity. Colour
indicates time since the start of the simulation (in generations), with darker colours indicating later
times. The population is initially monomorphic with x0 = 0.5 and a0 = 1 (white circle). Here, the male
allele becomes associated with an increasingly high affinity promoter while the female allele becomes
associated with an increasingly low affinity one, leading to complete dominance of the male allele and
the emergence of XY sex determination. (Parameters: N = 104, Appendix C.1 for simulation details).
C Phenotypes expressed by individuals as a function of time for the same simulation as figure B. Each
circle depicts an individual. Fully black and white circles depict homozygotes for female- and male-biased
alleles, respectively, whereas half black and white circles depict heterozygotes (defined as individuals
bearing two alleles that are more different than the average difference between two alleles within the
same individual). As sex allocation alleles diverge and dominance evolves, heterozygotes gradually
become more male-biased, and eventually replace male homozygotes, thereby achieving dioecy with XY
sex determination. D Proportion of XY systems evolving out of 200 simulations with N = 103, for
values of γ♀ and γ♂ spanning the parameter range in which selection on sex allocation is disruptive. XY
and ZW systems are equally likely to emerge when γ♀ = γ♂, whereas XY systems are more prevalent
where γ♀ > γ♂ and ZW systems where γ♀ < γ♂ when gain curves are sufficiently accelerating. When
gain curves are close to being linear, the correspondence between gain curve shape and the proportion
of XY evolving is reversed. Parameters used in all simulations: mutation probability µ = 5 × 10−3,
standard deviation in mutational effect σ = 10−2.
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Figure 4: The nature of selection on dominance at a sex-determining locus. A Selection gradient
s(h) acting on the dominance h of the female allele x♀ = 1 over the male allele x♂ = 0 for two cases
leading to dioecy (Appendix C.2.4 for how to compute this gradient). The selection gradient s(h) is
negative when h is smaller than the threshold h∗ such that s(h∗) = 0, and positive when h is greater
than h∗. Therefore, selection always eventually leads to either h = 0 (leading to an XY system) or h = 1
(leading to a ZW system). Additionally, the larger h∗ is, the more readily an XY system should evolve
and conversely, the smaller h∗, the more likely a ZW system evolves. For the examples shown here, we
expect to see an XY in the case depicted in grey and a ZW in black. B Selection gradient on dominance
at additivity, s(1/2), in the complete outcrossing case (α0 = 0). Dashed lines indicate points where
the gradient is zero so that XY and ZW sex determination are equally likely to evolve. Orange shades
are for s(1/2) > 0, which indicates that h∗ < 1/2 and thus that ZW sex determination is favoured,
whereas purple shades are for s(1/2) < 0, which entails that h∗ > 1/2 and XY sex determination is
favoured. Variations in the sign and intensity of the selection gradient match almost perfectly with the
proportion of XY systems evolving in simulations (Fig. 3D). C Same as B but with partial selfing and
strong inbreeding depression (α0 = 0.75, δ = 0.75, β = 1). The parameter space in which an XY
system is favoured becomes much larger than the one in which a ZW system is favoured, indicating that
selfing promotes XY over ZW sex determination.
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Figure 5: Concentration of the genetic architecture of sex allocation in response to selection
for dioecy. Results of a simulation with L = 20 loci initially contributing equally to the sex alloca-
tion strategy expressed by individuals (Appendix E for details on these simulations). Selection favours
hermaphroditism for the first 40,000 generations (i.e. gain curves are saturating, with γ♀ = γ♂ = 1/2;
grey background in the plots). An ecological change then occurs, causing selection to favour dioecy for
the rest of the simulations (i.e. gain curves become accelerating, with γ♀ = γ♂ = 2; white background
in the plot). A Relative contributions of the 20 quantitative trait loci to the phenotype as a function
of time (after a burn-in period of 20,000 generations). When hermaphroditism is favoured (before the
ecological change), loci contributions vary due to drift but remain roughly equal (on average 0.05).
In contrast, when dioecy is favoured, selection drives the evolutionary dynamics of loci contributions,
leading all but one locus to become silenced (i.e. to not contribute to the sex allocation phenotype),
with the remaining locus acting as the sex-determining locus. B Sex allocation strategies expressed in
the population as a function of time. While selection favours hermaphroditism, the population remains
unimodally distributed around x∗ = γ♀/(γ♀ + γ♂) with little phenotypic variance. When dioecy be-
comes favoured, the phenotypic variance increases and the distribution gradually shifts from unimodal
to bimodal, ultimately achieving dioecy. Parameters used in simulations: population size N = 5× 103;
mutation probability µ = 10−2; standard deviation in mutational effect σ = 5× 10−2.
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Appendix A

Model2

Our model considers a large population of diploid hermaphrodites with the following life-cycle. (i) Sexual

development: First, individuals allocate resources to their female and male functions in proportions x4

and 1 − x, respectively. An individual that invests x into female function produces F (x) ovules and

M(x) pollen grains in large numbers (so we can ignore demographic stochasticity). We use the term6

’gametes’ to generically refer to ovules and pollen hereafter for simplicity, although these are haploid

gametophytes rather than gametes in plants. (ii) Mating: Following gamete production, individuals8

self-fertilise a fraction α(x) of their ovules prior to any opportunity for outcrossing (i.e., we assume

prior selfing; Lloyd, 1975). The remaining fraction 1 − α(x) is outcrossed via random mating. Self-10

fertilisation (selfing hereafter) is assumed to require a negligible amount of pollen, so that the selfing rate

α(x) does not affect siring success through male function. Following Charlesworth and Charlesworth12

(1978b, 1981), we assume that the selfing rate α(x) is a decreasing function of allocation x to female

function and that fully female individuals (i.e. that express x = 1) cannot self-fertilise, specifically we14

assume

α(x) =


0, if x = 1

α0(1− βx), otherwise

(A1)

where α0 is the maximum achievable selfing rate and 0 ⩽ β ⩽ 1 controls the degree to which α(x)16

depends on female allocation. (iii) Seed development: Outcrossed zygotes develop into viable seeds with

probability 1, whereas selfed zygotes suffer from inbreeding depression, so that they develop into viable18

seeds with probability 1−δ, where δ measures the magnitude of inbreeding depression (Charlesworth and

Charlesworth, 1987). (iv) Density regulation: All adults die and are replaced by N uniformly sampled20

zygotes. The population size N is assumed large so that genetic drift can be ignored (we later relax

this assumption).22

We are interested in the evolution of the sex allocation strategy 0 ⩽ x ⩽ 1, and in particular whether

such evolution can lead to polymorphic sexual systems. We assume that an individual investing no24
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resources in either female (x = 0) or male (x = 1) function produces no gametes of that sex, i.e.

F (0) = 0 and M(1) = 0. (A2)

A dioecious population would thus be characterised by the coexistence of males, which express x = 0,26

and females, which express x = 1. For consistency, any increased investment into a sex function results

in an increased number of gametes of that sex:28

F ′(x) > 0 and M ′(x) < 0, (A3)

where the prime ′ denotes differentiation. Throughout the appendix, we consider general functions F (x)

and M(x), also referred to as gain curves, but where relevant we use the more specific power functions,30

F (x) = F0x
γ♀ and M(x) = M0(1− x)

γ♂ , (A4)

which form the basis of our results presented in the main text. In these functions, F0 and M0 are the

maximum female and male fecundities, with N ≪ F0 ≪ M0 (so that there is no pollen limitation and32

no demographic stochasticity). The parameters γ♀ > 0 and γ♂ > 0, meanwhile, control the shape of

the gain curves (Fig. A1). When γu = 1, extra investment in sex u ∈ {♀,♂} results in a linear increase34

in fecundity through that sex. By contrast, when γu > 1 that increase is accelerating, and saturating

when γu < 1.36
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Figure A1: Male and female gain curves. A Female gain curve F (x) (eq. A4) as a function of female
allocation x when it is saturating (γ♀ < 1), linear (γ♀ = 1) and accelerating (γ♀ > 1). B Shape of the
male gain curve M(x) (eq. A4) as a function of female allocation x when it is saturating (γ♂ < 1),
linear (γ♂ = 1) and accelerating (γ♂ > 1) with respect to male allocation (1− x).
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Appendix B

Gradual evolution of sexual systems under38

complete outcrossing

In this appendix, we study the evolution of sex allocation under complete outcrossing (so when α0 = 040

in eq. A1). We derive the results presented in the main text section “Gradual evolution of sexual systems

under complete outcrossing” and Fig. 2.42

B.1 Evolutionary dynamics of sex allocation

To model the evolution of the sex allocation strategy x, we assume that this trait is genetically encoded44

by alleles with additive effects at a quantitative trait locus. We label alleles at this locus by their

quantitative phenotypic effects, e.g., a carrier of alleles x1 ∈ [0, 1] and x2 ∈ [0, 1] expresses a sex46

allocation strategy x = (x1 + x2)/2. Evolution occurs through selection on mutations that arise at a

constant rate, which is assumed to be small, and that have weak, unbiased phenotypic effects. In this48

case, evolutionary dynamics can be inferred from an invasion analysis that is detailed below.

B.1.1 Invasion fitness50

We first characterise the invasion fitness W (xmut, x) of a rare genetic mutation xmut, arising as a single

copy in a resident population monomorphic for x (i.e., the geometric growth rate of the mutation when52

it is rare). Since mating is random, the xmut allele can only be found in heterozygous form when rare.

As a result, W (xmut, x) is given by the expected number of xmut/x heterozygotes produced by a xmut/x54

heterozygote over one full iteration of the life-cycle (Geritz and Kisdi, 2000; Metz and Leimar, 2011).

To express W (xmut, x), let ω♀(xmut, x) and ω♂(xmut, x) be the number of xmut/x heterozygotes56

produced by a xmut/x heterozygote through female and male gametes, respectively, before density-

regulation (before step (iv) of the life-cycle in Appendix A). With population size N large enough for58
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self-fertilisation to be negligible under random mating, these can be expressed as

ω♀(xmut, x) =
1

2
F

(
xmut + x

2

)
(B1a)

60

ω♂(xmut, x) =
1

2
F (x)

M
(
xmut+x

2

)
M(x)

, (B1b)

where, in both, the factor 1/2 accounts for Mendelian segregation, and (xmut + x)/2 is the allocation

to female function by a xmut/x heterozygote. Since we assume no pollen limitation, the number of62

heterozygotes produced through female function, ω♀(xmut, x) (eq. B1a), is simply half the number of

ovules produced. By contrast, the number of heterozygotes sired through male function ω♂(xmut, x)64

(eq. B1b) depends on the number of resident ovules F (x) fertilised by mutant pollen through competition

with resident pollen (with success given by the mutant’s relative contribution to the pollen pool, i.e. by66

M([xmut + x]/2)/M(x)). After density regulation, the number of heterozygotes is then given by

W (xmut, x) =
ω♀(xmut, x) + ω♂(xmut, x)

F (x)
=

1

2

(
F
(
xmut+x

2

)
F (x)

+
M
(
xmut+x

2

)
M(x)

)
. (B2)

Equation (B2) corresponds to the diploid version of the haploid invasion fitness used in traditional sex68

allocation theory, which is sometimes called the Shaw-Mohler equation (Shaw and Mohler, 1953), see

eq. 14.3 on p. 221 in Charnov (1982).70

B.1.2 Evolution in two phases

When mutations are rare with small phenotypic effects, trait evolution can be decomposed into two72

phases (Metz et al., 1996; Geritz et al., 1998; Dercole and Rinaldi, 2008; Avila and Mullon, 2023).

First, the population evolves gradually under directional selection while remaining largely monomorphic74

(i.e., there is little genetic variance in the population). The population may thus attain a “convergence

stable strategy”, which is an attractor of directional selection. Once the population expresses such a76

strategy, it either experiences stabilising selection and remains monomorphic, or it experiences disruptive

selection and becomes polymorphic in a process referred to as “evolutionary branching” (Geritz et al.,78

1998). Since we are interested in the evolution of polymorphic sexual systems, we are particularly

interested in the conditions that lead to disruptive selection.80
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B.1.2.1 Directional selection

Directional selection is given by the selection gradient,82

s(x) =
∂W (xmut, x)

∂xmut

∣∣∣∣
xmut=x

=
1

4

(
F ′(x)

F (x)
+

M ′(x)

M(x)

)
(B3)

(where we used eq. B2), whose sign tells us about the direction favoured by selection in a resident

population expressing x. Specifically, selection favours an increase in allocation to female function when84

s(x) > 0, and an increase in allocation to male function when s(x) < 0. A singular strategy x∗ such

that directional selection ceases to act is defined as86

x∗ such that s(x∗) = 0. (B4)

For our model (using eq. B3), such a singular strategy x∗ is characterised by,

F ′(x∗)

F (x∗)
= −M ′(x∗)

M(x∗)
, (B5)

i.e., where the relative loss of fecundity through one sex is exactly compensated by the gain in the other.88

Assuming power gain curves (eq. A4), eq. (B5) leads to a single singular strategy

x∗ =
γ♀

γ♀ + γ♂
. (B6)

When gain curves have the same shape (γ♀ = γ♂), the singular strategy is equal allocation to male90

and female functions (x∗ = 1/2). Otherwise, the singular strategy is biased towards the sex with the

more accelerating gain curve (i.e. x∗ > 1/2 when γ♀ > γ♂ or x∗ < 1/2 when γ♀ < γ♂), as this leads92

to greater fitness returns through that sex.

The population converges to a singular strategy x∗ through gradual evolution when94

ds(x)

dx

∣∣∣∣
x=x∗

< 0, (B7)

in which case x∗ is said to be convergence stable. In our model (using eqs. B3 and B5), this is when

ds(x)

dx

∣∣∣∣
x=x∗

=
1

4

[
F ′′(x∗)

F (x∗)
+

M ′′(x∗)

M(x∗)
+ 2

F ′(x∗)

F (x∗)

M ′(x∗)

M(x∗)

]
< 0. (B8)
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This condition holds true provided gain curves are not too accelerating relative to their increase close96

to the singular point (note from eq. A3 that the product F ′(x∗)M ′(x∗) < 0 is always negative). By

construction of the model, condition eq. (B8) must be true for at least one singular point 0 < x∗ < 1.98

This can be seen from eqs. (A2) and (A3), which imply that the selection gradient eq. (B3) becomes

infinitely positive when x approaches 0 and infinitely negative when x approaches 1 (i.e. limx→0 s(x) →100

+∞ and limx→1 s(x) → −∞). Directional selection thus always pushes the population away from 0

and 1, which must then settle somewhere 0 < x∗ < 1. In biological terms, selection necessarily favours102

investment to male function in a population of females and to female function in a population of males.

In fact, assuming power gain curves (eq. A4), condition eq. (B8) (using eq. B6) becomes104

ds(x)

dx

∣∣∣∣
x=x∗

= −
(γ♀ + γ♂)3

4γ♂γ♀
< 0, (B9)

meaning that the unique singular strategy given by eq. (B6) is always convergence stable.

B.1.2.2 Disruptive selection106

Once the population has converged to singular strategy x∗ (i.e., satisfying eqs. B4 and B7), selection is

disruptive and favours polymorphism when108

H(x∗) =
∂2W (xmut, x)

∂x2mut

∣∣∣∣
xmut=x=x∗

> 0. (B10)

Otherwise, selection is stabilising so that the population remains unimodally distributed around x∗.

Plugging eq. (B2) into eq. (B10), we find that, for polymorphism to occur in our model, it is necessary110

that

H(x∗) =
1

8

(
F ′′(x∗)

F (x∗)
+

M ′′(x∗)

M(x∗)

)
> 0 (B11)

i.e., that at least one gain curve is sufficiently accelerating (while the other is not too saturating).112

With power gain curves (eq. A4), condition (B11) becomes

H(x∗) = −
(γ♀ + γ♂)2

8γ♀γ♂

(
γ♀ + γ♂ − 2γ♀γ♂

)
> 0, (B12)

which is true when,114

2γ♀γ♂ > γ♀ + γ♂, (B13)
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as shown in Figure B1 (darker grey region).

Figure B1: Condition for the emergence of
polymorphism as a function of the male and female
gain curve exponents. Condition (B13) is satisfied
in the dark grey area, which results in disruptive se-
lection and the emergence of polymorphism. The
light grey area corresponds to the parameter space
in which condition (B13) is not satisfied, so that
selection is stabilising at x∗ and the population re-
mains monomorphic. The dashed lines in this region
indicate the evolutionary stable sex allocation strat-
egy x∗ reached by the population (eq. B6).

This condition (B13) reveals that when both gain curves increase more than linearly (γ♀ > 1 and116

γ♂ > 1), polymorphism emerges. Otherwise, we can rearrange eq. (B13) as

γu > 1/2 and γv >
γu

2γu − 1
, u ̸= v with u, v ∈ {♀,♂}, (B14)

which shows that provided the smaller gain curve exponent γu is greater than 1/2 (i.e., the gain curve118

is not too saturating), polymorphism is favoured when the other gain curve is sufficiently accelerating.

As pointed out by a reviewer, Condition (B13) can also be rearranged to the harmonic mean of the gain120

curve exponents being greater than one, i.e.

2
1

γ♀
+

1

γ♂

> 1. (B15)

B.2 Stable polymorphism in sex allocation alleles122

The above analysis reveals whether polymorphism emerges, in which case two alleles, say x1 and x2,

coding for different sex allocation strategies coexist in the population. To characterise these two alleles at124

evolutionary equilibrium, we need to consider the invasion fitness of a mutant allele xmut in a population

where x1 and x2 are both common and at equilibrium. Those values of x1 and x2 for which no other126

allele can invade then constitute an evolutionarily stable polymorphism (or coalition, Vincent and Brown,
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2005; Metz, 2011).128

B.2.1 Equilibrium resident population

We first characterise the equilibrium of a resident population in which alleles x1 and x2 are both130

common, i.e., the equilibrium number of x1/x1 and x2/x2 homozygotes and x1/x2 heterozygotes.

To that end, let n11,t(x1, x2), n22,t(x1, x2) and n12,t(x1, x2), respectively, be the number of x1/x1 and132

x2/x2 homozygotes and x1/x2 heterozygotes at some generation t. Since population size N is constant,

we always have134

n11,t(x1, x2) + n22,t(x1, x2) + n12,t(x1, x2) = N. (B16)

We can thus write

n12,t(x1, x2) = N − n11,t(x1, x2)− n22,t(x1, x2) (B17)

for the number of heterozygotes and focus on the dynamics of the homozygotes.136

To specify n11,t+1(x1, x2) and n22,t+1(x1, x2), it is useful to define Gi
♂,t

(x1, x2) as the number of

male gametes and Gi
♀,t(x1, x2) as the number of female gametes bearing allele xi (for i ∈ {1, 2}) at138

generation t. These are given by

Gi
♂,t

(x1, x2) = nii,t(x1, x2)M(xi) +
n12,t(x1, x2)

2
M

(
x1 + x2

2

)
Gi
♀,t(x1, x2) = nii,t(x1, x2)F (xi) +

n12,t(x1, x2)

2
F

(
x1 + x2

2

)
,

(B18)

where the first term of each equation is the number of gametes produced by homozygotes and the140

second by heterozygotes. Further, let

Gtot
♂,t

(x1, x2) = G1
♂,t

(x1, x2) +G2
♂,t

(x1, x2)

Gtot
♀,t(x1, x2) = G1

♀,t(x1, x2) +G2
♀,t(x1, x2)

(B19)

be the total number of male and female gametes produced at generation t, respectively.142

Using the above notation, the number of x1/x1 and x2/x2 homozygotes at generation t + 1 can be
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written as the product of three factors,144

n11,t+1(x1, x2) = G1
♀,t(x1, x2)×

G1
♂,t

(x1, x2)

Gtot
♂,t

(x1, x2)
× N

Gtot
♀,t(x1, x2)

n22,t+1(x1, x2) = G2
♀,t(x1, x2)×

G2
♂,t

(x1, x2)

Gtot
♂,t

(x1, x2)
× N

Gtot
♀,t(x1, x2)

,

(B20)

which can be understood as follows. The first factor corresponds to the number of ovules carrying allele

xi (i ∈ {1, 2}) produced at generation t, while the second factor is the probability that these ovules146

are fertilised by pollen carrying allele xi. The product of these two terms thus gives the number of

zygotes with genotype xi/xi produced at generation t. The third factor is the probability that a zygote148

is recruited, which is equal to the number of breeding spots available (N) divided the total number

Gtot
♀,t(x1, x2) of zygotes competing for them.150

The equilibrium number of x1/x1 and x2/x2 homozygotes, n̂11(x1, x2) and n̂22(x1, x2), respectively,

are then obtained by solving152

n̂11(x1, x2) = n11,t+1(x1, x2) = n11,t(x1, x2)

n̂22(x1, x2) = n22,t+1(x1, x2) = n22,t(x1, x2),
(B21)

which in turn gives,

n̂12(x1, x2) = N − n̂11(x1, x2)− n̂22(x1, x2) (B22)

for the equilibrium number of heterozygotes. We do not solve these equilibria analytically as it is too154

complicated but use the above equations in our upcoming numerical analysis.

B.2.2 Invasion fitness and polymorphic equilibrium156

Since the resident population now has two common alleles, x1 and x2, the rare mutant xmut can be

found in two heterozygous forms, x1/xmut and x2/xmut. We refer to these forms as ‘classes’ and let158

x1/xmut and x2/xmut be class 1 and 2, respectively. The dynamics of the mutant can then be modelled

by the matrix equation160

Nt+1 = W(xmut|x1, x2) ·Nt, (B23)
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where Nt = {N1,t, N2,t} is a vector containing the number of mutants in classes 1 (N1,t) and 2 (N2,t)

at some generation t, and W(xmut|x1, x2) is a 2× 2 matrix whose (i, j)-entry wij(xmut|x1, x2) is the162

expected number of successful mutants of class i produced by a mutant of class j.

To specify the fitness matrix W(xmut|x1, x2), let us denote for i ∈ {1, 2}164

Ĝi
♂(x1, x2) = n̂ii(x1, x2)M(xi) +

n̂12(x1, x2)

2
M

(
x1 + x2

2

)
Ĝi
♀(x1, x2) = n̂ii(x1, x2)F (xi) +

n̂12(x1, x2)

2
F

(
x1 + x2

2

)
,

(B24)

the number of pollen grains and ovules carrying allele xi produced in the resident population at equilib-

rium (using eq. B18), and similarly let166

Ĝtot
♂ (x1, x2) = Ĝ1

♂(x1, x2) + Ĝ2
♂(x1, x2), and Ĝtot

♀ (x1, x2) = Ĝ1
♀(x1, x2) + Ĝ2

♀(x1, x2), (B25)

denote the total number of male and female gametes produced in the resident population at equilibrium.

Using the above notation, the (i, j)-entry wij(xmut|x1, x2) of W(xmut|x1, x2) can be written as168

wij(xmut|x1, x2) =
[

1

2
F

(
xj + xmut

2

)
Ĝi
♂(x1, x2)

Ĝtot
♂ (x1, x2)︸ ︷︷ ︸

class i zygotes produced via female function

+ Ĝi
♀(x1, x2)

1
2M
(
xj+xmut

2

)
Ĝtot
♂ (x1, x2)︸ ︷︷ ︸

produced via male function

]
× N

Ĝtot
♀ (x1, x2)︸ ︷︷ ︸

recruitment probability

,

(B26)

which can be understood as follows. The term between square brackets gives the number of zygotes

of class i produced by a mutant of class j. It is composed of two summands. The first summand170

corresponds to class i zygotes produced through the female function. To produce such an offspring,

a mutant must contribute an ovule carrying allele xmut, which corresponds to half of its total ovule172

production (F ([xj + xmut]/2)/2), and receive pollen carrying allele xi, which occurs with a probability

given by the proportion of xi pollen in the total pollen pool (Ĝi
♂(x1, x2)/Ĝ

tot
♂ (x1, x2)). The second174

summand corresponds to class i zygotes produced through the male function, i.e., to the xi ovules

produced by residents (Ĝi
♀(x1, x2)), which are fertilised by pollen of the mutant carrying xmut. The176

number of successful offspring is then obtained by multiplying the number of zygotes produced by the

probability that they will be recruited, which is given by the number of breeding spots available (N)178

divided by the total number of zygotes competing for them, Ĝtot
♀ (x1, x2).
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The leading eigenvalue ρ(xmut|x1, x2) of the matrixW(xmut|x1, x2) is the invasion fitness of the mutant180

allele xmut, which can thus be used to characterise the evolutionary dynamics of the dimorphic population

(Geritz et al., 1998). In particular, the derivatives of ρ(xmut|x1, x2) with respect to xmut evaluated at182

xmut = x1 and xmut = x2, i.e.,

s1(x1, x2) =
∂ρ(xmut|x1, x2)

∂xmut

∣∣∣∣
xmut=x1

and s2(x1, x2) =
∂ρ(xmut|x1, x2)

∂xmut

∣∣∣∣
xmut=x2

, (B27)

are the selection gradients acting on allelic values x1 and x2, respectively. These gradients indicate184

the direction of selection on x1 and x2 in a resident population where x1 and x2 are at equilibrium.

For instance, in a resident population where x1 > x2 and s1(x1, x2) > 0 and s2(x1, x2) < 0, selection186

favours greater divergence between the sex allocation strategies of homozygotes (i.e., an increase in

x1 and a decrease in x2). Conversely, selection favours lower divergence where s1(x1, x2) < 0 and188

s2(x1, x2) > 0 (i.e., a decrease in x1 and an increase in x2).

B.2.3 Numerical analysis190

Figure B2: Parameter space corresponding to
the four possible outcomes of gradual evolution:
hermaphroditism (blue), androdioecy (yellow), gyn-
odioecy (green) and dioecy (red).

We study eq. (B27) numerically, assuming power

gain curves (eq. A4). For different sets of pa-192

rameters (i.e., different values of γ♀ and γ♂),

we compute the selection gradients s(x1, x2) =194 (
s1(x1, x2), s2(x1, x2)

)
for many pairs (x1, x2)

across phenotypic space (0 ⩽ x1 ⩽ 1 and 0 ⩽196

x2 ⩽ 1). The vector s(x1, x2) points in the direc-

tion favoured by selection in a population in which198

alleles x1 and x2 segregate. Repeating this opera-

tion for many (x1, x2) pairs across the phenotype200

space, we obtain a vector field that determines the

evolutionary trajectories favoured by selection in202

phenotype space and where allelic values converge

to. We denote these equilibria by x∗1 and x∗2.204

Inspection of these vector fields for different values

of γ♀ and γ♂ reveals four possible evolutionary206
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outcomes (summarised in Fig. B2, see Fig. B3 for examples). (i) When condition (B13) is not satisfied

(blue region in Fig. B2), selection favours a single intermediate allelic value x1 = x2 = x∗ so that208

hermaphroditism is maintained, as expected (Fig. B3A). By contrast, when condition (B13) holds,

three types of polymorphic equilibrium emerge: (ii) If the female gain curve is saturating and the male210

gain is sufficiently accelerating (1/2 < γ♀ < 1 and γ♂ > γ♀/(2γ♀ − 1), green region in Fig. B2), one

allele encodes full allocation to the female function while the other encodes a male-biased hermaphroditic212

strategy (’gynodioecy’, i.e., x∗i = 1 and 0 < x∗j < 1/2 for i ̸= j; Fig. B3B); (iii) Conversely, if the

male gain curve is saturating and the female gain curve is sufficiently accelerating (1/2 < γ♂ < 1214

and γ♀ > γ♂/(2γ♂ − 1); yellow region in Fig. B2), one allele encodes a female-biased hermaphroditic

strategy while the other encodes a pure male strategy (’androdioecy’, i.e., x∗i = 0 and 1/2 < x∗j < 1216

for i ̸= j; Fig. B3C); (iv) Finally, when both gain curves are accelerating (γ♀ > 1 and γ♂ > 1; red

region in Fig. B2), two allele coexist, one that encodes a pure female and another a pure male strategy218

(’dioecy’, i.e., x∗i = 0 and x∗j = 1 for i ̸= j; Fig. B3D).

To explore cases (ii) and (iii) further, we calculated the equilibrium reached by the population under the220

assumption that one of the alleles encodes a unisexual strategy, which substantially reduced computation

time and allowed us to investigate a greater parameter range. For case (ii), we first assume that allele222

x1 encodes full female allocation (x1 = 1), and compute the selection gradient acting on allele x2,

s2(1, x2) to determine x∗2 as follows224

x∗2 =


0 if s2(1, x2) < 0 for all x2

x2 such that s2(1, x2) = 0

1 if s2(1, x2) > 0 for all x2.

(B28)

Given x∗2, we in turn compute the selection gradient acting on allele x1, i.e. s1(1, x
∗
2). If s1(1, x

∗
2) ⩾ 0,

then x∗1 = 1 is favoured and (1, x∗2) constitutes a stable equilibrium. Otherwise, (1, x∗2) is unstable and226

selection will lead the population away from it. We repeat the same analysis for case (iii) by first setting

x1 = 0, which allows us to determine whether an equilibrium involving males and hermaphrodites is228

stable. The results of this analysis are reported in Fig. B4A and B4B for cases (ii) and (iii). These

show that, in both cases, the hermaphroditic strategy is strongly biased towards the opposite sex to230

unisexuals, i.e., it is strongly male-biased in case (ii) and strongly female-biased in case (iii).
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A

DC

B

Figure B3: Streamplots illustrating the evolutionary dynamics of the population in the four regions
presented in Fig. B2. Arrows indicate the direction in which the population evolves at a given point,
and red dots indicate stable states. Solid black lines are isoclines (i.e., lines along which s1(x

∗
1, x

∗
2) = 0

and s2(x
∗
1, x

∗
2) = 0). A Hermaphroditism (γ♀ = γ♂ = 1/

√
2): selection pushes the population to be

monomorphic for the singular sex allocation strategy x∗, i.e. x1 = x2 = x∗ (x∗ = 1/2 in this example,
eq. B6). B Gynodioecy (γ♀ = 1/

√
2, γ♂ = 2): selection favours the evolution and maintenance of

a pure female allele (x = 1) and a male-biased hermaphroditic allele (x = 0.1) with two symmetrical
equilibria at x∗1 = 1 and x∗2 = 0.1, or x∗1 = 0.1 and x∗2 = 1. C Androdioecy (γ♀ = 2, γ♂ = 1/

√
2):

selection favours the evolution and maintenance of a pure male allele (x = 0) and a female-biased
hermaphroditic allele (x = 0.9) with two symmetrical equilibria, similar to gynodioecy. D Dioecy
(γ♀ = 2, γ♂ = 2): selection favours the evolution and maintenance of a pure female allele (x = 1) and
a pure male allele (x = 0). All plots were obtained by computing the selection gradient on strategies
x1 and x2 at many points in the phenotype space (eq. B27) and interpolating them. The interpolated
selection gradients were then used to obtain the isoclines by solving s1(x1, x2) = 0 and s2(x1, x2) = 0
numerically.
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A B Figure B4: Equilibrium sex allo-
cation strategies encoded by alleles,
computed by applying the method
described above to eq. (B27). A
γ♂ = 2 and γ♀ varies from 0 to 3.
B γ♀ = 2 and γ♂ varies from 0 to
3. Background colours correspond
to regions in Figure B2.

B.3 Individual-based simulations232

To accompany the mathematical analysis presented above, we ran individual-based simulations of our

model. These simulations assume that alleles are additive at the sex allocation locus, and their output234

is shown in Figure 2B-E in the main text (we extend these simulations to include dominance evolution

in Appendix C.1).236

The program was coded in C++11 (code available here, DOI: 10.5281/zenodo.13378509). It simulates

a diploid population of constant size N (see captions in Fig. 2 for parameter values). Individuals238

i ∈ {1, ..., N} are characterised by their diploid genotype (xi1, xi2) at the sex allocation locus. The

population is initially fixed for an arbitrary sex allocation allele x0 ∈ (0, 1). We then let the population240

evolve for tmax = 50, 000 generations, and record genotypes every tmes = 100 generations. For each

generation, we begin by determining the sex allocation strategy expressed by individuals. For individual242

i, its strategy xi is given by

xi =
xi1 + xi2

2
, (B29)

i.e., alleles at the sex allocation locus are additive. From this, we determine the male and female fecun-244

dities of each individual M(xi) and F (xi) using eq. A4 (see figure captions for parameter values). We

form the next generation by sampling N fathers and N mothers with replacement from the population,246

with probabilities weighted by the individuals’ male and female fecundities, respectively. Parents then

each transmit one of their sex allocation alleles to their offspring with equal probability to create new248

diploid individuals (Mendelian segregation). Each allele has a probability µ = 0.005 to mutate, in which

case its mutated value is sampled in a Gaussian distribution centered on the parental value with standard250

deviation σ = 0.01, truncated such that values are kept within bounds (x ∈ [0, 1]). In other words, for
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a parental allele encoding strategy xpar undergoing mutation, the phenotypic value xoff encoded by the252

mutated allele is given by

xoff =


1 if xpar +N (0, σ) > 1,

xpar +N (0, σ) if 0 < xpar +N (0, σ) < 1,

0 if xpar +N (0, σ) < 0.

(B30)

Note that using σ = 0.01 entails that essentially all mutations have small effects on the phenotype254

encoded by alleles. For instance, the probability that a mutation will cause a change with an absolute

value greater that 0.05 is of order 10−7. Once the N offspring are produced, parents are replaced by256

the new generation (i.e., there is no generation overlap).

B.4 Connection with fitness sets and fecundity trade-offs258

Figure B5: Fitness set φ for dif-
ferent shapes of gain curves. The
dashed line shows a convex fit-
ness set which favours the mainte-
nance hermaphroditism. The dotted
and dot-dashed lines show convex-
concave and concave-convex fitness
sets, which favour andro- and gyn-
odioecy, respectively. The solid line
shows a concave fitness set, which
favours the evolution of dioecy.

Our results align with those from classical sex allocation theory (Charnov et al., 1976), which relies on

the notion of a ‘fitness set’. The fitness set relates female to male fecundity (scaled by their respective260

maxima). Using the notation of our model, it is given by the function φ defined such that

φ

(
F (x)

F (1)

)
=

M(x)

M(0)
. (B31)

Classical theory studies the ability of fixed combinations of sexual phenotypes to invade one another262

depending on the shape of the fitness set. It demonstrates that hermaphroditism is maintained when
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the fitness set is convex (φ′′(x) < 0), which corresponds to a case where fecundity trade-offs are weak264

in both sexes, i.e., where a pure male starting to allocate resources to female gametes reaps a higher

female fecundity benefit than the cost it incurs in terms of male fecundity (and vice-versa). In our266

model, this corresponds to both gain curves being saturating (F ′′(x) < 0 and M ′′(x) < 0; dashed line

in Fig. B5). In contrast, dioecy is maintained if the fitness set is concave (φ′′(x) > 0). This corresponds268

to strong trade-offs in both sexes, i.e., the fecundity cost paid for deviating from a pure strategy is

higher than the fecundity benefits gained in the other sex, which in our model occurs when both gain270

curves are accelerating (F ′′(x) > 0 and M ′′(x) > 0; solid line in Fig. B5; see Fig. 1 in Charnov et al.,

1976). Finally, sexual systems involving a mixture of hermaphrodites and unisexual females or males272

can be maintained if the fitness set is convex-concave or concave-convex (i.e., when φ′′(x) changes sign

between 0 and 1), respectively, corresponding to asymmetrical trade-offs (i.e., deviating from a pure274

strategy is beneficial in one sex, but not the other). In our model, this occurs when one gain curve is

saturating and the other is accelerating (F ′′(x)M ′′(x) < 0; dotted and dot-dashed lines in Fig. B5; see276

Fig. 2 in Charnov et al., 1976).

Our results thus extend classical theory by showing that gradual evolution will lead populations to these278

endpoints. In addition, classical theory focuses on determining optimal sexual systems at a phenotypic

level (the ‘phenotypic gambit’, Grafen, 1991), overlooking the genetic architecture underlying them.280

Our work thus further extends classical theory by revealing how gradual evolution can shape the genetic

architecture of sexual systems in diploid populations (in Appendix C) and how this interacts with partial282

selfing and inbreeding depression (in Appendix D).

B.5 Connection with population genetics models284

We have demonstrated that a genetic polymorphism of sex allocation strategies can be established by

mutants with small effects, which then diverge gradually under the action of disruptive selection. At first286

glance, these results may appear to be at odds with previous population genetics analyses that concluded

that mutations with large effects on sex allocation are necessary for the establishment of a genetic288

polymorphism (Charlesworth and Charlesworth, 1978b). The analyses of Charlesworth and Charlesworth

(1978b) include partial selfing and inbreeding depression (which we consider in Appendix D), but the290

apparent discrepancy between our results and those of Charlesworth and Charlesworth (1978b) can be

addressed assuming complete outcrossing (partial selfing can be included in the arguments below, and292
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this leads to the same conclusions, but it makes the mathematics much more tedious and harder to

follow).294

For the sake of clarity, let us first briefly go over the results obtained by Charlesworth and Charlesworth

(1978b) under complete outcrossing. We consider a large population of annual hermaphrodites with a296

female fecundity arbitrarily set to one and a male fecundity set to b ∈ R. Each generation, individuals

develop and mature sexually, then mate randomly with one another and die after setting seed. The next298

generation is then formed by sampling juveniles from the seeds produced that year. We consider the

fate of a partially male-sterile mutant, such that its female fecundity is 1 + k and its male fecundity is300

1−K. The invasion fitness of this mutant is given by,

Wf =
1

2

(
1 + k

1
+

b(1−K)

b

)
= 1 +

k −K

2
, (B32)

which corresponds to eq. (3) in Charlesworth and Charlesworth (1978b) with sf = s = 0. If302

Wf > 1 ⇔ k > K, (B33)

then the mutant may invade. To determine whether this establishes a genetic polymorphism instead of

reaching fixation, we then consider the ability of the hermaphrodite to invade a population consisting304

only of female-biased individuals (females for short throughout this section). The invasion fitness of the

hermaphrodite is given by306

W0 =
1

2

(
1

1 + k
+

b

b(1−K)

)
, (B34)

which shows that the hermaphrodite may invade when

W0 > 1 ⇔ k <
K

1− 2K
. (B35)

Combining eqs. (B33) and (B35) together, we obtain that for a genetic polymorphism to be established,308

k and K must be such that

K < k <
K

1− 2K
, (B36)

which corresponds to the condition given on p. 142 in Charlesworth and Charlesworth (1978b) with310

s = 0. This condition is plotted in Fig. B6, which shows that the space of parameters k and K that

lead to polymorphism gets smaller as k and K get small. If one assumes that a mutation is equally312
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likely to cause any possible combination of k and K, i.e. if one assumes that when a mutation occurs,

its effects on female and male fecundity are uniformly and independently distributed, one may therefore314

conclude that a genetic polymorphism is unlikely to be due to a small-effect mutation (Charlesworth

and Charlesworth, 1978b).316

Figure B6: Polymorphism conditions in
Charlesworth and Charlesworth (1978b) under
complete outcrossing, as a function of the increase
in female fecundity k and the decrease in male fe-
cundityK (from eq. B36). A Fixation of the female-
biased mutant (Wf > 1 and W0 < 1); B Genetic
polymorphism (Wf > 1 and W0 > 1); C Exclusion
of the female-biased mutant (Wf < 1 and W0 > 1).

In contrast, when a mutation occurs in our model, its influence on female and male fecundity are

determined by its effect on sex allocation x and in turn by the shape of gain curves F (x) and M(x)318

(i.e., the distributions of k and K are neither uniform nor independent). To be more specific about this,

let x be the sex allocation strategy of the resident hermaphrodite. Let xf > x denote the sex allocation320

strategy of the female-biased mutant. Then, the parameters k and K as defined in Charlesworth and

Charlesworth (1978b) for this model are given by322

k(xf , x) =
F (xf)− F (x)

F (x)
and K(xf , x) =

M(x)−M(xf)

M(x)
, (B37)

respectively.

Performing the same invasion analysis as in Charlesworth and Charlesworth (1978b) using eq. (B37) then324

recovers our exact same results concerning directional and disruptive selection (from Appendix B.1).

Indeed, assume that the mutant has a weak phenotypic effect, i.e. xf = x + δx where δx is small, so326
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that we can write eq. (B37) as,

k(xf , x) = δx
F ′(x)

F (x)
+O(δx2) and K(xf , x) = −δx

M ′(x)

M(x)
+O(δx2). (B38)

Plugging these expressions in eq. (B32) and solving for condition (B33), we obtain that the female-biased328

mutant can invade the initial hermaphrodite if

2s(x) =
1

2

(
F ′(x)

F (x)
+

M ′(x)

M(x)

)
> 0, (B39)

where s(x) is the selection gradient on sex allocation we derived earlier (eq. B3). Conversely, plugging330

eq. (B38) into eq. (B35), we obtain that a hermaphrodite expressing x can invade a population fixed

for xf when332

2s(x) =
1

2

(
F ′(x)

F (x)
+

M ′(x)

M(x)

)
< 0. (B40)

These results demonstrate that where s(x) ̸= 0, i.e. where the strategy expressed by individuals is

away from the singular strategy x∗ (eq. B6), any mutant with a weak effect arising in a hermaphroditic334

population will either be purged or sweep to fixation owing to directional selection. Through a sequence

of substitutions, however, the population will eventually fix x∗, at which point s(x∗) = 0.336

Once the population expresses the singular strategy x∗ and directional selection ceases, disruptive selec-

tion is revealed by considering higher order effects in δx. Plugging eq. (B37) into eqs. (B32) and (B34)338

with x = x∗ yields,

Wf(xf , x
∗) = 1 +

δx2

4

(
F ′′(x∗)

F (x∗)
+

M ′′(x∗)

M(x∗)

)
+O(δx3)

W0(xf , x
∗) = 1− δx2

4

(
F ′′(x∗)

F (x∗)
+

M ′′(x∗)

M(x∗)
+ 4

F ′(x∗)M ′(x∗)

F (x∗)M(x∗)

)
+O(δx3),

(B41)

for the invasion fitness of the female and hermaphrodite types, respectively. From these two equations,340

it is straightforward to derive the conditions for a genetic polymorphism using the same method as in

Charlesworth and Charlesworth (1978b), i.e. the conditions for Wf(xf , x
∗) > 1 and W0(xf , x

∗) > 1. We342

find these are

F ′′(x∗)

F (x∗)
+

M ′′(x∗)

M(x∗)
+ 4

F ′(x∗)M ′(x∗)

F (x∗)M(x∗)
< 0 and

F ′′(x∗)

F (x∗)
+

M ′′(x∗)

M(x∗)
> 0, (B42)

which are equivalent to the conditions we derived earlier for polymorphism using our adaptive dynamics344
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approach (eqs. B8 and B11). This shows that where our model predicts polymorphism, the condition

obtained by Charlesworth and Charlesworth (1978b) are satisfied (i.e. eq. B36 is satisfied). We further346

show in Appendix B.2 that once two alleles that initially encode weakly differentiated phenotypes around

x∗ have established a polymorphism, these two alleles then become increasingly divergent as they each348

accumulate further mutations.

24



Appendix C350

Emergence of XY and ZW sex determination

under complete outcrossing352

Here, we investigate the joint evolution of sex allocation with its underlying genetic architecture under

complete outcrossing. We derive the results presented in main text sections “Emergence of XY and ZW354

sex determination through dominance evolution” and “Competition through male and female functions

determines whether XY or ZW evolves”.356

C.1 Simulating dominance evolution through gene expression evolution

First, we extend our model by allowing dominance and sex allocation to evolve jointly in an individual-358

based simulation (used to generate simulation results in Fig. 3; code available here, DOI: 10.5281/zen-

odo.13378509). The basic structure of the simulation remains unchanged from Appendix B.3, but the360

sex allocation phenotype expressed by individuals is now assumed to be determined by their genotype

at a locus made of two fully linked elements, a sex allocation gene and its promoter. Alleles at the362

sex allocation locus are expressed in proportion to the affinity of their promoter for transcription factors

(Van Dooren, 1999). Specifically, we assume that the phenotype xi of individual i bearing genotype364

gi =
{
(ai1, xi1), (ai2, xi2)

}
is given by

xi = xi1
ai1

ai1 + ai2
+ xi2

ai2
ai1 + ai2

, (C1)

where xi1 and xi2 ∈ [0, 1] are alleles at the sex allocation gene, and ai1 and ai2 ∈ (0,+∞) are its alleles366

at the promoter (a positive lower bound is imposed on promoter affinity a to avoid divisions by zero).

Each time an offspring is produced, its alleles at the sex allocation gene and at its promoter each have368

a probability µ = 0.005 to mutate. When an allele mutates, its new value is sampled in a Gaussian

distribution centered on the parental value with standard deviation σ = 0.01 (truncated if necessary so370

that traits are kept within bounds). The population is set to be initially monomorphic for an arbitrary

x0 ∈ (0, 1) at the sex allocation gene and a0 = 1 at the promoter. We then let the population evolve for372
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tmax = 50, 000 generations, and record the phenotype and genotype of each individual every tmes = 100

generations. Figures 3B-D in the main text were generated using this simulation program. They show374

that complete dominance of one allele over the other always evolves, leading to the emergence of XY

or ZW sex determination.376

C.2 The joint evolution of dominance and sex allocation

To better understand the forces that lead to XY and ZW sex determination in our simulations, we378

analyse a more general model of the joint evolution of dominance and sex allocation in this section.

C.2.1 The model380

We consider a model in which two sex allocation alleles, x♀ and x♂ (x♀ > x♂), segregate in the

population, with gain curves F (x) and M(x) such that a singular strategy x∗ exists, is convergence382

stable and invadable (so that polymorphism is favoured and maintained by disruptive selection). In

heterozygotes, allele x♀ is expressed in proportion to a dominance coefficient h, which we assume to384

be a quantitative trait controlled by a modifier locus freely recombining with the sex allocation gene.

This allows us to study how selection acts on dominance in general, beyond the promoter mechanism386

assumed in simulations. Similar to the sex allocation gene, we label alleles at the dominance modifier

by their quantitative effect on dominance, i.e. an individual carrying alleles hi and hj ∈ [0, 1] at the388

modifier expresses a dominance coefficient

h =
hi + hj

2
. (C2)

Let xhet(hi, hj) denote the strategy expressed by a heterozygote at the sex allocation gene (x♀/x♂),390

given they carry genotype hi/hj at the dominance modifier. According to our assumptions, this strategy

is given by392

xhet(hi, hj) = x♀
hi + hj

2
+ x♂

(
1− hi + hj

2

)
. (C3)

XY sex determination in a dioecious population then corresponds to the case where the population has

evolved to x♀ = 1, x♂ = 0 and h = 0. Conversely, a dioecious population with ZW sex determination394

shows x♀ = 1, x♂ = 0 and h = 1.
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To better understand the conditions that lead to XY or ZW sex determination, we study the joint396

evolution of dominance and sex allocation, i.e. we analyse the three selection gradients sh(x♀, x♂, h),

s♀(x♀, x♂, h) and s♂(x♀, x♂, h), acting on the dominance coefficient h and on the sex allocation398

strategies x♀ and x♂, respectively. We do so in three steps. First, we characterise the equilibrium state of

the resident population (i.e. the frequency of each type where x♀, x♂ and h are all fixed; section C.2.2).400

Second, we study the sex allocation strategies encoded by alleles x♀ and x♂ at evolutionary equilibrium,

which we denote by x∗♀(h) and x∗♂(h), respectively, for a given dominance coefficient h (section C.2.3).402

Third, we study selection on the dominance coefficient h in a population where alleles x♀ and x♂

encode equilibrium strategies x∗♀(h) and x∗♂(h) (section C.2.4).404

C.2.2 Equilibrium state of the resident population

The resident population can be seen as a class-structured population with three classes, where each406

class corresponds to a genotype at the sex allocation gene (genotypes x♀/x♀, x♀/x♂ and x♂/x♂ are

referred to as class 1, 2 and 3 hereafter, respectively). We denote by ni,t the number of individuals in408

class i in the resident population at time t. Since we assume a constant population size, i.e.,

3∑
i=1

ni,t = N, (C4)

we can write the number of x♂/x♂ homozygotes as410

n3,t = N − n1,t − n2,t, (C5)

so that the dynamics of the resident population can be described by the dynamics of classes 1 and 2,

i.e., of genotypes x♀/x♀ and x♀/x♂.412

We denote by G
♀
♂,t

(h) and G
♀
♀,t(h) the number of male and female gametes carrying allele x♀ produced

by the residents at time t, which are given, respectively, by414

G
♀
♂,t

(h) = n1,t M(x♀) +
n2,t

2
M
(
xhet(h, h)

)
, (C6)

and

G
♀
♀,t(h) = n1,t F (x♀) +

n2,t

2
F
(
xhet(h, h)

)
. (C7)
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Similarly, we denote by G♂
♂,t

(h) and G♂
♀,t(h) the number of male and female gametes carrying allele416

x♂ produced by the residents at time t, which are given by

G♂
♂,t

(h) = n3,t M(x♂) +
n2,t

2
M
(
xhet(h, h)

)
, (C8)

and418

G♂
♀,t(h) = n3,t F (x♂) +

n2,t

2
F
(
xhet(h, h)

)
. (C9)

Furthermore, we denote as

Gtot
u,t(h) = G

♀
u,t(h) +G♂

u,t(h) (C10)

the total number of gametes of sex u ∈ {♀,♂} produced by residents at time t.420

Using these expressions, the dynamics of the resident population are given by
n1,t+1 =

N

Gtot
♀,t(h)

G
♀
♀,t(h)

G
♀
♂,t

(h)

Gtot
♂,t

(h)

n2,t+1 =
N

Gtot
♀,t(h)

G
♀
♀,t(h)

G♂
♂,t

(h)

Gtot
♂,t

(h)
+

N

Gtot
♀,t(h)

G♂
♀,t(h)

G
♀
♂,t

(h)

Gtot
♂,t

(h)
.

(C11)

Eq. (C11) is an extension of eq. (B20) to the case of an arbitrary dominance relationship between422

alleles. The demographic equilibrium of the resident population is then determined by

n̂1 and n̂2 such that n1,t+1 = n1,t = n̂1 and n2,t+1 = n2,t = n̂2. (C12)

At this equilibrium, we let Ĝ
♀
u (h) and Ĝ♂

u (h) be the number of x♀ and x♂ gametes of sex u ∈ {♀,♂}424

produced by residents at equilibrium. Furthermore, we define

Ĝtot
u (h) = Ĝ

♀
u (h) + Ĝ♂

u (h) (C13)

as the total number of gametes of sex u ∈ {♀,♂} produced by residents at equilibrium. The quantities426

Ĝ
♀
u (h), Ĝ♂

u (h) and Ĝtot
u (h) are the same as those defined in eqs. (C6) to (C10), expressed at the

resident’s demographic equilibrium (i.e. with ni,t = n̂i for all i ∈ {1, 2, 3}).428
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C.2.3 Selection on sex allocation alleles for a given dominance coefficient

We now examine the evolution of sex allocation alleles x♀ and x♂ for a given dominance coefficient430

h (rather than h = 1/2 as in Appendix B.2). For a given pair of sex allocation strategies x♀ and

x♂ for a given h, we first solve the recursions in eq. (C11) numerically to obtain the equilibrium432

number of individuals of genotypes x♀/x♀, x♀/x♂ and x♂/x♂ in the resident population. We then

introduce a rare mutant xmut that influences sex allocation into this population. Depending on which434

sex allocation allele the mutant arises from (i.e. depending on whether xmut derives from allele x♀ or

x♂), the mutant allele has a different dominance relationship with alleles x♀ and x♂. To describe this,436

we denote by x
♀
het(xk) and x♂het(xk) the sex allocation strategy expressed by a mutant heterozygote

xmut/xk k ∈ {♀,♂}), when the mutant allele derives from allele x♀ and x♂, respectively. We assume438

that

x
♀
het(xk) =


xmut + x♀

2
when k = ♀

xmuth+ x♂(1− h) when k = ♂,

(C14)

and440

x♂het(xk) =


x♀h+ xmut(1− h) when k = ♀,

xmut + x♂
2

when k = ♂,

(C15)

i.e. that the mutant allele retains the dominance status of its ancestor (so that it is co-dominant with

the allele it arose from, which would be the case under the promoter affinity model, eq. C1).442

The fate of a mutant deriving from allele xu (u ∈ {♀,♂}) is then captured by the recurrence,

Nt+1 = Wu(xmut|x♀, x♂, h) ·Nt, (C16)

where Nt = {N1,t, N2,t} is a vector giving the number of mutant heterozygotes with genotypes x♀/xmut444

(class 1, N1,t) and x♂/xmut (class 2, N2,t) at time t, and Wu(xmut|x♀, x♂, h) is a 2× 2 matrix whose

(i, j)-entry wu,ij(xmut|x♀, x♂, h) is the expected number of successful mutant heterozygotes of class i446

produced by mutant heterozygote of class j. Using the notations introduced in Appendix C.2.2, dropping

the arguments of functions Ĝ
♀
♂(h), Ĝ

♀
♀(h), Ĝ

♂
♂(h), Ĝ♂

♀ (h), Ĝtot
♂ (h) and Ĝtot

♀ (h) for brevity (eqs. C6448
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to C10), and following the same line of reasoning as in Appendix B.2.2, the fitness matrix is given by

W♀(xmut|x♀, x♂, h) =

N

2Ĝtot
♀

×


F
(
x
♀
het(x♀)

) Ĝ
♀
♂

Ĝtot
♂

+M
(
x
♀
het(x♀)

) Ĝ
♀
♀

Ĝtot
♂

F
(
x
♀
het(x♂)

) Ĝ
♀
♂

Ĝtot
♂

+M
(
x
♀
het(x♂)

) Ĝ
♀
♀

Ĝtot
♂

F
(
x
♀
het(x♀)

) Ĝ♂
♂

Ĝtot
♂

+M
(
x
♀
het(x♀)

) Ĝ♂
♀

Ĝtot
♂

F
(
x
♀
het(x♂)

) Ĝ♂
♂

Ĝtot
♂

+M
(
x
♀
het(x♂)

) Ĝ♂
♀

Ĝtot
♂


,

(C17)

and450

W♂(xmut|x♀, x♂, h) =

N

2Ĝtot
♀

×


F
(
x♂het(x♀)

) Ĝ
♀
♂

Ĝtot
♂

+M
(
x♂het(x♀)

) Ĝ
♀
♀

Ĝtot
♂

F
(
x♂het(x♂)

) Ĝ
♀
♂

Ĝtot
♂

+M
(
x♂het(x♂)

) Ĝ
♀
♀

Ĝtot
♂

F
(
x♂het(x♀)

) Ĝ♂
♂

Ĝtot
♂

+M
(
x♂het(x♀)

) Ĝ♂
♀

Ĝtot
♂

F
(
x♂het(x♂)

) Ĝ♂
♂

Ĝtot
♂

+M
(
x♂het(x♂)

) Ĝ♂
♀

Ĝtot
♂


,

(C18)

when the mutant derives from x♀ and x♂, respectively. The leading eigenvalues ofW♀(xmut|x♀, x♂, h)

and W♂(xmut|x♀, x♂, h), which we denote as ρ♀(xmut|x♀, x♂, h) and ρ♂(xmut|x♀, x♂, h), give the452

invasion fitness of mutants deriving from allele x♀ and x♂, respectively.

The selection gradients on alleles x♀ and x♂, which we write as s♀(x♀, x♂, h) and s♂(x♀, x♂, h), are454

obtained from these eigenvalues:

s♀(x♀, x♂, h) =
∂ρ♀(xmut|x♀, x♂, h)

∂xmut

∣∣∣∣
xmut=x♀

and s♂(x♀, x♂, h) =
∂ρ♂(xmut|x♀, x♂, h)

∂xmut

∣∣∣∣
xmut=x♂

.

(C19)

From these selection gradients, we follow the same approach as described in B.2.3 to determine how456

sex allocation alleles x♀ and x♂ evolve and where they converge to as a function of h. We denote their

equilibrium as x∗♀(h) and x∗♂(h), respectively. We find that when both gain curves are accelerating,458

the two alleles encode pure female and male strategies x∗♀(h) = 1 and x∗♂(h) = 0, irrespective of h.

When one of the gain curves saturates, we find that changes in the dominance coefficient h have a460

small effect on the hermaphroditic strategy in every investigated case (Fig. C1). When the male gain
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curve saturates, a pure male allele (x∗♂(h) = 0) and an allele encoding a female-biased hermaphroditic462

strategy (1/2 < x∗♀(h) < 1) are maintained (androdioecy, Fig. C1A). When the female gain curve

saturates, a pure female allele (x∗♀(h) = 1) and an allele encoding a male-biased hermaphroditic strategy464

(0 < x∗♂(h) < 1/2) coexist for all h (gynodioecy, Fig. C1B).

C.2.4 Selection on dominance466

We can now study selection on the dominance coefficient h, given that sex allocation alleles encode

equilibrium strategies x∗♀(h) and x∗♂(h).468

The dynamics of a rare mutant hmut at the dominance modifier can be modelled as

Nt+1 = W(hmut, h) ·Nt, (C20)

where the entries of Nt = (N1,t, N2,t, N3,t) give the number of mutant heterozygotes at the dominance470

modifier in each class at time t, i.e., the number of mutant heterozygotes hmut/h at the dominance

modifier with genotype x♀/x♀ (N1,t), x♀/x♂ (N2,t) and x♂/x♂ (N3,t) at the sex allocation locus; and472

W(hmut, h) is a 3 × 3 matrix whose (i, j)-entry wij(hmut, h) gives the expected number of successful

mutant heterozygote offspring of class i produced by a mutant heterozygote of class j over one iteration474

of the life cycle.

Using eqs. (C6) to (C10), the three columns wi (for i ∈ {1, 2, 3}) of the matrix W(hmut, h) are given476

A B

Figure C1: Equilibrium sex allocation strategies x∗♀(h) (black) and x∗♂(h) (grey), encoded by allele x♀
and x♂ as a function of the dominance coefficient h. Dashed red lines indicate 0 and 1. A Androdioecy,

γ♀ = 2 and γ♂ = 1/
√
2. B Gynodioecy, γ♀ = 1/

√
2 and γ♂ = 2. See section C.2.3 for analysis.
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by

w1(hmut, h) =



N

2Ĝtot
♀ (h)

F (x♀)
Ĝ
♀
♂(h)

Ĝtot
♂ (h)

+ Ĝ
♀
♀(h)

M(x♀)

Ĝtot
♂ (h)


N

2Ĝtot
♀ (h)

F (x♀)
Ĝ♂
♂(h)

Ĝtot
♂ (h)

+ Ĝ♂
♀ (h)

M(x♀)

Ĝtot
♂ (h)


0


, (C21a)

478

w2(hmut, h) =



N

4Ĝtot
♀ (h)

[
F
(
xhet(hmut, h)

) Ĝ♀
♂(h)

Ĝtot
♂ (h)

+ Ĝ
♀
♀(h)

M
(
xhet(hmut, h)

)
Ĝtot
♂ (h)

]

N

4Ĝtot
♀ (h)

[
F
(
xhet(hmut, h)

)
+ Ĝtot

♀ (h)
M
(
xhet(hmut, h)

)
Ĝtot
♂ (h)

]

N

4Ĝtot
♀ (h)

[
F
(
xhet(hmut, h)

) Ĝ♂
♂(h)

Ĝtot
♂ (h)

+ Ĝ♂
♀ (h)

M
(
xhet(hmut, h)

)
Ĝtot
♂ (h)

]


, (C21b)

w3(hmut, h) =



0

N

2Ĝtot
♀ (h)

F (x♂)
Ĝ
♀
♂(h)

Ĝtot
♂ (h)

+ Ĝ
♀
♀(h)

M(x♂)

Ĝtot
♂ (h)


N

2Ĝtot
♀ (h)

F (x♂)
Ĝ♂
♂(h)

Ĝtot
♂ (h)

+ Ĝ♂
♀ (h)

M(x♂)

Ĝtot
♂ (h)




. (C21c)

The entries of W(hmut, h) given in eq. (C21) were computed following a similar reasoning to that used480

to obtain eq. (B26) in Appendix B.

Mutant class-specific frequencies. To compute the selection gradient on dominance, let us first in-482

troduce q◦(h), the right eigenvector of W◦(h) = W(h, h) (the W matrix under neutrality), normalised

so that484
3∑

j=1

q◦j (h) = 1. (C22)

Its jth element q◦j (h) corresponds to the asymptotic frequency of mutants in class j under neutrality,

which is equivalent to the frequency of genotypes class j in the resident population in this case. In other486

words, we have

q◦j (h) =
n̂j(h)

N
, (C23)
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for all j ∈ {1, 2, 3}, where n̂j(h) is given by eq. (C12).488

Class-specific fitness effects. Second, we denote as D(h) the 3 × 3 matrix that contains the first

order derivatives of the elements of W with respect to hmut, evaluated at hmut = h, i.e. its (i, j)-entry490

is given by

dij(h) =
∂wij(hmut, h)

∂hmut

∣∣∣∣
hmut=h

. (C24)

Each element dij(h) gives the effect the mutant allele has on the expected number of class i offspring492

produced by a class j individual.

Class reproductive values. Finally, we let v◦(h) be the left eigenvector of W◦(h) normalised such494

that v◦(h) ·q◦(h) = 1, which collects the reproductive values of individuals in each class in the resident

population at equilibrium. The reproductive value v◦i (h) gives the asymptotic demographic contribution496

of an individual from class i relative to individuals from other classes, i.e. reproductive values capture

the relative influence of individuals from each class on the long-term demography of the population (for498

more details, see p. 27 in Fisher, 1930; p. 37 (eq. 1.54a) in Charlesworth, 1980; section 4.6 starting on

p. 92 in Caswell, 2001; p. 153 in Rousset, 2004).500

Using the quantities defined above, the selection gradient on dominance, sh(x♀, x♂, h), is given by,

sh(x♀, x♂, h) = v◦(h) ·D(h) · q◦(h) =
3∑

i=1

3∑
j=1

v◦i (h) dij(h) q
◦
j (h) (C25)

(eq. A2 in Taylor and Frank (1996), see also eq. 12.48a in Otto and Day (2011), Caswell, 2001; Taylor,502

1990; Avila and Mullon, 2023). Eq. (C25) is most easily read right to left. The jth element of q◦(h),

q◦j (h), is the probability that a randomly sampled resident individual belongs to class j, which can be504

thought of as the probability that a mutation appears in a resident individual of that class. The element

dij(h), meanwhile, captures the effect of that mutation on the expected number of offspring of class506

i produced by that initial class j parent. Finally, each offspring is weighted by its reproductive value

v◦i (h), which gives its asymptotic contribution to the future of the population.508

Plugging eq. (C21) into (C24) and substituting the result into eq. (C25), we obtain after some straight-
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forward re-arrangements that the selection gradient on dominance is proportional to510

sh(x♀, x♂, h) ∝ v◦♀(h)
F ′(xhet(h, h))

F (h)
+ v◦♂(h)

M ′(xhet(h, h))
M(h)

, (C26)

where F ′(xhet(h, h)) and M ′(xhet(h, h)) give the effect of a change in h on the fecundity of a x♀/x♂

heterozygote through female and male function, respectively;512

F (h) = q◦1(h)F (x♀) + q◦2(h)F
(
xhet(h, h)

)
+ q◦3(h)F (x♂) (C27)

and,

M(h) = q◦1(h)M(x♀) + q◦2(h)M
(
xhet(h, h)

)
+ q◦3(h)M(x♂) (C28)

respectively are the average number of female and male gametes produced in the population, which514

measure the intensity of competition for reproduction through each sex; and finally

v◦♀(h) =
1

2

(
q◦1(h)

M(x♀)

M(h)
+

q◦2(h)

2

M
(
xhet(h, h)

)
M(h)

)
v◦1(h) +

1

2
v◦2(h)

+
1

2

(
q◦3(h)

M(x♂)

M(h)
+

q◦2(h)

2

M
(
xhet(h, h)

)
M(h)

)
v◦3(h)

(C29)

and,516

v◦♂(h) =
1

2

(
q◦1(h)

F (x♀)

F (h)
+

q◦2(h)

2

F
(
xhet(h, h)

)
F (h)

)
v◦1(h) +

1

2
v◦2(h)

+
1

2

(
q◦3(h)

F (x♂)

F (h)
+

q◦2(h)

2

F
(
xhet(h, h)

)
F (h)

)
v◦3(h)

(C30)

are the average reproductive values of descendants produced by a heterozygote through female and male
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function respectively. To see this, consider that v◦♀(h) can be expanded into518

v◦♀(h) =

1

2︸︷︷︸
Probability to

produce an ovule
carrying allele x♀.

×

(
q◦1(h)

M(x♀)

M(h)
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2

M
(
xhet(h, h)

)
M(h)

)
︸ ︷︷ ︸

Probability that this ovule is
fertilised by pollen carrying allele x♀.

× v◦1(h)︸ ︷︷ ︸
Reproductive value of

x♀/x♀ offspring.

+

[
1

2
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M
(
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1
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M(x♂)

M(h)
+
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2

M
(
xhet(h, h)

)
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+
1

2
×

(
q◦3(h)

M(x♂)

M(h)
+

q◦2(h)

2

M
(
xhet(h, h)

)
M(h)

)
× v◦3(h).

(C31)

The underbraced term reveal how the first line can be read as the probability that a x♀/x♂ heterozygote

produces a seed with genotype x♀/x♀, multiplied by the reproductive value (as defined in the Class520

reproductive values paragraph above) of such a seed. Likewise, the second and third lines of eq. (C31)

correspond to the probability of producing a seed with genotypes x♀/x♂ and x♂/x♂, respectively,522

multiplied by the reproductive values of such seeds. Therefore, v◦♀(h) is the average reproductive value

of descendants produced by a heterozygote x♀/x♂ through female function. Similarly, it can readily be524

shown that v◦♂(h) is the average reproductive value of descendants produced by a heterozygote x♀/x♂

through male function.526

C.2.4.1 Competition between heterozygotes and with homozygotes determines selection on

dominance528

We first compute numerically the selection gradient on dominance (eq. C26) in a population where

the resident allele at the dominance modifier locus codes for additivity (h = 1/2), i.e. we compute530

sh(x♀, x♂, 1/2) where x♀ = x∗♀(1/2) and x♂ = x∗♂(1/2) . Results are shown in Fig. 4B of the

main text. This shows that the sign of sh(x♀, x♂, 1/2) matches the outcome of our earlier simu-532

lations (detailed in Appendix C.1) nearly perfectly (compare Figs. 3D and 4B). Specifically, where

sh(x♀, x♂, 1/2) > 0 so that selection favours an increase in dominance of the female allele when534

h = 1/2, simulated populations typically evolve a ZW system. Conversely, where sh(x♀, x♂, 1/2) < 0

so that selection favours an decrease in dominance of the female allele when h = 1/2, simulated pop-536
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ulations typically evolve an XY system. To understand these results, we inspect the selection gradient

on dominance (eq. C26) more closely below.538

Eq. (C26) highlights that selection on dominance acts only in x♀/x♂ heterozygotes (the numerators

in eq. C26), who compete with heterozygotes and homozygotes for reproduction (the denominators in540

eq. C26). The ratios
F ′(xhet(h, h))

F (h)
and

M ′(xhet(h, h))
M(h)

, (C32)

capture the effects of a small change in h in a x♀/x♂ heterozygote on its reproductive success through542

female and male function, respectively (i.e. the effect on the ’quantity’ of offspring produced). These are

weighted in eq. (C26) by the average reproductive value of offspring produced by a heterozygote through544

female and male function, v◦♀(h) and v◦♂(h) (as defined in eqs. (C29) and (C30), see also explanations

and references given in paragraph Class reproductive values above). The two summands in eq. (C26)546

therefore quantify the fitness returns gained from a small change in h in a heterozygote through female

and male function, respectively. How the shape of gain curves influence these fitness returns, however,548

is complicated because gain curves affect: (i) the fecundity gains achieved by heterozygotes through

a small change in h (the numerators); (ii) the intensity of competition faced by heterozygotes (the550

denominators), both directly through the fecundities of resident homozygotes and heterozygotes (i.e.

the resident F and M), and indirectly through the frequencies of these different genotypes in the552

population (i.e. the q◦i (h)’s); and (iii) the reproductive values (v◦♂(h) and v◦♀(h)).

To gain an intuitive understanding of selection on dominance, let us consider two scenarios for a x♀/x♂554

heterozygote carrying a rare mutant dominance modifier. Consider first a scenario in which the resident

population is composed exclusively of homozygotes at the sex allocation locus (so where q◦2(h) = 0).556

The x♀/x♂ heterozygote then faces intense competition from male (x♂/x♂) and female (x♀/x♀)

homozygotes for reproduction through male and female function, respectively, as homozygotes always558

hold a competitive advantage over heterozygotes in their respective gamete pools. In this situation,

selection favours a dominance modifier that makes the heterozygote allocate more to the sex in which560

competition is the weakest, i.e. dominance of the allele for the sex associated with the least increasing

gain curve is favoured (Fig. C2A). Now consider the opposite scenario of a resident population composed562

exclusively of heterozygotes (so where q◦2(h) = 1). In this case, selection favours a dominance modifier

that makes the heterozygote do better than resident heterozygotes, which is to allocate more to the564

sex where the fecundity benefits are the largest. Dominance of the allele for the sex associated with the
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Figure C2: A Selection gradient on dominance at additivity (h = 1/2) assuming the resident population
comprises only homozygotes. B Selection gradient on dominance at additivity (h = 1/2) assuming
the resident population comprises only heterozygotes. Orange indicates a positive selection gradient
favouring ZW sex determination (h → 1) and purple indicates a negative selection gradient favouring
XY sex determination (h → 0). The darker the colour, the more intense selection is.

most increasing gain curve is favoured (Fig. C2B).566

The above argument illustrates how competition between heterozygotes and with homozygotes select

for dominance to evolve in opposite directions. Whether selection favours XY (h → 0) or ZW sex568

determination (h → 1) for a given shape of gain curves (i.e. a given combination of γ♀ and γ♂)

depends on the balance between these two opposing forces. When gain curves are strongly accelerating570

(γ♀ and γ♂ are large), homozygotes hold a substantial competitive edge over heterozygotes, so that

heterozygotes contribute little to the overall competition for reproduction. As a result, competition572

imposed by homozygotes is the main factor driving the evolution of dominance here, favouring dominance

of the allele for the sex with the least accelerating gain curve. As gain curves become more linear (γ♀574

and γ♂ come closer to one), the competitive edge of homozygotes decreases, causing the contribution

of heterozygotes to increase to the point where competition among heterozygotes becomes the main576

force determining the direction of selection on h, favouring dominance of the allele for the sex with the

most accelerating gain curve.578
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C.2.4.2 A positive feedback leading to complete dominance

Once dominance has evolved away from additivity (i.e. h ̸= 1/2), heterozygotes become more similar580

to one homozygote than the other, reducing the competitive edge held by the homozygote they are

more similar to and increasing the one held by the other homozygote. This asymmetry causes selection582

to intensify in the direction dominance has started to evolve towards, creating a positive feedback loop

that eventually leads to complete dominance of one allele over the other (i.e. h = 0 or h = 1), as584

observed in all our simulations (see Fig. 3B-D in the main text).

To illustrate this, we can plot the selection gradient on dominance numerically for values of h ranging586

from 0 to 1 for a few representative cases and assuming power gain curves (eq. A4). We find that in

every case, selection favours either h = 0 or h = 1 with a basin of attraction that varies depending588

on gain curve parameters (Fig. C3). In other words, there exists a threshold dominance coefficient h∗

below which dominance of the male-biased allele is favoured (h → 0) and above which dominance of590

the female-biased allele is favoured (h → 1).

Figure C3: Selection gradient on dominance in four cases, A Androdioecy (dashed line) and Gynodioecy
(solid line), B Dioecy with γ♀ > γ♂ (dashed line) and γ♀ < γ♂ (solid line).

C.2.5 Effect of genetic drift592

Equipped with the above results, we can now return to our simulations to explain why sometimes,

the opposite outcome to the one favoured by selection evolves (Figs 3D and 3E in the main text).594

This is because selection on dominance, which is proportional to the divergence between sex allocation

alleles, is weak when polymorphism first emerges at the sex allocation gene. Genetic drift can thus596

cause the population to cross the critical threshold h∗ for selection on dominance (Fig. C3) before

sex allocation alleles have sufficiently diverged, leading selection on dominance to switch direction. In598

scenarios where dioecy evolves (where γ♀ > 1 and γ♂ > 1), genetic drift can thus cause the population
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to acquire ZW instead of XY sex determination (and vice-versa). Where the equilibrium population is600

gyno- or androdioecious (i.e., where only γ♀ > 1 or only γ♂ > 1), unisexual strategies can end up being

encoded by a recessive rather than a dominant allele. In the gynodioecious case for instance, the pure602

female strategy can end up being encoded by a recessive allele, so that the population is composed of

three genotypes instead of two at equilibrium: homozygous (XX) females, and heterozygous (XY) and604

homozygous (YY) hermaphrodites.
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Appendix D606

The effects of partial self-fertilisation and

inbreeding depression608

Here, we investigate the impact of partial selfing and inbreeding depression, and derive the results

that are summarised in the main text section “Partial selfing and inbreeding depression favour XY sex610

determination”. First, we investigate how selfing influences the emergence of polymorphism in sex

allocation in Appendix D.1. Second, we examine the effect of selfing on the gradual differentiation of612

alleles leading to dioecy or other sexual systems in Appendix D.2. And lastly in Appendix D.3, we look

at how selfing affects the emergence of XY and ZW sex determination through dominance evolution.614

D.1 Evolutionary dynamics of sex allocation under partial selfing

We first study the evolutionary dynamics of sex allocation under partial selfing. Like in Appendix B, we616

assume that sex allocation x is genetically encoded by alleles with additive effects at a quantitative trait

locus. We label alleles at this locus by their quantitative phenotypic effects, so that a carrier of alleles618

x1 ∈ [0, 1] and x2 ∈ [0, 1] expresses a sex allocation strategy x = (x1 + x2)/2. Mutations arise at a

small and constant rate, and have weak, unbiased phenotypic effects.620

D.1.1 Invasion fitness

We consider a rare mutant xmut arising in a population fixed for a resident allele x. Due to partial622

selfing, the mutant is now able to mate with itself even when it is rare, so that it can exist both in

heterozygous and homozygous form. In this case, the dynamics of the sub-population of mutants is624

captured by the matrix equation

Nt+1 = W(xmut, x) ·Nt, (D1)

where Nt = (n1,t, n2,t) is a vector containing the number of heterozygous and homozygous mutants626

in the population at time t (i.e. the number of individuals that carry one and two copies of xmut,
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respectively) and W(xmut, x) is a 2 × 2 matrix whose (i, j)-entry wij(xmut, x) corresponds to the628

number of successful mutant offspring of type i produced by a mutant of type j (where type 1 are

xmut/x heterozygous and type 2 xmut/xmut homozygous mutants).630

The elements of the W(xmut, x) matrix are given by

w11(xmut, x) =
1

F (x)[1− δα(x)]

{
F

(
xmut + x

2

)[ Selfed ovules︷ ︸︸ ︷
α

(
xmut + x

2

)
1− δ

2
+

Outcrossed ovules︷ ︸︸ ︷
1− α

(
xmut+x

2

)
2

]
︸ ︷︷ ︸

heterozygotes produced through female function

+
1− α (x)

2
F (x)

M
(
xmut+x

2

)
M(x)︸ ︷︷ ︸

heterozygotes produced through male function

}
,

(D2a)

w12(xmut, x) =
1

F (x)[1− δα(x)]

{
F (xmut)[1− α(xmut)] + F (x)[1− α(x)]

M(xmut)

M(x)

}
, (D2b)

w21(xmut, x) =
1

F (x)[1− δα(x)]
α

(
xmut + x

2

)
F

(
xmut + x

2

)
1− δ

4
, (D2c)

w22(xmut, x) =
1

F (x)[1− δα(x)]
F (xmut)α(xmut)(1− δ). (D2d)

Let us consider w11(xmut, x) (eq. D2a) as an example of how these entries were derived. This is the

number of heterozygous mutants produced by heterozygous mutants. Heterozygous mutant offspring632

can be produced through female function via selfing and outcrossing, and through male function by

siring the ovules of resident individuals (see braced labels in that equation). In each case, heterozygous634

mutants have a probability 1/2 of transmitting a single copy of the mutant allele xmut to their offspring,

resulting in the production of heterozygous mutants. Other entries were derived similarly.636

The invasion fitness of the mutant allele xmut is given by the leading eigenvalue ρ(xmut, x) of the

matrix W(xmut, x). This eigenvalue can be obtained directly but is unsightly and thus of little help for638

interpretation. We thus refrain from giving its full expression here (see Mathematica notebook available
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here, DOI: 10.5281/zenodo.13378509).640

D.1.2 Directional selection on sex allocation under partial selfing

D.1.2.1 Selection gradient642

We first examine how selfing influences directional selection on sex allocation through the selection

gradient. The results we obtain in this subsection are largely already described in Charlesworth and644

Charlesworth (1981), which considers directional selection on sex allocation at the phenotypic level

(or, equivalently, assumes individuals are haploid). Our analysis below shows that Charlesworth and646

Charlesworth (1981)’s results extend to diploidy and additive gene action. The main reason we go over

these results here is that they are useful for understanding disruptive selection in section D.1.3, i.e. for648

understanding how selfing influences the emergence of polymorphism via evolutionary branching (which

is not considered in Charlesworth and Charlesworth, 1981).650

The selection gradient on sex allocation is obtained from the derivative with respect to xmut of the

leading eigenvalue ρ(xmut, x) of the matrix W(xmut, x) given by eq. (D2), which we find can be written652

as,

s(x) =
∂ρ(xmut, x)

∂xmut

∣∣∣∣
xmut=x

=
1

2[2− α(x)(1 + δ)]

{
M ′(x)

M(x)
[1− α(x)] +

F ′(x)

F (x)
[1 + α(x)(1− 2δ)] + α′(x)(1− 2δ)

}
.

(D3)

This expression is almost identical to the selection gradient obtained by Charlesworth and Charlesworth654

(1981) (eq. 2a on page 60 of their paper). The main difference is that Charlesworth and Charlesworth

(1981) expressed female fecundity as a function of male fecundity, i.e. they wrote male and female656

fecundities as b and f(b) instead of M(x) and F (x), respectively, and computed the gradient on b

instead of x (denoted r in their model).658

To consider the effects of selfing and inbreeding depression, it is useful to rearrange the selection gradient
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(eq. D3) as,660

s(x) ∝ F ′(x)

F (x)
+

M ′(x)

M(x)︸ ︷︷ ︸
Selection gradient on x

under complete outcrossing

+ α(x)

[
(1− 2δ)

F ′(x)

F (x)
− M ′(x)

M(x)

]
︸ ︷︷ ︸

Effect of selfing on the relative
contribution of male vs. female

function to fitness

+ α′(x)(1− 2δ)︸ ︷︷ ︸
Effect of the dependence
of the selfing rate on x

,

(D4)

where the first term corresponds to the selection gradient on sex allocation under complete outcrossing

(eq. B3), and the second and third terms capture the effects of selfing and inbreeding depression. Let662

us first consider the case where the selfing rate is independent of sex allocation (i.e. β = 0 in eq. A1)

so that α(x) = α0, α
′(x) = 0 and the third term in eq. (D4) vanishes. Solving for the singular strategy664

x∗ using eq. (D4), we find that x∗ must be such that

F ′(x∗)

F (x∗)

1 + α0(1− 2δ)

1− α0
= −M ′(x∗)

M(x∗)
. (D5)

Since 1+α0(1−2δ) > 1−α0, comparing eq. (D5) with eq. (B5) indicates that when selfing is independent666

of sex allocation (i.e. α′(x) = 0), selfing always favours more female-biased sex allocation strategies

relative to the complete outcrossing case (Charlesworth and Charlesworth, 1981). This is because male668

function only yields fitness returns via outcrossed ovules, whereas female function yields fitness returns

through both selfed and outcrossed ovules, so that selfing increases the relative contribution of female670

function to fitness. Inbreeding depression δ decreases but never completely offsets this female bias

(unless δ = 1).672

When selfing decreases with allocation to female function (i.e. β > 0 in eq. A1 so that α′(x) < 0),

the third term in eq. (D4) (which is now non-zero) reveals that there is now either added selection to674

increase allocation to female function when inbreeding depression is high (δ > 1/2), or opposite selection

to increase allocation to male function when inbreeding depression is low (δ < 1/2; Charlesworth and676

Charlesworth, 1981). This is because there is selection to reduce selfing when inbreeding depression

is high, and thus to invest into female function (owing to eq. A1). In contrast, when δ < 1/2, there678

is selection to increase selfing and thus to invest into male function as selfed offspring provide higher

fitness returns than outcrossed offspring due to transmission advantage (Fisher, 1941). As a result,680

although partial selfing generally tends to favour allocating more resources to female function compared

to the outcrossing case, it may be possible that when inbreeding depression δ is low, investing into male682

function is in fact selected for. This possibility, which is dismissed in Charlesworth and Charlesworth

(1981), is explored in the next section.684
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D.1.2.2 Selfing can favour maleness

To investigate whether selfing can favour maleness, let us denote the singular sex allocation strategy686

favoured under complete outcrossing by x∗out (i.e. satisfying eq. B5). If the selection gradient eq. (D4)

is negative at x = x∗out, then selection favours a more male-biased strategy under partial selfing than688

under complete outcrossing. After substitution and simplification, we have

s(x∗out) ∝
F ′(x∗out)

F (x∗out)
+ (1− 2δ)

(
F ′(x∗out)

F (x∗out)
+

α′(x∗out)

α(x∗out)

)
. (D6)

This reveals that where δ < 1/2, s(x∗out) < 0 only if690

F ′(x∗out)

F (x∗out)︸ ︷︷ ︸
relative change in
female fecundity

<
2δ − 1

2(1− δ)︸ ︷︷ ︸
relative number of mutant

copies transmitted via
selfed vs. outcrossed progeny

× α′(x∗out)

α(x∗out)︸ ︷︷ ︸
relative change in

selfing rate

, (D7)

where the first factor in the right-hand side of eq. (D7) is the relative difference between the average

number of mutant gene copies passed onto the next generation by a mutant parent via selfed and692

outcrossed seeds. To see this, let us denote by mout(q) and mself(q), the average number of mutant

copies carried by outcrossed (mout(q)) and selfed (mself(q)) zygotes produced by a randomly sampled694

mutant parent, when the mutant sub-population is composed of heterozygotes x/xmut and homozygotes

xmut/xmut in frequencies q and 1− q. These are given by696

mout(q) = F

(
xmut + x

2

)
q

(
1× 1

2
+ 0× 1

2

)
+ F (xmut) (1− q)(1× 1)

=
q

2
F

(
xmut + x

2

)
+ (1− q)F (xmut) ,

(D8)

and,

mself(q) = F

(
xmut + x

2

)
q

(
1× 1

2
+ 2× 1

4

)
+ F (xmut) (1− q)(1× 2)

= qF

(
xmut + x

2

)
+ 2(1− q)F (xmut)

= 2mout(q).

(D9)

To understand these equations, consider the first line of eq. (D9) as an example. The first term gives the698

average number of mutant copies transmitted by a mutant heterozygote to selfed zygotes: it transmits
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one copy with probability 1/2, and two copies with probability 1/4 due to Mendelian segregation (and700

zero with probability 1/4). The second term gives the average number of mutant copies transmitted by a

mutant homozygote via selfing, which is necessarily equal to two because homozygotes only carry mutant702

alleles. The twofold transmission advantage of selfing is made clear by the fact thatmself(q) = 2mout(q),

i.e. the average number of copies transmitted to zygotes via selfing is always twice the average number of704

copies transmitted through outcrossing, irrespective of the frequencies of heterozygous and homozygous

parents and of the phenotypic effect of the mutant (Fisher, 1941).706

From eqs. (D8) and (D9), we can then obtain the average number of mutant copies contributed to the

next generation (i.e. to the pool of viable seeds). For a randomly sampled mutant via outcrossing, this708

is m•
out(q) = mout(q), because all outcrossed zygotes survive to become viable seeds. To obtain the

average number of mutant copies contributed to the next generation through selfing (denoted m•
self(q)),710

meanwhile, we must account for the fact that a self-fertilised zygote survives with probability 1− δ to

become a seed due to inbreeding depression. Thus, we have712

m•
self(q) = (1− δ)mself(q) + δ × 0 = 2(1− δ)m•

out(q). (D10)

The relative difference between the average number of mutant gene copies passed onto the next gener-

ation by a mutant parent via selfed and outcrossed seed is thus given by714

m•
out(q)−m•

self(q)

m•
self(q)

=
2δ − 1

2(1− δ)
, (D11)

which corresponds to the factor on the right-hand side in eq. (D7).

The product on the right-hand side of eq. (D7) therefore quantifies the fitness cost of a decrease in716

selfing rate, whereas the left-hand side captures the fitness benefit of an increase in female fecundity. If

becoming more female (increasing x) yields a fecundity benefit that is lower than the cost of producing718

lesser quality offspring (i.e. offspring carrying less mutant copies on average, that is more outcrossed

offspring in our case because δ < 1/2), then selection will favour a more male-biased sex allocation720

under partial selfing than under complete outcrossing. The conditions for this to happen are restrictive,

which may explain how they can go unnoticed in a numerical scan (as done in Charlesworth and722

Charlesworth, 1981). But these conditions may still be met. With power gain curves (eq. A4), for

instance, eq. (D7) requires that (i) the male gain curve is saturating (γ♂ < 1/2), (ii) inbreeding724

depression is low (δ < (1 − 2γ♂)/2(1 − γ♂)); and (iii) the selfing rate decreases significantly with
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allocation to female function, i.e. such that726

2(1− δ)(γ♀ + γ♂)

1− 2δ + 2γ♀(1− δ)
< β < 1. (D12)

D.1.2.3 Singular strategy under power gain curves

Assuming power gain curves (eq. A4), the selection gradient on sex allocation becomes728

s(x) =
γ♀(1− x)[1 + α0(1− βx)(1− 2δ)]− x{γ♂[1 + α0(1− βx)] + α0β(1− x)(1− 2δ)}

2x(1− x)[2− α0(1− βx)(1 + δ)]
. (D13)

Solving for the singular sex allocation strategy x∗ (as defined in eq. B4 and using eq. D13), we obtain

x∗ =
(1− 2δ)(γ♀ + 1)

2[(1− 2δ)(γ♀ + 1)− γ♂]
+

γ♀[1 + α0(1− 2δ)] + γ♂(1− α0)−
√
R

2α0β[(1− 2δ)(γ♀ + 1)− γ♂]
, (D14)

with730

R = {γ♀[1+α0(1−2δ)]+γ♂(1−α0)+α0β(1−2δ)(γ♀+1)}2−4α0βγ♀[1+α0(1−2δ)][(1−2δ)(γ♀+1)−γ♂].

(D15)

It can readily be shown that this singular strategy is always convergence stable.

D.1.3 Disruptive selection732

Once the population expresses the singular strategy x∗, it may either experience stabilising selection

and remain monomorphic for x∗, or disruptive selection and become polymorphic. Which of these two734

outcomes unfolds is determined by the sign of the disruptive selection coefficient,

H(x∗) =
∂2ρ(xmut, x)

∂xmut
2

∣∣∣∣
xmut=x

, (D16)

which we show after some re-arrangements to be proportional to736

H(x∗) ∝ 1− α(x∗)

2[1− δα(x∗)]

M ′′(x∗)

M(x∗)
+

1 + α(x∗)(1− 2δ)

2[1− δα(x∗)]

F ′′(x∗)

F (x∗)
+

α(x∗)(1− 2δ)

1− δα(x∗)

α′(x∗)

α(x∗)

F ′(x∗)

F (x∗)
. (D17)
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The first two terms capture the same effect of the shape of gain curves as under complete outcrossing

(eq. B11): accelerating gain curves favour the emergence of polymorphism. However, the effects via738

male and female gain curves in eq. (D17) are each weighted by the relative contribution of each sexual

function to fitness. To see these relative contributions, consider the number of mutant gene copies740

transmitted to the next generation by a randomly sampled mutant in a resident population monomorphic

for x∗. Using eqs. (D8)-(D10), we have that under neutrality and at the singular strategy (i.e. where742

xmut = x = x∗), the average number of mutant copies transmitted by a mutant parent through selfed

and outcrossed progeny are respectively given by744

m•
out(q) = F (x∗)

(
1− q

2

)
and m•

self(q) = 2(1− δ)m•
out(q), (D18)

when the mutant sub-population is composed of heterozygotes and homozygotes in frequencies q and

1− q. Thus, the average number of mutant copies transmitted through female function, C♀(x∗), is746

C♀(x
∗) = F (x∗)

{
α(x∗) m•

self(q) + [1− α(x∗)] m•
out(q)

}
= F (x∗)[1 + α(x∗)(1− 2δ)]m•

out(q),
(D19)

whereas the average number of copies transmitted through male function is

C♂(x∗) = F (x∗)[1− α(x∗)]
M(x∗)

M(x∗)
m•

out(q) = F (x∗)[1− α(x∗)]m•
out(q). (D20)

Therefore,748

C♂(x∗)

C♀(x∗) + C♂(x∗)
=

1− α(x∗)

2[1− δα(x∗)]
and

C♀(x∗)
C♀(x∗) + C♂(x∗)

=
1 + α(x∗)(1− 2δ)

2[1− δα(x∗)]
, (D21)

correspond to the relative contribution of male and female function to the fitness of a mutant individual.

These tune the relative influence of the shape of the male and female gain curves on disruptive selection,750

as shown in the first two terms of eq. (D17)). The third term in eq. (D17) emerges due to the effect

of sex allocation on the selfing rate (i.e. due to α′(x∗) < 0). Since by definition F ′(x∗) > 0, this752

term reveals that when inbreeding depression is high (δ > 1/2), polymorphism tends to be promoted,

i.e. that individuals that become more female and others that become more male are both favoured754

by selection. This is because when inbreeding depression is high, one should avoid producing offspring

through selfing and instead increase the rate of outcrossing, and there are two ways of achieving this:756

either increase allocation to female function to reduce one’s selfing rate (owing to eq. A1), or increase
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allocation to male function to increase outcrossing through pollination of others’ ovules. This pathway758

to dioecy can be seen as the classical inbreeding avoidance pathway (Charlesworth and Charlesworth,

1978a,b, 1981), here taken by gradual evolution, that is by small mutational steps.760

D.2 The emergence of dioecy, gyno- and androdioecy

We now examine how selfing influences the gradual divergence of sex allocation alleles under disruptive762

selection, in particular, whether selection eventually leads to alleles coding for dioecy, gyno- or andro-

dioecy. We follow the same approach as in Appendix B.2.2 and thus consider a rare mutant xmut that764

arises in a population where two alleles x1 and x2 already coexist.

D.2.1 Equilibrium of the resident population766

We first characterise the demographic equilibrium of the resident population where alleles x1 and x2

coexist. The demographic state at generation t consists in the numbers of individuals carrying genotypes768

x1/x1, x1/x2 and x2/x2, which we denote as n11,t, n12,t and n22,t, respectively. We write

Gi
♂,t

(x1, x2) = nii,tM(xi) +
n12,t

2
M

(
x1 + x2

2

)
, (D22)

for the amount of pollen carrying allele xi (i ∈ {1, 2}) produced in the population, and770

Gtot
♂,t

(x1, x2) = G1
♂,t

(x1, x2) +G2
♂,t

(x1, x2) (D23)

for the total amount of pollen produced in the population. Similarly, let

Gi
♀,out,t(x1, x2) = nii,tF (xi)[1− α(xi)] +

n12,t

2
F

(
x1 + x2

2

)[
1− α

(
x1 + x2

2

)]
, (D24)

denote the number of outcrossed seeds carrying allele xi in the population, and772

Gi
♀,self,t(x1, x2) = nii,tF (xi)α(xi)(1− δ) +

n12,t

2
F

(
x1 + x2

2

)
α

(
x1 + x2

2

)
(1− δ), (D25)
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denote the number of selfed ovules carrying allele xi, so that the total number of seeds produced by the

whole population is given by774

Gtot
♀,t(x1, x2) = G1

♀,out,t(x1, x2) +G1
♀,self,t(x1, x2) +G2

♀,out,t(x1, x2) +G2
♀,self,t(x1, x2). (D26)

In what follows, we refer to the variables defined above in eqs. (D22)-(D26) as ’G-variables’ for short.

Using these, the numbers of individuals of the three genotypes in generation t+ 1 are given by776



n11,t+1 =
N

Gtot
♀,t

[
n11,tF (x1)α(x1)(1− δ) +

n12,t

4
F
(
x1+x2

2

)
α

(
x1 + x2

2

)
(1− δ) +G1

♀,out,t
G1
♂,t

Gtot
♂,t

]
,

n12,t+1 =
N

Gtot
♀,t

[
n12,t

2
F
(
x1+x2

2

)
α

(
x1 + x2

2

)
(1− δ) +G1

♀,out,t
G2
♂,t

Gtot
♂,t

+G2
♀,out,t

G1
♂,t

Gtot
♂,t

]
,

n22,t+1 =
N

Gtot
♀,t

[
n22,tF (x2)α(x2)(1− δ) +

n12,t

4
F
(
x1+x2

2

)
α

(
x1 + x2

2

)
(1− δ) +G2

♀,out,t
G2
♂,t

Gtot
♂,t

]
,

(D27)

where the (x1, x2) arguments of G-variables were dropped for brevity. The number of individuals of

each genotype at demographic equilibrium n̂11, n̂12 and n̂22, are then determined by778

n11,t+1 = n11,t = n̂11

n12,t+1 = n12,t = n̂12

n22,t+1 = n22,t = n̂22,

(D28)

where n̂11 + n̂12 + n̂22 = N . We do not solve for this equilibrium explicitly but use the above charac-

terisation in upcoming numerical analyses.780

D.2.2 Invasion analysis

Because individuals can self-fertilise, a rare mutant allele xmut can be found in three different forms in782

the population (in contrast to Appendix B.2.2): two heterozygous forms (x1/xmut and x2/xmut) and

one homozygous form (xmut/xmut). These three forms are referred to as classes 1, 2 and 3 hereafter,784

respectively. The dynamics of the mutant population are modelled by the matrix equation

Nt+1 = WP(xmut|x1, x2) ·Nt, (D29)
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where Nt = {N1,t, N2,t, N3,t} is a vector containing the number of mutant individuals in each class786

at time t, and WP(xmut|x1, x2) is a 3× 3 matrix whose (i, j)−entry wP
ij(xmut|x1, x2) is the expected

number of successful mutants of class i produced by a mutant of class j.788

To specify the elements of WP(xmut|x1, x2), we introduce Ĝ-variables Ĝi
♂(x1, x2), Ĝtot

♂ (x1, x2),

Ĝi
♀,out(x1, x2), Ĝ

i
♀,self(x1, x2) and Ĝtot

♀ (x1, x2) with i ∈ {1, 2}, which correspond to the G-variables

defined above (eqs. D22-D26), expressed at the resident population’s demographic equilibrium (so where

eq. D28 holds). Using these variables and dropping their arguments for brevity, we have

wP
11(xmut|x1, x2) =

1

2

N

Ĝtot
♀

F

(
xmut + x1

2

){
α

(
xmut + x1

2

)
(1− δ) +

[
1− α

(
xmut + x1

2

)]
Ĝ1
♂

Ĝtot
♂

}

+
1

2

N

Ĝtot
♀

Ĝ1
♀,out

M
(
xmut+x1

2

)
Ĝtot
♂

,

(D30a)

wP
21(xmut|x1, x2) =

1

2

N

Ĝtot
♀

{
F

(
xmut + x1

2

)[
1− α

(
xmut + x1

2

)]
Ĝ2
♂

Ĝtot
♂

+ Ĝ2
♀,out

M
(
xmut+x1

2

)
Ĝtot
♂

}
,

(D30b)

wP
31(xmut|x1, x2) =

1

4

N

Ĝtot
♀

F

(
xmut + x1

2

)
α

(
xmut + x1

2

)
(1− δ), (D30c)

wP
12(xmut|x1, x2) =

1

2

N

Ĝtot
♀

{
F

(
xmut + x2

2

)[
1− α

(
xmut + x2

2

)]
Ĝ1
♂

Ĝtot
♂

+ Ĝ1
♀,out

M
(
xmut+x2

2

)
Ĝtot
♂

}
,

(D30d)

wP
22(xmut|x1, x2) =

1

2

N

Ĝtot
♀

F

(
xmut + x2

2

){
α

(
xmut + x2

2

)
(1− δ) +

[
1− α

(
xmut + x2

2

)]
Ĝ2
♂

Ĝtot
♂

}

+
1

2

N

Ĝtot
♀

Ĝ2
♀,out

M
(
xmut+x2

2

)
Ĝtot
♂

,

(D30e)

50



wP
32(xmut|x1, x2) =

1

4

N

Ĝtot
♀

F

(
xmut + x2

2

)
α

(
xmut + x2

2

)
(1− δ), (D30f)

wP
13(xmut|x1, x2) =

N

Ĝtot
♀

[
F (xmut)[1− α(xmut)]

Ĝ1
♂

Ĝtot
♂

+ Ĝ1
♀,out

M(xmut)

Ĝtot
♂

]
(D30g)

wP
23(xmut|x1, x2) =

N

Ĝtot
♀

{
F (xmut)[1− α(xmut)]

Ĝ2
♂

Ĝtot
♂

+ Ĝ2
♀,out

M(xmut)

Ĝtot
♂

}
(D30h)

wP
33(xmut|x1, x2) =

N

Ĝtot
♀

F (xmut)α(xmut)(1− δ). (D30i)

The invasion fitness of mutant allele xmut is the leading eigenvalue ρP(xmut|x1, x2) of the matrix

WP(xmut|x1, x2). The selection gradient acting on alleles x1 and x2 are given by790

sP1 (x1, x2) =
∂ρP(xmut|x1, x2)

∂xmut

∣∣∣∣
xmut=x1

and sP2 (x1, x2) =
∂ρP(xmut|x1, x2)

∂xmut

∣∣∣∣
xmut=x2

, (D31)

which can be used to infer on the evolutionary dynamics of the polymorphic population (as described

in Appendix B.2.2 below eq. B27). We do so numerically in the next section.792

D.2.3 Numerical analysis

We study the polymorphic equilibrium reached by the population numerically under low (δ = 0.25) and794

high (δ = 0.75) inbreeding depression and low (α0 = 0.25) and high (α0 = 0.75) baseline selfing rates,

keeping β = 1 fixed (in eq. A1). Our approach largely follows the one described in Appendix B.2.3.796

For each combination of selfing rate α0 and levels of inbreeding depression δ, we compute the selection

gradients s(x1, x2) =
(
sP1 (x1, x2), s

P
2 (x1, x2)

)
for many pairs (x1, x2) across phenotypic space to obtain798

a vector field that determines the evolutionary trajectories favoured by selection. Inspection of these

vector fields reveals five possible evolutionary outcomes: cases (i)-(iv) are as those that are shown in800

Fig. B3, corresponding to monomorphic hermaphroditism (so that x1 = x2), gyno- and androdioecy and

dioecy; case (v) corresponds to a dimorphic hermaphroditism whereby two differentiated alleles coexist,802

each coding for an intermediate sex allocation i.e. (0 < x1 < x2 < 1, e.g. Fig. D1).
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Figure D1: Evolutionary dynamics of
sex allocation under high inbreeding de-
pression (δ = 0.75) with saturating gain
curves (γ♀ = γ♂ = 0.83) leading to di-
morphic hermaphroditism. Other param-
eters: α0 = 0.75 and β = 1. Approach is
explained in section D.2.3.

Fig. D2 shows where cases (i)-(v) hold in the space of804

gain curves. As can be seen from this figure, dimor-

phic hermaphroditism tends to occur when both sexes have806

saturating gain curves and inbreeding depression is high

(Fig. D2C-D, purple region). More generally, comparing808

Fig. D2 with Fig. B2 shows that in contrast to the outcross-

ing case, polymorphic sexual systems can emerge even where810

both sexes have saturating gain curves, as long as selfing is

sufficiently common and inbreeding depression is sufficiently812

high. Selection here is driven by inbreeding avoidance. But

otherwise, selfing does not dramatically alter evolutionary814

outcomes. When inbreeding depression is low (δ = 0.25,

Fig. D2A-B), polymorphism and in particular dioecy (red re-816

gion) and androdioecy (yellow region) tend to be disfavoured

by selfing. This is because of the diminishing fitness returns818

via female function generated by selfing in the absence of

inbreeding depression. Conversely, because fitness returns via female function increase due to selfing820

when inbreeding depression is high (δ = 0.75, Fig. D2C-D), this tends to favour gynodioecy (green

region).822

D.3 Evolution of XY and ZW sex determination under partial selfing

Finally, we compute the selection gradient on dominance in a population that is polymorphic at the824

sex allocation locus to investigate the impact of partial selfing on the evolution of XY and ZW sex

determination. We extend the model of dominance evolution described in Appendix C.2 to include826

partial selfing and inbreeding depression. As a reminder, we assume that two sex allocation alleles

x♀ and x♂ (x♀ > x♂) segregate in the population. In heterozygotes x♀/x♂, allele x♀ expresses828

in proportion to a dominance coefficient h. We assume h to be a quantitative trait influenced by an

unlinked modifier locus at which alleles are additive. We label alleles at the modifier by their quantitative830

effect on dominance, so that an individual carrying alleles hi and hj ∈ [0, 1] at the modifier expresses a
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α0 = 0.25

δ
 =

 0.25
δ

 =
 0.75

α0 = 0.75

A B

C D

Figure D2: Parameter space corresponding to the possible outcomes of gradual evolution under low and
high inbreeding depression (δ) and selfing rates (α0). The region in which monomorphic hermaphroditism
is maintained is indicated in blue, and the region in which selection favours dimorphic hermaphroditism
is shown in purple. The regions in which androdioecy, gynodioecy and dioecy are favoured are shown in
yellow, green and red, respectively. The black dashed line indicates the limit above which polymorphism
is favoured in the strictly outcrossing case (so when α0 = 0). Other fixed parameters: β = 1. Approach
is explained in section D.2.3.
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dominant coefficient832

h =
hi + hj

2
. (D32)

We denote by xhet(hi, hj) the sex allocation strategy expressed by a heterozygote carrying these alleles

at the modifier. This strategy is given by834

xhet(hi, hj) = x♀
hi + hj

2
+ x♂

(
1− hi + hj

2

)
. (D33)

We study the evolution of h by considering the fate of a rare mutant allele hmut in a resident population

otherwise fixed for h.836

D.3.1 Invasion analysis

We begin by characterising the equilibrium state reached by a resident population fixed with h at the838

dominance modifier, and where alleles x♀ and x♂ coexist at the sex allocation locus. This is equivalent

to the analysis described in Append D.2.1, except that here dominance in the resident population is840

arbitrary (rather than h = 1/2). The state of the population at a given generation t is characterised

by the number of individuals with genotypes x♀/x♀, x♀/x♂ and x♂/x♂ in the population, which we842

denote as nt
♀♀, n

t
♀♂ and nt

♂♂, respectively. To characterise the change in the number of individuals

of each genotype between two generations, we denote as844

Gu
♂,t

(h, h) = nt
uuM(xu) +

nt
♀♂
2

M
(
xhet(h, h)

)
(D34)

the number of male gametes carrying allele xu (u ∈ {♀,♂}) produced by the resident population, and

Gtot
♂,t

(h, h) = G
♀
♂,t

(h, h) +G♂
♂,t

(h, h), (D35)

the total number male gametes produced by the resident population. Furthermore, we denote as846

Gu
♀,out,t(h, h) = nt

uuF (xu)[1− α(xu)] +
nt
♀♂
2

F
(
xhet(h, h)

) [
1− α

(
xhet(h, h)

)]
(D36)
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the number of outcrossed seeds carrying allele xu (u ∈ {♀,♂}) produced by the resident population,

and848

Gu
♀,self,t(h, h) = nt

uuF (xu)α(xu)(1− δ) +
nt
♀♂
2

F
(
xhet(h, h)

)
α
(
xhet(h, h)

)
(1− δ) (D37)

the number of selfed seeds carrying allele xu (u ∈ {♀,♂}) produced by the resident population, so that

the total number of seeds carrying allele xu is given by850

Gtot
♀,t(h, h) = G

♀
♀,out,t(h, h) +G

♀
♀,self,t(h, h) +G♂

♀,out,t(h, h) +G♂
♀,self,t(h, h). (D38)

The variables defined above are collectively referred to as G-variables hereafter. Using these variables,

we have

nt+1
♀♀ = nt

♀♀
N

Gtot
♀,t(h, h)

F (x♀)

α(x♀)(1− δ) + [1− α(x♀)]
G
♀
♂,t

(h, h)

Gtot
♂,t

(h, h)


+ nt

♀♂
N

Gtot
♀,t(h, h)

F
(
xhet(h, h)

)1

4
α
(
xhet(h, h)

)
(1− δ) +

1

2

[
1− α

(
xhet(h, h)

)] G♀
♂,t

(h, h)

Gtot
♂,t

(h, h)

 ,

(D39a)

nt+1

♀♂ = nt
♀♀

N

Gtot
♀,t(h, h)

F (x♀)[1− α(x♀)]
G♂
♂,t

(h, h)

Gtot
♂,t

(h, h)

+ nt
♀♂

N

Gtot
♀,t(h, h)

F
(
xhet(h, h)

){1

2
α
(
xhet(h, h)

)
(1− δ) +

1

2

[
1− α

(
xhet(h, h)

)]}

+ nt
♂♂

N

Gtot
♀,t(h, h)

F (x♂)[1− α(x♂)]
G
♀
♂,t

(h, h)

Gtot
♂,t

(h, h)
,

(D39b)

nt+1

♂♂ = nt
♀♂

N

Gtot
♀,t(h, h)

F
(
xhet(h, h)

)1

4
α
(
xhet(h, h)

)
(1− δ) +

1

2

[
1− α

(
xhet(h, h)

)] G♂
♂,t

(h, h)

Gtot
♂,t

(h, h)


+ nt

♂♂
N

Gtot
♀,t(h, h)

F (x♂)

α(x♂)(1− δ) + [1− α(x♂)]
G♂
♂,t

(h, h)

Gtot
♂,t

(h, h)

 .

(D39c)
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These recursions can then be used to obtain equilibrium number of individuals of each genotype, i.e.

n̂♀♀, n̂♀♂ and n̂♂♂ such that852

nt+1
♀♀ = nt

♀♀ = n̂♀♀, nt+1

♀♂ = nt
♀♂ = n̂♀♂ and nt+1

♂♂ = nt
♂♂ = n̂♂♂. (D40)

Next, we introduce a mutant hmut allele at the dominance modifier locus, when the resident population

is otherwise fixed for h at this locus but polymorphic at the sex allocation locus (with genotypes x♀/x♀,854

x♀/x♂ and x♂/x♂ present). Because of partial selfing, mutants at the dominance modifier can be

either heterozygous (hmut/h, as before) or homozygous (hmut/hmut). The mutant population can856

therefore be divided among six classes: 2 genotypes at the dominance modifier × 3 genotypes at the

sex allocation locus. We label these from 1 to 6: heterozygotes hmut/h at the dominance modifier with858

genotype x♀/x♀, x♀/x♂ and x♂/x♂ at the sex allocation locus are labeled as 1, 2 and 3, respectively,

and homozygotes hmut/hmut with genotype x♀/x♀, x♀/x♂ and x♂/x♂ are labeled as 4, 5 and 6,860

respectively. The dynamics of the mutant population is modelled by a matrix equation

Nt+1 = W(hmut, h) ·Nt, (D41)

where Nt = (ni,t)1⩽i⩽6 is a vector containing the number of individuals in each class, and W(hmut, h)862

is a 6 × 6 matrix whose (i, j)-entry wij(hmut, h) gives the number of successful mutants of type i

produced by a focal mutant of type j. The W(hmut, h) matrix is very large and is thus not shown here864

(see Mathematica notebook available here, DOI: 10.5281/zenodo.13378509).

D.3.2 Effect of selfing and inbreeding depression on selection on dominance866

From standard theory on selection in class-structured population (eq. A2 in Taylor and Frank (1996),

see also Caswell, 2001; Taylor, 1990; Avila and Mullon, 2023), the selection gradient on dominance868

sh(x♀, x♂, h) can then be computed

sh(x♀, x♂, h) = v◦(h) ·D(h) · q◦(h), (D42)

56

https://zenodo.org/doi/10.5281/zenodo.13378508


where q◦(h) is the vector of asymptotic class frequencies under neutrality, which is given by the right870

eigenvector of W◦(h) = W(h, h), normalised such that

6∑
i=1

q◦i (h) = 1, (D43)

D(h) is the matrix of first derivatives of W(hmut, h), whose (i, j)-entry dij(h) is given by872

dij(h) =
∂wij(hmut, h)

∂hmut

∣∣∣∣
hmut=h

, (D44)

and v◦(h) is the vector of class-specific reproductive values under neutrality, which is given by the left

eigenvector of W◦(h) normalised such that874

v◦(h) · q◦(h) = 1. (D45)

Recall from section C.2.4 that reproductive values capture the relative influence of individuals from each

class on the long-term demography of the population (e.g. Fisher, 1930; Charlesworth, 1980; Caswell,876

2001; Rousset, 2004). These reproductive values are difficult to characterise analytically but they can

be straightforwardly computed numerically. One useful property here is that because homozygotes carry878

twice as many copies of the mutant allele but are identical to the heterozygotes in every other aspect

under neutrality (so when hmut = h), the reproductive value of homozygous offspring is exactly twice880

that of the heterozygous i.e.,

v◦(h) =



v◦1(h)

v◦2(h)

v◦3(h)

2v◦1(h)

2v◦2(h)

2v◦3(h)


, (D46)

where v◦1(h), v
◦
2(h) and v◦3(h) are the reproductive values of individuals that are heterozygous for the882

mutant allele (hmut/h). Similarly, although we could not characterise analytically the asymptotic class
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frequencies (the q◦(h) vector), these frequencies are, by definition, related to one another as,884

q◦1(h) + q◦4(h) =
n̂♀♀(h)

N
= f♀♀(h),

q◦2(h) + q◦5(h) =
n̂♀♂(h)

N
= f♀♂(h),

q◦3(h) + q◦6(h) =
n̂♂♂(h)

N
= f♂♂(h),

(D47)

where f♀♀(h), f♀♂(h) and f♂♂(h) denote the frequencies of genotypes x♀/x♀, x♀/x♂ and x♂/x♂

in the resident population (with f♀♀(h) + f♀♂(h) + f♂♂(h) =1).886

Plugging eqs. (D46) to (D47) together with the W(hmut, h) matrix given in the accompanying Math-

ematica notebook (available here, DOI: 10.5281/zenodo.13378509) into eq. (D42), we find that the888

selection gradient on dominance is proportional to

sh(x♀, x♂, h) ∝
[
v̄self♀ (h)α

(
xhet(h, h)

)
+ v̄out♀ (h)

(
1− α

(
xhet(h, h)

))] F ′(xhet(h, h))
F (h)

+ v̄out♂ (h)
F out(h)

F (h)

M ′(xhet(h, h))
M(h)

+ α′(xhet(h, h)) [v̄self♀ (h)− v̄out♀ (h)
] F (xhet(h, h))

F (h)
,

(D48)

where890

v̄self♀ (h) = 2(1− δ)

(
v◦1(h)

4
+

v◦2(h)

2
+

v◦3(h)

4

)
(D49)

is the mean reproductive value of offspring produced by a x♀/x♂ heterozygote via self-fertilisation;

v̄out♀ (h) =
f♀♀(h)M(x♀) +

f♀♂(h)

2
M
(
xhet(h, h)

)
2M(h)

v◦1(h) +
v◦2(h)

2

+
f♂♂(h)M(x♂) +

f♀♂(h)

2
M
(
xhet(h, h)

)
2M(h)

v◦3(h),

(D50)
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and,892

v̄out♂ (h) =
f♀♀(h)F (x♀)

[
1− α(x♀)

]
+

f♀♂(h)

2
F
(
xhet(h, h)

) [
1− α

(
xhet(h, h)

)]
2F out(h)

v◦1(h) +
v◦2(h)

2

+
f♂♂(h)F (x♂)

[
1− α(x♂)

]
+

f♀♂(h)

2
F
(
xhet(h, h)

) [
1− α

(
xhet(h, h)

)]
2F out(h)

v◦3(h),

(D51)

are the mean reproductive value of offspring produced by heterozygotes via outcrossing through female

and male function, respectively;894

F out(h) = F (x♀)
[
1− α(x♀)

]
f♀♀(h)

+ F
(
xhet(h, h)

)[
1− α

(
xhet(h, h)

)]
f♀♂(h)

+ F (x♂)
[
1− α(x♂)

]
f♂♂(h)

(D52)

is the average number of ovules available for outcrossing produced by a resident individual; and

F (h) = F (x♀)
[
1− δ α(x♀)

]
f♀♀(h)

+ F
(
xhet(h, h)

)[
1− δ α

(
xhet(h, h)

)]
f♀♂(h)

+ F (x♂)
[
1− δ α(x♂)

]
f♂♂(h),

(D53)

and,896

M(h) = M(x♀)f♀♀(h) +M
(
xhet(h, h)

)
f♀♂(h) +M(x♂)f♂♂(h), (D54)

are the average number of viable seeds and pollen grains produced by a resident individual.

The first two lines of eq. (D48) correspond to the fitness effect of a change in dominance in a x♀/x♂898

heterozygote through female and male function, respectively. Comparing these two lines with the

complete outcrossing case (eq. C26) highlights how selfing influences fitness gained through female900

and male function functions differently depending on the level of inbreeding depression. The third line

eq. (D48) corresponds to the fitness effect of a change in dominance in a x♀/x♂ heterozygote through902

its effect on the selfing rate.

To understand better how selfing and inbreeding depression influence the emergence of sex determining904

systems, we computed the selection gradient on dominance (eq. D48) in a population where the resident
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allele at the dominance modifier locus codes for additivity (h = 1/2), i.e. we computed sh(x♀, x♂, 1/2)906

where x♀ and x♂ are the equilibria of evolutionary dynamics when h = 1/2 (see Appendix D.2.3).

As in the outcrossing case, we expect that ZW-systems are favoured when sh(x♀, x♂, 1/2) > 0, and908

XY-systems are favoured when sh(x♀, x♂, 1/2) < 0. Results of this analysis are presented in Fig. D3.

α0 = 0.25 α0 = 0.75

δ
 =

 0.25
δ

 =
 0.75

A B

DC

Figure D3: Selection gradient on dominance at additivity (eq. D48 with h = 1/2) for four representative
combinations of selfing rate (α0) and inbreeding depression (δ). Orange shades indicate a positive
selection gradient, favouring ZW sex determination, and dark purple shades indicate a negative gradient,
favouring XY. The darker the colours, the more intense selection.

Comparing Fig. D3 with the outcrossing case shown in Fig. 4B reveals that selfing typically favours the910

evolution of XY systems, especially when inbreeding depression is high (Fig. D3D). This is due to two

effects of selfing, for which the decomposition eq. (D48) is useful to understand. First, selfing increases912

the frequency of x♀/x♀ relative to x♂/x♂ homozygotes. This increases competition through female
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function (i.e. makes F (h) larger) but reduces competition through male function (i.e. makes M(h)914

smaller). A x♀/x♂ heterozygote thus has an advantage to becoming more male, favouring the evolution

of XY sex determination. The second effect that selfing has when inbreeding depression δ is high, is916

to decrease the mean reproductive value of offspring produced through female function (i.e. the term

in square brackets on the first line of eq. D48 becomes small). This is because selfed offspring have a918

lower reproductive value than outcrossed offspring when δ is large (i.e., v̄out♀ > v̄self♀ ). This reduces any

potential benefits that a x♀/x♂ heterozygote would have by increasing female function, thus facilitating920

the evolution of XY.
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Appendix E922

A multilocus simulation model

Here, we detail the simulation model used to generate Fig. 5 of the main text, where sex allocation is924

initially a polygenic trait whose basis evolves. The program is coded in C++11 and available here (DOI:

10.5281/zenodo.13378509). Our model is built on those of van Doorn and Dieckmann (2006) and926

Kopp and Hermisson (2006) and is illustrated in Fig. E1. The basic structure of the simulation follows

the one described in Appendix C.1 (we assume complete outcrossing here for simplicity), except that928

the sex allocation strategy expressed by an individual is now determined by L unlinked loci. Each locus

consists of a promoter sequence and a gene affecting sex allocation. The promoter sequence controls930

dominance relationships between alleles segregating at the gene, as before (Appendix C.1), so that the

sex allocation strategy encoded by the kth locus in individual i, xi,k, is given by932

xi,k = xi,k1
ai,k1

ai,k1 + ai,k2
+ xi,k2

ai,k2
ai,k1 + ai,k2

, (E1)

where ai,k1 and ai,k2 ∈ (0, +∞) are the promoter affinities of alleles at the kth locus and xi,k1 and

xi,k2 ∈ [0, 1] are the sex allocation strategies encoded by alleles at the kth locus.934

We additionally consider evolution at an unlinked modifier locus that determines the contribution made

by each sex allocation locus to the phenotype (in light blue in Fig. E1). The effect of an allele at the

modifier locus is given by a vector of size L, such that an allele “n” carried by individual i at the modifier

is given by

ci,n =

(
ci,kn

)
1⩽k⩽L

= (ci,1n, ci,2n, . . . , ci,Ln) ,

where ci,kn ∈ (0,+∞) modulates the relative contribution of locus k. Alleles at the modifier are

assumed to be additive, so that the relative contribution Ci,k of the kth locus to the phenotype of the936

ith individual is given by the sum of its contribution values at the modifier divided by the sum of the

contributions of all loci, i.e.938

Ci,k =
ci,k1 + ci,k2∑L

j=1 (ci,j1 + ci,j2)
. (E2)

Overall, the sex allocation strategy xi expressed by individual i is given by the sum of the strategies
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encoded by the L loci, weighted by their relative contributions, i.e.,940

xi =
L∑

k=1

Ci,k xi,k. (E3)

Each time an offspring is produced, each of its alleles mutates independently with probability µ. When

a promoter (e.g. ai,k1) or gene (e.g. xi,k1) allele mutates, its new value is sampled in a Gaussian942

distribution centered on the parental value, with standard deviation σ, ensuring their effect is kept

within bounds (i.e. greater than zero for promoter affinities, and between 0 and 1 for sex allocation944

strategies). When an allele (e.g. ci,n) mutates at the modifier, all the L contributions it encodes

independently change to new values sampled in a Gaussian distribution centered on their respective946

parental values, with standard deviation σ (and truncated to be kept within bounds if necessary i.e.

above zero).948

The population is initially fixed at all sex allocation loci for some arbitrary strategy x0 ∈ (0, 1) and

affinity a0 = 1 at the promoter, and fixed for equal contributions at the modifier (i.e. all contributions950

are fixed to c0 = 1). Figure 5 in the main text was obtained using this simulation program. It illustrates

that disruptive selection leads to the concentration of the genetic architecture of sex allocation into a952

single sex-determining locus, via the silencing of all other loci (i.e. all the contributions ci,kn except one

go to zero).954

63



xi,11

ai,11

ai,21

ai,L1

ci,12

ci,22

ci,L2

Σ
ci,11 + ci,12 

k
ci,k1 + ci,k2 

Σ
ci,21 + ci,22 

k Σk
ci,k1 + ci,k2 

Σ
ci,L1 + ci,L2 

k
ci,k1 + ci,k2 

+ xi,12 ai,11 +
ai,12 

ai,12 
xi,11 ai,11 +

ai,11 
ai,12 ( (

( (+ xi,22 ai,21 +
ai,22 

ai,22 
xi,21 ai,21 +

ai,21 
ai,22 

( (+ xi,L2 ai,L1 +
ai,L2 

ai,L2 
xi,L1 ai,L1 +

ai,L1 
ai,L2 

×

×

×

xi=

ci,11

ci,21

ci,L1

xi,21

xi,L1

xi,12

ai,12

ai,22

ai,L2

xi,22

xi,L2

M
od

ifi
er

 lo
cu

s
Q

T
Ls

Figure E1: Genetic architecture assumed in the simulations. The L sex allocation loci are shown
in green (promoter) and pink (gene), and the modifier is shown in blue. Each sex allocation locus
encodes a sex allocation strategy (in brackets), and the strategy xi expressed by the individual is given
by the sum of the strategies encoded by the L loci, weighted by their relative contributions given by the
modifier.
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Appendix F

Fruit dispersal and the shape of the female gain956

curve

Our results have revealed how the shape of the male and female gain curves can affect the evolution of958

sexual systems. Little is known about the factors that affect gain curve shape, and especially about those

that may lead to accelerating gain curves, but a few hypotheses have been suggested (Janzen, 1971;960

Lloyd, 1982; Givnish, 1982; Charlesworth, 1999). In plants with fleshy fruits, in particular, individuals

allocating more resources to their female function may have more efficient seed dispersal if seed dispersers962

are more attracted to plants producing larger crops. This in turn may lead to reduced kin competition

among their offspring, yielding an accelerating female gain curve (Givnish, 1982). This argument has964

been analysed theoretically, and the coupling of seed dispersal ability and seed production has indeed

been shown to promote dioecy (Vamosi et al., 2007; Biernaskie, 2010). In this appendix, we give a966

simple mathematical formalisation of this argument using the notations and methods of our model.

F.1 The model968

We consider a population of N individuals, where each occupies one of N homogeneous breeding spots,

with the following life cycle. (i) Sexual development: First, individuals allocate resources to their female970

and male functions in proportions x and 1−x, respectively, resulting in the female and male fecundities

F (x) = F0x and M(x) = M0(1−x). Fecundity is assumed to increase linearly with resource allocation972

to highlight how relevant non-linearity can emerge from other ecological factors (this is equivalent to

setting γ♀ = γ♂ = 1 in eq. A4). (ii) Mating: Individuals export all their pollen, so that no self-974

fertilisation occurs, distributing it equally among the N − 1 other individuals in the population. The

pollen grains received by an individual compete to fertilise its ovules, so that eventually all ovules are976

fertilised (there is no pollen limitation). The diploid zygotes formed through syngamy are assumed to

immediately undergo division to give rise to two haploid seeds, so that resulting individuals are haploid.978

We make this assumption because it simplifies mathematical analysis. (iii) Dispersal: Individuals disperse

a fraction d(x) = x of their seeds to other patches in the population, where the dispersal rate d(x)980
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depends on their sex allocation strategy, and a fraction 1 − d(x) remain in their natal patch. Here,

the seed dispersal rate is assumed to increase with allocation to female function, i.e. seed dispersal is982

coupled with seed production. This assumption captures the idea that individuals producing larger crops

of fruits can attract more dispersers, and thus enjoy more efficient dispersal of their seeds, as previously984

proposed (Givnish, 1982). Dispersed seeds are equally likely to fall on each of the N − 1 non-natal

patches in the population (as in Wright’s island model, Wright, 1931). Seed dispersal is assumed to986

increase linearly with seed production for simplicity. (iv) Density-regulation: All adults die, and the

seeds present on a patch compete to occupy it and grow into an adult.988

F.2 Invasion analysis

The sex allocation strategy x is encoded by a quantitative trait locus undergoing recurrent small effect990

mutations (‘continuum of alleles’ model). We study the evolution of x by considering the fate of a rare

mutant xmut arising in a resident population monomorphic for x. The invasion fitness of the mutant992

W (xmut, x) can be decomposed into its male and female components, w♂(xmut, x) and w♀(xmut, x).

Male fitness component. The male component corresponds to the fraction of seeds sired by the994

mutant that inherit the mutant allele, which simplifies to

w♂(xmut, x) =
1

2

M(xmut)

M(x)
(F1)

after accounting for density-dependence and assuming N is large. The male component of fitness996

depends linearly on sex allocation x because male fecundity M(x) is assumed to be linear in x (i.e. the

male gain curve is linear).998

Female fitness component. The female component corresponds to the sum of mutant seeds com-

peting for recruitment locally and globally,1000

w♀(xmut, x) =
1

2

(
[1− d(xmut)]F (xmut)

[1− d(xmut)]F (xmut) + d(x)F (x)
+

d(xmut)F (xmut)

F (x)

)
. (F2)
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Contrary to the male component of fitness, the female component depends non-linearly on sex allocation

despite female fecundity F (x) being a linear function of x, as a result of limited seed dispersal and the1002

coupling of seed dispersal and seed production. Limited seed dispersal causes related seeds to compete

with one another for recruitment, which generates kin competition. This leads to diminishing fitness1004

returns in the female function (i.e. a saturating female gain curve), because kin competition intensifies

as the number of competing seeds increases. The coupling of seed dispersal and seed production1006

allows individuals to partially avert the effect of kin competition on their progeny as they increase seed

production, which generates increasing fitness returns in the female function (i.e. an accelerating female1008

gain curve). Thus, the non-linearity of the female gain curve results from ecological interactions in this

model.1010

Invasion fitness. Using eqs. (F1) and (F2), the invasion fitness of the mutant is given by

W (xmut, x) = w♀(xmut, x) + w♂(xmut, x)

=
1

2

(
[1− d(xmut)]F (xmut)

[1− d(xmut)]F (xmut) + d(x)F (x)
+

d(xmut)F (xmut)

F (x)
+

M(xmut)

M(x)

)
.

(F3)

F.2.1 Directional selection1012

As before, the selection gradient is

s(x) =
∂W (xmut, x)

∂xmut

∣∣∣∣
xmut=x

, (F4)

which using eq. (F3) yields1014

s(x) =
1

2

(
3− 1

1− x
− 2x

)
. (F5)

Solving s(x∗) = 0 for x∗ gives the singular strategy

x∗ = 1/2, (F6)

which satisfies1016

ds(x)

dx

∣∣∣∣
x=x∗

= −3, (F7)
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and is therefore convergence stable. Thus, directional selection leads an initially monomorphic population

to express sex allocation strategy x∗ = 1/2, where all individuals allocate equally to the male and female1018

functions.

F.2.2 Disruptive selection1020

Once the population expresses this strategy, it may either experience stabilising selection and remain

monomorphic, thereby maintaining hermaphroditism, or disruptive selection and become polymorphic.1022

Which of these two outcomes unfolds depends on

H(x∗) =
∂2W (xmut, x)

∂xmut
2

∣∣∣∣
xmut=x=x∗

= 1. (F8)

The fact that H(x∗) is positive indicates that once the population has converged to x∗ = 1/2, it1024

experiences disruptive selection and becomes polymorphic. Taking the second derivative of the male

and female components of the mutant’s fitness (eqs. F1 and F2) with respect to xmut, and evaluating1026

them at xmut = x = x∗, we have

∂2w♂(xmut, x)

∂xmut
2

∣∣∣∣∣
xmut=x=x∗

= 0, and
∂2w♀(xmut, x)

∂xmut
2

∣∣∣∣∣
xmut=x=x∗

= 2. (F9)

This shows that male fitness varies linearly with x around the singular strategy, whereas female fitness1028

is accelerating around x∗. Thus, the coupling of seed dispersal with seed production generates an

accelerating female gain curve, which favours the emergence of polymorphism. Further, since the male1030

curve is least accelerating, we expect the evolution of an XY system if sex allocation was expressed at

the diploid stage.1032
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Supplementary figures and tables

Symbol Quantity
N Population size

x Sex allocation

F (x), M(x) Female and male gain curves

F0, M0 Maximal female and male fecundities with power gain curves

γ♀, γ♂ Exponents of the female and male power gain curves

α(x) Selfing rate of an individual with sex allocation x

α0 Maximal selfing rate when α(x) depends linearly on x

β Rate of decrease of α(x) when it depends linearly on x

δ Inbreeding depression

x♀, x♂ Female- and male-biased sex allocation alleles in the dominance evolution model

h Dominance coefficient of allele x♀

L Number of sex allocation loci in multilocus simulations

Table S1: Summary of key model parameters.
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Figure S1: Effect of mutations encoding unisexuality on the evolution of XY vs. ZW sex
determination. We ran additional simulations where mutations occurring at the sex allocation locus
could cause complete allocation to either male or female function. The simulation program is the same
as the one described in Appendix C.1, except that mutations at the sex allocation locus, which occur
with probability µ, now either give rise to an allele encoding x = 0 or x = 1 with probability puni
(mutations causing x = 0 or x = 1 are then equally likely) or give rise to an allele with a value sampled
in a Gaussian distribution centred on the parental value with standard deviation σ (as before), with
probability 1 − puni. The plot shows the proportion of XY systems evolving out of 200 replicates as
a function of the difference in shapes between the female and male gain curve, for increasingly high
probabilities of large-effect mutations (puni). We find that allowing for large-effect mutations has little
impact on the proportion of XY vs. ZW systems evolving. In fact, large-effect mutations tend to
reinforce the association between gain curves and the evolution of XY vs. ZW sex determination. Gain
curve exponents γ♀ and γ♂ were chosen such that γ♀ + γ♂ = 4 in all cases shown. Other parameters
used: N = 103, µ = 5× 10−3, σ = 10−2.
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