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ABSTRACT

We have developed a workflow for computing the seis-
mic-wave moduli dispersion and attenuation due to squirt
flow in a numerical model derived from a micro X-ray com-
puted tomography image of cracked (through thermal treat-
ment) Carrara marble sample. To generate the numerical
model, the image is processed, segmented, and meshed.
The finite-element method is adopted to solve the linearized,
quasistatic Navier-Stokes equations describing laminar flow
of a compressible viscous fluid inside the cracks coupled
with the quasistatic Lamé-Navier equations for the solid
phase. We compute the effective P- and S-wave moduli
in the three Cartesian directions for a model in dry condi-
tions (saturated with air) and for a smaller model fully sa-
turated with glycerin and having either drained or undrained
boundary conditions. For the model saturated with glycerin,
the results indicate significant and frequency-dependent P-
and S-wave attenuation and the corresponding dispersion
caused by squirt flow. Squirt flow occurs in response to fluid
pressure gradients induced in the cracks by the imposed de-
formations. Our digital rock-physics workflow can be used
to interpret laboratory measurements of attenuation using
images of the rock sample.

INTRODUCTION

The characterization of fluid-saturated rocks plays a fundamental
role in several activities such as monitoring of CO2 geologic seques-
tration, geothermal energy production, exploration, and production
of oil and gas (Klimentos, 1995; Metz et al., 2005; Tester et al.,
2007). Seismic waves are known to be affected by rock hetero-
geneities as well as by the fluid in the pore space; therefore, seismic

methods are important tools for inferring rock and fluid properties.
At the microscale, pores and cracks are examples of rock hetero-
geneities. In fluid-saturated rocks, and considering seismic wave-
lengths much bigger than the pore sizes, a physical phenomenon
known as squirt flow results in seismic attenuation and velocity
dispersion (O’Connell and Budiansky, 1977; Murphy et al.,
1986). In this process, the deformation of compliant flat pores
(pores having a low aspect ratio, such as cracks and grain contacts)
produced by a passing seismic wave, creates a fluid pressure gra-
dient between the deformed pore and another stiffer pore if they
are hydraulically connected. Then, during fluid pressure diffusion,
friction within the viscous fluid dissipates energy. The frequency-
dependent seismic response of squirt flow has been studied analyti-
cally (O’Connell and Budiansky, 1977; Mavko and Jizba, 1991;
Dvorkin et al., 1995; Gurevich et al., 2010), numerically (Quintal
et al., 2016, 2019; Das et al., 2019; Alkhimenkov et al., 2020a,
2020b; Lissa et al., 2020), and experimentally (Pimienta et al.,
2015a, 2015b; Subramaniyan et al., 2015; Borgomano et al., 2019;
Chapman et al., 2019).
Digital rock-physics (DRP) studies aim to numerically reproduce

laboratory measurements of rock properties based on high-resolu-
tion rock images. Examples of rock properties obtained through
DRP are pore-space geometry (Arns et al., 2005; Golab et al.,
2010), hydraulic permeability (Fredrich et al., 1993; Sain et al.,
2014), electrical conductivity (Arns et al., 2001), and elastic rock
moduli (Arns et al., 2002; Saenger et al., 2011; Madonna et al.,
2012; Saxena and Mavko, 2016), among others (e.g., Sommacal
et al., 2016). Considering that those properties can be obtained
on the same sample, one of the most important advantages of
DRP is its potential for finding relations between the obtained prop-
erties. DRP also provides a detailed insight into the studied physics
at the pore scale and can be used as a feasibility analysis for plan-
ning laboratory experiments. However, the method has limitations,
such as the lack of software and hardware capabilities for consid-
ering big enough models, the limited resolution in imaging, and
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errors in the segmentation processes. These constraints commonly
result in differences between laboratory measurements and numeri-
cal estimations (Dvorkin et al., 2011; Andrä et al., 2013a, 2013b).
As an example, Sarout et al. (2017) invert the geometric crack prop-
erties (crack density, aspect ratio, and aperture) of a thermally
treated Carrara marble sample from the elastic moduli measured
in the laboratory. The inferred crack parameters were significantly
lower (one order of magnitude for crack aperture and aspect ratio)
than those obtained from segmented 2D microscope images or 3D
micro X-ray computed tomography (μXRCT) images of the same
rock sample by Delle Piane et al. (2015). The cause of this differ-
ence was attributed to the imaging technique, which is not capable
of resolving the smallest heterogeneities of the rock, such as the
roughness of crack walls. These limitations represent a fundamental
challenge for obtaining accurate DRP results.
A well-known representation of a pore geometry in which squirt

flow takes place is a compliant, or low-aspect-ratio, pore that is hy-
draulically connected to an isometric pore (Murphy et al., 1986;
Gurevich et al., 2010). Another classic pore geometry in which
squirt flow takes place is interconnected cracks (e.g., O’Connell
and Budiansky, 1977). In this scenario, given the orientation of
two interconnected cracks, one of them will be more deformed
by the passing wave due to its orientation and this will induce a
fluid pressure gradient between cracks and thus dissipation.
Recently, Das et al. (2019) present a DRP analysis of a squirt

flow scenario. They use the finite-element method to study the fluid
dynamics at the pore scale accounting for inertial effects and fluid
pressure diffusion. They apply their workflow to a 3D model de-
rived from a μXRCT image of Berea sandstone and show fluid pres-
sure gradients in the pore space. However, all of the pores present in
their model have relatively large aspect ratios; consequently, they
observe negligible P-wave modulus dispersion and attenuation
due to squirt flow. Quantitative DRP analysis of energy dissipation
due to squirt flow remains elusive and in need of further devel-
opment.
In this work, we present a novel and detailed workflow for nu-

merically obtaining seismic wave moduli dispersion and attenuation
caused by squirt flow on models derived from a μXRCT image of a
rock sample having interconnected cracks. For this, a sample of
Carrara marble is thermally treated, which initiates cracks at the
grain boundaries as a consequence of the anisotropic thermal expan-
sion of the grains; subsequently, a μXRCT image of the sample is
obtained (Ruf and Steeb, 2020a). Filtering, segmentation, and
meshing procedures are applied on a subvolume of the rock image
to create the 3D numerical model. We provide a detailed description
of the model generation workflow. We then solve the coupled
Lamé-Navier and Navier-Stokes equations in the solid and the fluid
domains, in the frequency domain, neglecting inertia terms and us-
ing the finite-element method (Quintal et al., 2019). This numerical
solution is based on an upscaling procedure in which the hetero-
geneous medium behaves as an effective homogeneous viscoelastic
medium (Jänicke et al., 2015), which allows us to obtain the P- and
S-wave moduli dispersion and attenuation. First, we consider the
model in dry conditions to analyze the model size effects on the
P- and S-wave velocities by comparing results from the full model
with results obtained from a subvolume. The same subvolume is
then analyzed under full saturation with glycerin to compute attenu-
ation and dispersion considering drained and undrained boundary
conditions. A visualization of the fluid pressure and energy dissi-

pation rate in the cracks allow for a better understanding of the
squirt-flow process.

WORKFLOW

Sample preparation and imaging

In this study, we focus on the attenuation and dispersion of seis-
mic wave moduli due to squirt flow occurring between hydrauli-
cally connected cracks. The first step of the work consists of
creating a homogeneous, hydraulically connected crack network
in an almost nonporous Carrara marble sample. Carrara marble
is composed almost entirely of calcite and was proven to be a very
suitable material for this purpose; see, for example, Peacock et al.
(1994), Delle Piane et al. (2015), and Sarout et al. (2017) because it
combines several positive aspects such as a high mineral purity,
very low porosity, and permeability.
From a Carrara marble block with thickness of 80 mm, a cylin-

drical core with a diameter of 30 mm and a length of 80 mm is
extracted by using a water-cooled diamond drill. Afterward, we ap-
ply a thermal treatment to artificially create the required crack net-
work, which is an often applied method in experimental rock
physics (Brotons et al., 2014; Delle Piane et al., 2015; Sarout et al.,
2017; Pimienta et al., 2019). For this, the sample is heated up with a
heating rate of 3 K/min from room temperature (20°C) to 600°C. We
use 600°C as maximum temperature to achieve a maximum effect
regarding the initiated crack network volume, but avoiding the cal-
cite decomposition, which significantly starts above 600°C (Rodri-
guez-Navarro et al., 2009). The heating rate is a compromise
between the needed time for the heating-up period and preventing
high temperature gradients inside the sample. To ensure a uniform
temperature distribution within the sample, the maximum temper-
ature is held for 2 h as shown in Sarout et al. (2017). Then, the
sample is slowly cooled down to room temperature, which is per-
formed inside the turned off but still closed furnace, which does not
allow a direct control of the cooling rate. The resulting maximum
cooling rate is approximately 6.1 K/min and directly occurs after the
switching off. With the help of this treatment, cracks are formed at
the grain boundaries as a consequence of the anisotropic thermal
expansion of the calcite grains during the heating-up phase (Clarke,
1980; Evans and Clarke, 1980; Fredrich and Fong Wong, 1986),
which is in general also responsible for the physical weathering
of marbles (Siegesmund et al., 2000). Because the thermal aniso-
tropic expansion of the grains depends on the temperature, the ap-
plied maximum temperature can be used to influence the initiated
crack network volume as experimentally shown, for instance, by
Pimienta et al. (2019).
For measuring the bulk volume change, a perfect cylindrical

shape of the sample was assumed and the sample’s length and diam-
eter were measured before and after the thermal treatment with a
micrometer caliper with precision of 0.001 mm. The applied ther-
mal treatment leads to a bulk volume increase of approximately
2.05% under ambient conditions as a consequence of the created
crack network volume.
Because we are interested in very small features, it is essential to

extract a small sample for the μXRCT imaging from the thermally
treated sample. In our case, a cylindrical core with a diameter of
5 mm and a length of approximately 10 mm is extracted by again
susing a water-cooled diamond drill. An illustration of the μXRCT
data set is shown in Figure 1. To better show the homogeneous dis-
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tribution of cracks, a partial volume is removed. It is possible to
observe the initiated crack network (pore space), mainly located
at the grain contacts, in dark gray, and the calcite grains in lighter
gray. The imaging process results in a voxel size of 2 μm. Further
details regarding this process can be found in Appendix A.

Image denoising and segmentation

Considering that applying our workflow to the whole image vol-
ume depicted in Figure 1 is computationally very costly, we only
analyze two subvolumes. Figure 2 shows a quarter of one slice of
the raw μXRCT data set. The orange box pictures the location of the
big volume considered in our analysis, which is defined by
x ¼ ½1858; 2158�, y ¼ ½1620; 1920�, and z ¼ ½135; 435� of the
open-access images provided by Ruf and Steeb (2020a). The loca-
tion of the small model is shown by the green box defined by
x ¼ ½1858; 2008�, y ¼ ½1620; 1770�, and z ¼ ½135; 285�. The cubes
have 1503 and 3003 voxels (or 300 and 600 μm side), respectively.
For image processing, segmentation, and surface meshing, we use
AVIZO 2019.1.

Image denoising

A subvolume of the raw μXRCT image is imported. The nonlocal
means filter (Buades et al., 2005; Gastal and Oliveira, 2012), which
is included in the sandbox filter, is used for denoising. The filter
works assigning a weight to each voxel based on the similarity
of its gray value and the neighborhood voxels inside certain win-
dow. A voxel having neighbor voxels with gray values similar to its
own gray value receives a high weight. Then, a weighted average is

computed for assigning a new gray intensity value to each voxel.
The application of this filter increases the contrast between the grain
and the cracks, simplifying the subsequent image segmentation.
The filter parameters used are a 10-pixel disk-shape search windows
in the xy-plane with a local neighborhood of 1.0, and a similarity
value of 0.8. The result of its implementation can be observed in
Figure 3 in comparison with the raw image for one slice of the cube.
Most of the dark-gray values located on the grains have been
assigned with lighter gray values, whereas the dark-gray values lo-
cated on the cracks remain intact. Figure 4 shows the normalized
histograms of the raw and filtered images. It is possible to observe
an increase in the number of voxels having light-gray values cor-
responding to the grains (i.e., the histogram peak), as well as a de-
crease in the number of voxels having dark-gray values.

Segmentation

Using the histograms of the images, an initial selection of the
grain phase is manually made. That is the gray intensity values
in the range of [0.4-1.0] in Figure 4, which includes the histogram
peak. As a result, almost all grains and a significant part of the
cracks are selected. Then, to identify the cracks by separating
the grains, the separate objectsmodule is used. This module creates
a map of distances from the inner part of each grain as input to a
watershed algorithm (e.g., Beucher and Meyer, 1993; Ohser and
Schladitz, 2009). The voxels located at the maximum distances
from the inner part of the grains are removed from the grain phase
and assigned with a new phase constituting the cracks. The outcome
is a suspension, given that there are no contact areas between grains
anymore. For fixing this, we delete from the crack phase (and assign
to the grain phase) the parts of the cracks having the lightest gray
values of the image histogram. Those parts are all the voxels with a
gray intensity value located on the right of the red dotted line shown
in Figure 4. After this, we obtain a segmentation of two phases

Figure 1. Illustration of the resulting μXRCT data set of the ther-
mally treated Carrara marble core sample with microcracks along
the grain boundaries (Ruf and Steeb, 2020a) and definition of the
underlying voxel coordinate system used here.

Figure 2. A quarter of the slice 135.tif of the thermally treated Car-
rara marble μXRCT data set (Ruf and Steeb, 2020a). The cubes
show locations of the subvolumes considered in our analysis having
300 μm side (the green cube) and 600 μm side (the orange cube).
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(cracks and grains) having thin cracks and contact areas between
grains. At this stage, it is possible to find a small number of voxels
corresponding to one phase completely surrounded by voxels cor-
responding to the other phase. These isolated small number of vox-
els, or islands, would have negligible effects on the analyzed
physics and would still require an important number of mesh ele-
ments. For reducing the required mesh elements of the numerical
models, we segment as grains all the isolated pore space and as
pores all the isolated grains whose volume is lower than 50 voxels
(or 400 μm3 approximately) by using the module remove islands.
Figure 3 shows one slice of the segmented cube. Figure 5 shows the
segmented cubes that are formed only by the elastic solid grains
(transparent gray) and the pore space (blue). The latest corresponds
to the cracks initiated along the grain boundaries.

Meshing the numerical models

After the segmentation process, each segmented cube is con-
verted into a surface format in AVIZO using the generate surface
module. This module creates triangular elements on every surface
between the two segmented phases and on the boundaries of the
cubes. The total number of triangular elements constituting the sur-
faces is 0.9 million for the small model. In the case of the big model,
we implement the remesh surface module for reducing the number
of triangles (by increasing their sizes) from 6 to 1.8 million. The
model surfaces are exported as *.stl files. Note that, at this stage,
we have only the grain phase and cube boundaries meshed with
triangular elements.
We import the *.stl files in COMSOL Multiphysics version 5.5

directly into the mesh tab. The detect boundaries option is used,
using a minimum angle of 30° and keeping the default option for
the remaining parameters. This criterium properly imports the
smallest element of the surface mesh and avoids the intersection
between elements that can be created using the minimal elements
importing option. Then, the create domains module is applied be-
fore to create a free tetrahedral volumetric mesh. It assigns a domain
number to each closed surface. Given that for our model the grains
are fully connected, as well as the cracks, the number of domains is
two. The big model cannot be analyzed under glycerin saturation
conditions due to computational limitations and the extremely
coarse size for the tetrahedral elements is selected for the crack and
grain domains. Considering the attenuation mechanism intended to
be studied in our work, the energy dissipation takes place inside the
cracks. Therefore, the extremely fine size for the mesh is selected

Figure 4. Histograms of the gray intensity values of the raw
(green) and filtered (blue) images. The dotted red line corresponds
to the selected cutoff (selecting the voxels having gray intensity val-
ues in the red arrow direction) to create contact areas between grains
during the segmentation process.

Figure 3. Cross section (yz-plane) for x = 1974 of the small sub-
volume used in our analysis showing the image processing steps.
(a) Raw, (b) filtered, (c) segmented, and (d) meshed.

Figure 5. Cubes derived from the μXRCT images
with dimensions of (a) 300 μm side and (b) 600 μm
side showing the two segmented phases: the pore
space (blue) and the solid grain (transparent gray).
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inside the cracks for the small model, which will be analyzed under
glycerin saturation. For reducing the number of elements of the
mesh, the extremely coarse size of the tetrahedral elements is se-
lected for the grains. Figure 6 shows the mesh for the small model
colored by the skewness quality property, which is a measure of the
skew of the mesh element angles with respect to the ones of an ideal
element. The total number of elements is approximately 4.5 million
for the small model and 6.3 million for the big model. Quadratic
shape functions are used, and approximately 18 and 26 million de-
grees of freedom are solved for the small and big models, respec-
tively.

Numerical solution

We use the linearized, quasistatic Navier-Stokes equations to de-
scribe the laminar flow of a compressible viscous fluid inside the
cracks and pores, coupled with the quasistatic Lamé-Navier equa-
tions, for a linear elastic solid (Quintal et al., 2016, 2019). The equa-
tions are solved in the frequency domain, and the mathematical
formulation is described in Appendix B.
To emulate the deformation caused by either a P- or S-wave in

any direction, we apply an harmonic displacement perpendicular
(for a P-wave) or parallel (for a S-wave) to one boundary of the
model. In addition, we consider either drained or undrained boun-
dary conditions, as the pore space is completely filled with a fluid
(air or glycerin). For instance, for the P-wave in the z-direction
under drained conditions, no displacements in the x- and y-direction
are allowed on the grains at the lateral boundaries (i.e., no constrains
on the cracks allowing fluid flow at the boundaries) and no displace-
ments in any direction are allowed at the bottom boundary (i.e., the
boundary opposite to that where a perpendicular displacement is
applied). To obtain the undrained response we apply the same con-
ditions, but to both grains and cracks on the lateral boundaries. In
the case of the S-wave shearing the plane xz under drained condi-
tions, the displacements in the y-direction are set to zero on the
grains at the lateral boundaries and the displacements in all direc-
tions are set to zero at the bottom (opposite side). To obtain the
undrained response on the lateral boundaries too, we wrap the
model with a thin layer (2 μm) of a solid elastic material with prop-
erties K = 10 GPa and μ = 10 GPa.
After the numerical simulations, we can calculate the effective

complex P-wave (H) and S-wave (μ) moduli and the corresponding
seismic attenuation (Q−1) as (Lakes, 2009; Jänicke et al., 2015)

HiðωÞ ¼
hσiiðωÞi
hϵiiðωÞi

; (1)

μijðωÞ ¼
1

2

hσijðωÞi
hϵijðωÞi

; (2)

Q−1
H ðωÞ ¼ hIm½HðωÞ�i

hRe½HðωÞ�i ; (3)

Q−1
μ ðωÞ ¼ hIm½μðωÞ�i

hRe½μðωÞ�i ; (4)

Figure 6. Slice of the small numerical model
showing the mesh colored by the quality attribute
skewness. The inset shows the mesh inside the
cracks in colors and the one inside the grains in
gray.

Table 1. Material properties of the models (Mavko et al.,
2009; Pimienta et al., 2016).

Grains (calcite) Fluid (air) Fluid (glycerin)

KS ¼ 70 GPa KF ¼ 1 × 10−4 GPa KF ¼ 4.35 GPa

μ ¼ 30 GPa η ¼ 2 × 10−5 Pa · s η ¼ 1 Pa · s

Table 2. Velocities of the models in dry conditions.

Velocity Small model Big model Laboratory

Vx
P 4175 m/s 3830 m/s —

Vy
P 4310 m/s 4170 m/s —

Vz
P 3700 m/s 2675 m/s 1825 m/s

Vxy
S 2420 m/s 2430 m/s —

Vxz
S 2205 m/s 1970 m/s —

Vyz
S 2230 m/s 2005 m/s 1283 m/s
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Figure 7. Real part of the (a and b) P- and S-wave moduli, and (c and d) attenuation 1∕Q, in the x-, y-, and z-directions for the small model.

Figure 8. Fluid pressure in the pore space for the
whole small model (Figure 5) with (a and
c) drained and (b and d) undrained boundary con-
ditions as a response to compressional harmonic
tests in the vertical direction with a displacement
amplitude of 10−3 μm at (a and b) 104 Hz and (c
and d) 107 Hz.
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where hσijðωÞi and hϵijðωÞi represent the volumetric averages of
the stress and strain matrix components σij and ϵij, respectively,
for each angular frequency ω and the Re and Im operators extract
the real and imaginary parts of a complex number.
The sizes of the studied numerical models are limited by the hard-

ware used to solve the equations. The simulations are performed for
seven frequencies from 104 to 107Hz using the direct solver PAR-
DISO (Schenk and Gärtner, 2004). For the biggest model consid-
ered in this analysis, 800 GB of RAM are used taking 2 h to solve
the equations at each frequency.

RESULTS

To analyze the model-size effects on the P- and S-wave velocities,
we compare the results from the full model (the big model) with
those obtained from a subvolume of it (the small model). The veloc-
ities are computed in the three Cartesian directions to analyze po-
tential anisotropic effects and also compared with those obtained
from ultrasonic measurements in the laboratory. Then, we analyze
the P- and S-wave moduli dispersion and attenuation due to squirt
flow for the small model fully saturated with glycerin having either
drained or undrained boundary conditions.

Dry conditions

The harmonic numerical test is applied in shear and compres-
sional modes in all three Cartesian directions considering the big
and small models presented in Figure 5. We use air properties
for the material filling the cracks (Table 1) and a frequency of
106 Hz, to be consistent with existing ultrasonic measurements per-
formed on a sibling sample. Considering a grain density of calcite,
ρg ¼ 2700 kg∕m3, and a porosity of 4% obtained as the ratio be-
tween the volume occupied by the cracks and the volume of the
model, we calculate as the weighted average a bulk density for
the air-saturated models of ρbulk ¼ 2590 kg∕m3. We compare the
numerical results with the ultrasonic P- and S-wave velocities mea-
sured on the whole cracked sample (with a diameter of 29 mm and a
length 72.5 mm) in dry and unconfined conditions. Table 2 shows
these velocities. In general, the numerically obtained velocities
exhibit a clear tendency toward lower magnitudes when increasing
the model size. Much lower magnitudes can be observed for the
velocities measured at the laboratory on the whole sample.

Saturated conditions

To quantify the dissipation taking place in the fluid filling the
cracks of the small model, we follow the numerical methodology
previously described. Table 1 shows the material properties used for
the grain material (calcite) and fluid in the cracks (glycerin), which
are assigned to the two phases. The compressibility contrast be-
tween the cracks having different orientations and aspect ratios, pro-
vided that they are hydraulically connected, induces fluid pressure
gradients between them. During the consequent fluid pressure dif-
fusion, friction in the viscous fluid dissipates energy. The real part
of the P- and S-wave moduli and the corresponding attenuation in
the three Cartesian directions for the small model are presented in
Figure 7. At frequencies higher than 105 Hz, significant P- and S-
wave moduli dispersion and attenuation can be observed. It can also
be observed that the maximum attenuation is slightly higher for the
S-wave than for the P-wave. This is due to the fact that, such as

during the hemicycle of a wave, the shear test produces a maximum
compression on the cracks oriented at 45° from the incidence direc-
tion and those oriented at −45° suffer a maximum dilatation. As a
result, a higher fluid-pressure gradient is generated compared to that
generated by the compressional test that only compresses the
cracks. In addition, drained boundary conditions increase the P-
wave modulus dispersion and attenuation in the vertical direction
for the considered frequency range. In the case of the shear test,
drained boundary conditions show results that are more similar
to those for undrained boundary conditions.
To better illustrate the squirt flow process, Figure 8 shows the fluid

pressure in the pore space with drained and undrained boundary con-
ditions, as a result of the applied compressional harmonic test in the
vertical direction with a displacement amplitude of 10−3 μm at 104

and 107 Hz. In addition, in Figure 9, a slice of the model shows the
fluid pressure in the cracks and the energy dissipation rate (Winter,
1987) at 107 Hz calculated as

DðωÞ ¼ 2ηð_ϵ2xx þ _ϵ2yy þ _ϵ2zz þ 2_ϵ2xy þ 2_ϵ2xz þ 2_ϵ2yzÞ

−
2

3
ηð_ϵxx þ _ϵyy þ _ϵzzÞ2; (5)

Figure 9. (a and b) Fluid pressure Pf and (c and d) energy dissi-
pation rate D on the plane xz at y ¼ 3.28 × 10−3 m for the consid-
ered model with (a and c) drained and (b and d) undrained boundary
conditions as a response to a compressional harmonic tests in the
vertical direction with a displacement amplitude of 10−3 μm at
107 Hz.
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where a dot on top of a variable implies the multiplication of the var-
iable by iω. The approximately horizontal cracks exhibit the highest
fluid-pressure values (the warm colors), whereas the more vertically
oriented cracks are less affected by the deformation in the vertical di-
rection, resulting in lower fluid pressure. The dissipation exhibits
maximum magnitudes where the fluid pressure gradients are maxi-
mum. In general, the results are similar for both considered boundary
conditions except for the cracks located close to the boundaries. When
drained boundary conditions are considered, the high fluid pressure in
those cracks can partially equilibrate toward the exterior of the model;
consequently, stronger dissipation can be observed. Figures 10 and 11
show the fluid pressure in the pore space and the energy dissipation
rate for the shear test. It is possible to observe (better in Figure 11) the
maximum fluid pressure in the cracks with inclinations close to 45°,
whereas cracks with orientations closer to −45° show negative fluid
pressure. The fluid pressure diffusion working to equilibrate the pres-
sure gradients between the cracks is responsible for the energy dis-
sipation shown in Figure 7. The dissipation for both considered
boundary conditions is similar, which is in agreement with the
dispersion and attenuation curves in Figure 7. Overall, both illustrated
frequencies in Figures 8 and 10 are lower than the one corresponding
to the attenuation peak due to squirt flow; consequently, small
differences for the fluid pressure gradients can be observed between
them, with the highest pressures occurring at 107 Hz.

DISCUSSION

The numerically calculated velocities for dry conditions (Table 2)
tend to be smaller for the big model. However, the velocities for big
and small models are similar in comparison with the ones obtained
from laboratory measurements, which are much smaller. This sig-
nificant discrepancy to the laboratory measurements can be ex-
plained by the fact that even the big model cannot be considered
as an representative element volume (REV), as well as, by the pres-
ence of small cracks in the rock that are not recovered by the im-
aging process. The first argument is also supported by the general
reduction of the velocities from the small model to the big model.
Moreover, the P-wave velocity in the z-direction (Vz

P) for the big
model presents a substantial reduction with respect to the small
model. This suggests the predominant presence of horizontal cracks
when increasing the model size. In addition, from the volume
change of the whole samples after thermal treatment, a 2.05%
porosity increment was estimated. In the case of the numerical mod-
els, we obtain 3.98% and 4.06% of porosity for the small and big
models, respectively. These differences are likely associated with an
overestimation of the crack aperture in our segmentation procedure
as well as with the fact that the models cannot be considered as
an REV.
The results for the fluid-saturated small model show higher at-

tenuation magnitudes for the shear test than for the compressional
ones. These observations are in agreement with
those obtained by Rubino et al. (2017) for 2D
models having orthogonal connected fractures
and by Hunziker et al. (2018) for isotropic 2D
models having stochastic distributions of frac-
tures. Although they model mesoscopic scale frac-
tures represented as poroelastic media, their
results for fracture-to-fracture fluid pressure diffu-
sion are analogous to squirt flow in interconnected
cracks as shown by Quintal et al. (2016).
The compressional and shear tests on our

model exhibit significant attenuation at frequen-
cies higher than 106 Hz (Figure 7). From the ten-
dency of the curves, the squirt flow characteristic
frequency of the considered model and material
properties is expected to occur at frequencies
higher than 107 Hz at which other attenuation
mechanisms could prevail (such as scattering and
Biot’s global flow). However, as predicted in
analytical solutions (e.g., Mavko and Jizba,
1991; Dvorkin et al., 1995; Gurevich et al.,
2010), the characteristic frequency is propor-
tional to the cube of the aspect ratio of the com-
pliant cracks. This means that, if the cracks are
thinner than the ones segmented in this work, the
characteristic frequency would be at lower
frequencies. That would be expected for labora-
tory measurements on the saturated samples
given that they must present smaller crack aper-
tures than the ones of our model, which were lim-
ited by the underlying maximum spatial
resolution of the used μXRCT system (i.e., the
voxel size of 2 μm).
For fully saturated porous samples, an attenu-

ation peak associated with the drained-undrained

Figure 10. Fluid pressure in the pore space for the whole small model (Figure 5) with (a
and c) drained and (b and d) undrained boundary conditions as a response to shear har-
monic tests in the plane xzwith a displacement amplitude of 10−3μm at (a and b) 104 Hz
and (c and d) 107 Hz.
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transition has been reported in laboratory measurements (e.g.,
Pimienta et al., 2015b; Chapman et al., 2019). The characteristic
frequency associated with the drained-undrained transition is com-
monly found at significantly lower frequencies than the one corre-
sponding to squirt flow because it is mainly controlled by different
properties, such as permeability and sample length, and it occurs at
the mesoscopic (sample) scale (Pimienta et al., 2016). The seismic
attenuation observed in our study for the models with drained boun-
dary conditions occurs at a similar frequency range than that of the
models with undrained boundary conditions because, in both cases,
the characteristic frequency is controlled by the crack aspect ratio,
leading to an increase in the (squirt) flow process. The attenuation
observed for the compressional test was significantly higher for the
model with drained boundary conditions due to local fluid pressure
diffusion taking place in the cracks close to the model boundaries.
In the case of the shear test, minor differences were found between
the models with drained and undrained boundary conditions.

CONCLUSION

We presented a complete and detailed workflow for estimating
frequency-dependent seismic attenuation and velocity dispersion
due to squirt flow based on μXRCT images of rock samples. For
that, we first built numerical models by processing and segmenting
a subvolume of μXRCT data set, here that of a cracked Carrara mar-

ble sample. We then numerically computed, using the finite-element
method, the effective P- and S-wave velocities in all three Cartesian
directions for two models of different sizes, the small model being a
subvolume of the big one. The models were considered dry, or sa-
turated with air, for these first measurements performed at 106 Hz.
Although the P-wave velocity in the z-direction shows a consider-
able discrepancy, presumably due to the preferential presence of
horizontal cracks, all the other velocities present a small reduction
when increasing eight times the model size. Overall, the model
velocities present an approximately isotropic behavior. In addition,
the numerically estimated velocities are considerably higher than
the ones estimated by laboratory measurements. This is because
the numerical models are much smaller than the REV size and
the presence of small cracks that are not recovered by the imaging
and segmentation processes.
The small model was also analyzed fully saturated with glycerin,

considering drained and undrained boundary conditions in a fre-
quency range from 104 to 107 Hz. Significant P- and S-wave attenu-
ation caused by squirt flow was observed at frequencies greater than
106 Hz. Moreover, the S-wave attenuation was higher than the P-
wave attenuation. An increase in P-wave attenuation, accompanied
by a reduction in the P-wave modulus, was observed when consid-
ering drained boundary conditions because these open boundaries
also caused squirt flow in the cracks that are directly connected to
the boundaries. We found minor differences in the S-wave attenu-
ation when comparing drained and undrained boundary conditions.
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APPENDIX A

SAMPLE IMAGING

The scan of the sample is performed in a self-built, modular
μXRCT system using an open microfocus tube FineTec FORE
180.01C TTwith a tungsten transmission target from Finetec Tech-
nologies GmbH, Germany, in combination with a Shad-o-Box 6K
HS detector with a CsI scintillator option from Teledyne DALSA
Inc., Waterloo, Ontario, Canada. The latter provides a resolution of
2940 × 2304 pixels by a pixel pitch of 49.5 μm. For more details
about the system; see Ruf and Steeb (2020b). The geometric mag-
nification is set to 24.78, which leads to the highest achievable spa-
tial resolution of approximately 50 linepairs/mm of the system and
results in a voxel size of 2 μm. With this setting, the corresponding
field of view is 5.88 mm in the horizontal direction and 4.61 mm in
the vertical direction. Consequently, the sample can be scanned over
the entire diameter of 5 mm and basically allows the definition and

Figure 11. (a and b) Fluid pressure Pf and (c and d) energy dis-
sipation rate D on the plane xz at y ¼ 3.28 × 10−3 m for the con-
sidered model with (a and c) drained and (b and d) undrained
boundary conditions as a response to a shear harmonic tests in
the plane xz with a displacement amplitude of 10−3 μm at 107 Hz.
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extraction of an appropriate REV. The XRCT data set and the re-
lated metadata (scan settings) are published (Ruf and Steeb, 2020a).

APPENDIX B

MATHEMATICAL FORMULATION

We use the linearized, quasistatic Navier-Stokes equations, to de-
scribe the laminar flow of a compressible viscous fluid inside the
cracks and pores, coupled with the quasistatic Lamé-Navier equa-
tions, for the linear elastic solid grain (Quintal et al., 2016, 2019).
The conservation of momentum is

∇ · σ ¼ 0; (B-1)

where σ is the total stress tensor. In general, each material point can
either be occupied by the fluid or the solid phase. Thus, the stress
tensor can be written as the sum of the contributions of the solid and
the fluid

σ ¼ σS þ σF: (B-2)

The generalized constitutive equation in the frequency domain is
given by

σ ¼ KStrðϵSÞIþ 2μdevðϵSÞ þ KFtrðϵFÞIþ 2iωηdevðϵFÞ;
(B-3)

where KS and μ are the bulk and shear moduli of the solid phase,
respectively, KF and η are the bulk modulus and the shear viscosity
of the fluid phase, respectively, ϵS and ϵF are the solid and fluid
strain tensors, respectively, tr and dev are the trace and the devia-
toric operators, I is the identity tensor, ω is the angular frequency,
and i is the imaginary unit. Acceleration terms are neglected, and
squirt flow is the only possible cause for dissipation.
The generalized constitutive equation B-3 is valid for the solid

and the fluid domain because it is reduced to Hooke’s law in
the elastic matrix,

σS ¼ KStrðϵSÞIþ 2μdevðϵSÞ; (B-4)

and inside the cracks is reduced to

σF ¼ KFtrðϵFÞIþ 2iωηdevðϵFÞ: (B-5)

Combining equations B-1 and B-5 yields the quasistatic, linearized
Navier-Stokes equation.
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