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Abstract 

The large CD4+ T cell diversity is a major determinant of HIV infection success. On top of 

that, individual sex and age shape the immune response as well as the immune cell type 

distribution. Importantly, ex vivo experiments showed that sex affected HIV replication 

in people living with HIV (PWH), with viral transcription being reduced in women. 

Although novel technologies enabling to explore cellular heterogeneity at the single-cell 

level allowed for further comprehensive understanding of HIV biology, precise view of 

cellular features needed in a permissive cell is still lacking. To this aim, we analyzed this 

permissiveness spectrum from individual and cellular angle.  

We investigated sex- and age-based differences in permissiveness and identified 

molecular determinants associated with cell activation potency. For this, we stimulated 

primary CD4+ T cells from 20 HIV-negative blood donors over a total period of 6 days 

and infected them every 24h with HIV-based vectors pseudotyped with VSV-G or native 

HIV envelopes. Infection levels were assessed by flow cytometry and identified an 

increased susceptibility to HIV between 24 and 72h post-stimulation. Sex- and age-

based analyses at these time points showed an increased susceptibility to HIV in males 

and in donors aged 50 years or more. Parallel assessment of surface marker expression 

revealed expression in increased cell numbers of activation markers and immune check 

point inhibitors in donor cells displaying increased permissiveness to HIV, as well as a 

positive correlation between marker expression and infection kinetics. Transcriptomic 

analyses further highlighted genes involved in activation and cell cycle in male and older 

donor cells, consistent with a role for cell stimulation in these differences. 

In the second approach, we took advantage of single-cell RNA-Seq to investigate 

evolution of CD4+ T cell subtype distribution upon activation and compare it with HIV 

susceptibility assessed by flow cytometry. Our data suggest that most cells were 

permissive in early activation, when the frequency of activated/proliferating cells was 

the lowest. Assessment of HIV RNA expression allowed to identify infected cells: in early 

activation time, all proliferating cells were HIV+ while naïve, central memory and 

regulatory T cells were heterogeneously infected. Projection of their transcriptomic 

signature on HIV non-exposed cells enabled the identification of a signature of 53 genes, 

that are downregulated in permissive cells and highly expressed in non-permissive cells, 

consistent with a role in antiviral response, innate immunity and response to IFN-.  

Altogether, this work shows that addressing cellular and individual-linked heterogeneity 

allows refining our understanding of HIV biology. Identification of features 

characterizing permissive cells linked to cellular activation may help uncover novel 

players involved in viral latency and their association with reactivation potency, and 

hopefully ultimately leading to specific reservoir eradication strategies.  



 
 

  



 
 

Résumé 

L’importante diversité des cellules T CD4+ a été démontrée comme étant un facteur 

majeur du succès d’infection du VIH. De plus, le sexe et l’âge d’un individu influent sur la 

distribution des cellules immunitaires et la réponse engendrée. Notamment, le sexe a été 

montré comme impactant la réplication du VIH chez les personnes vivant avec le VIH 

dans des expériences ex vivo, avec une transcription virale réduite chez les femmes. Bien 

que de nouvelles technologies aient permis d’explorer l’hétérogénéité cellulaire sur des 

cellules uniques, nous rapprochant ainsi d’une compréhension globale de la biologie du 

VIH, une image complète et précise des caractéristiques cellulaires nécessaires à la 

cellule permissive manque toujours. Pour cela, nous avons analysé le spectre de 

permissivité du point de vue de l’individu et de la cellule.  

Nous avons étudié les différences de permissivité au VIH basées sur le sexe et l’âge et 

exploré le lien avec la capacité d’activation cellulaire. Pour cela, chaque 24h pendant six 

jours, nous avons infecté des cellules T CD4+ provenant de donneurs négatifs au VIH, en 

utilisant des vecteurs viraux basés sur le VIH, pseudotypés avec une enveloppe VSV-G ou 

native du VIH, et avons mesuré le niveau d’infection par cytométrie de flux. Nous avons 

pu observer que les cellules étaient les plus permissives entre 24 et 72h après 

stimulation et que celles provenant d’hommes et d’individus âgés de 50 ans ou plus 

montraient une susceptibilité au VIH supérieure durant cette fenêtre temporelle. En 

parallèle, la mesure de marqueurs de surface a montré une plus grande expression de 

marqueurs d’activation et d’épuisement dans les cellules de donneurs les plus 

permissives, ainsi qu’une corrélation entre les cinétiques d’expression et d’infection. Des 

analyses transcriptomiques ont souligné le rôle de l’activation dans ces différences, du 

fait de l’enrichissement de groupes de gènes liés à l’activation et au cycle cellulaire chez 

les catégories de donneurs les plus permissives. 

Avec la deuxième approche, nous avons utilisé du séquençage d’ARN sur cellules 

uniques pour étudier l’évolution de la composition de cellules T CD4+ au cours de 

l’activation, que nous avons comparé à des données de susceptibilité au VIH obtenues 

par cytométrie de flux. Nous avons vu que la plupart des cellules étaient permissives au 

début de l’activation, au moment où la fréquence de cellules activées/proliférantes était 

la plus basse. En mesurant la production d’ARN du VIH au début de l’activation, toutes 

les cellules proliférantes comportaient le VIH alors que les naïves, mémoires centrale et 

régulatrices présentaient des niveaux d’infection hétérogènes. Projeter leur signature 

transcriptomique sur des cellules non-exposées au VIH a permis l’identification d’une 

signature de 53 gènes, peu exprimés dans les cellules permissives et plus fortement dans 

les cellules résistantes, qui sont impliqués dans la réponse antivirale, l’immunité innée 

et la réponse à l’IFN-. 

En conclusion, ce travail montre qu’approcher l’hétérogénéité au niveau de la 

distribution de sous-types cellulaires liée à l’individu permet d’affiner notre 

compréhension de la biologie du VIH. Identifier les caractéristiques des cellules 

permissives associées à l’activation pourrait permettre de révéler de nouveaux acteurs 

impliqués dans les mécanismes de latence ou de réactivation, et mener à terme à 

l’élimination ciblée du réservoir.  
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I. Introduction 

A. HIV identification 

In December 1981, the New England Journal of Medicine reported multiple cases of 

young men having sex with men (MSM) diagnosed with Pneumocystis jirovecii 

pneumonia or Kaposi sarcoma, which are diseases usually limited to 

immunocompromised individuals [1-5]. In 1982, the term acquired immunodeficiency 

syndrome (AIDS) was used for the first time as there was enough evidence to describe 

the new illness, characterized by impaired immunity and opportunistic infections 

without known cause [6]. At the same time, the multiplication of young MSM presenting 

marked CD4+ T cell depletion across the USA, in New York and in California, argued for 

an infectious etiology. 

In 1983, Françoise Barré-Sinoussi from Luc Montagnier’s lab at Pasteur Institute (Paris, 

FR) identified the presence of viral particles budding from infected lymphocytes from a 

young homosexual man presenting pre-AIDS symptoms [7]. The same study also 

evidenced reverse transcriptase in the lymph node biopsy, hinting at infection with a 

retrovirus. The lack of cross-reactivity with human T cell leukemia virus type 1 (HTLV-1, 

another human retrovirus) antiserum led to the hypothesis that AIDS was caused by a 

distinct retroviral agent, which was named lymphadenopathy-associated virus (LAV). In 

the same Science issue, Robert Gallo’s team also reported the isolation of an HTLV-

related virus from an AIDS individual that he called human T cell leukemia virus type 3 

(HTLV-III) [8]. One year later, an independent study by Levy and colleagues at the 

California Department of Health Services (Berkeley, US-CA), outlined the presence of a 

virus that cross-reacted with LAV antiserum in 22 individuals diagnosed with AIDS, that 

was named AIDS-associated retrovirus (ARV) [9]. As LAV, HTLV-III and ARV were later 

recognized as being the same virus, the International Committee on Taxonomy of 

Viruses adopted in 1986 the name of human immunodeficiency virus (HIV) to refer to 

the AIDS etiological agent, as suggested by a consensus of scientists [10].  

Since the start of the epidemic, and in absence of a sterilizing cure, HIV has infected 85.6 

million people and 40.4 million people have died of AIDS-related illnesses [11]. 

  

B. HIV pathogenesis 

HIV transmission occurs through body fluids, either horizontally via sexual contact or 

direct blood contamination via infected material, or vertically from mother-to-child. 

Sexual transmission route accounts for most HIV acquisitions, with heterosexual contact 

estimated to account for 70% of HIV cases worldwide despite its low efficiency. Indeed, 

in absence of antiretroviral therapy (ART), male-to-female and female-to-male 

transmission rates are estimated to be 0.08-0.38% and 0.04-0.3% per contact, 

respectively [12]. Homosexual contacts present higher rates of HIV acquisition with up 

to 1.43% for receptive anal intercourse and 0.62% for the insertive one [13]. Risk 

factors such as pre-existing coinfection, pro-inflammatory environment, hormone levels 

and microbiota composition can increase transmission likelihood, with male-to-female 
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transmission reaching up to 10% and insertive homosexual contact up to 33% [14]. HIV 

can also be acquired via direct exposure of bloodstream to contaminated material such 

as needles, syringes or other drug injection equipment, with a risk estimated to be 

around 0.63% [15]. Finally, HIV can be transmitted from a mother to her baby during 

pregnancy, at birth or by breastfeeding, with an estimated risk of 15-30% [16].  

Mucosae are the main HIV transmission sites, as reproductive or gastrointestinal tracts 

are the main acquisition routes [17]. HIV directly reaches submucosa by disrupting tight 

junctions between epithelial cells and targets a subset of dendritic cells (DCs) 

specifically present in the epithelium of the skin and mucosa (Langerhans cells, LCs) 

(Fig.1A) [14, 18]. LCs can either (i) internalize virions via langerin, partially degrading 

them or (ii) undergo productive infection, through CD4- and CCR5-mediated entry [14, 

18]. HIV is subsequently transmitted to DCs present at the submucosa, which migrate 

into lymphoid organs that are naturally enriched with CD4+ T cells and macrophages, 

where HIV is disseminated. HIV cell transmission occurs either via productive infection, 

as in vaginal DCs that can sustain HIV replication, or via recipient cell through virion 

attachment to C-type lectin surface receptors, such as monocyte-derived DCs that harbor 

a high antiviral cellular environment, which then bring it in close proximity from 

susceptible cells [14]. Of note, cell-associated transmission by virological synapses is a 

more efficient mechanism than cell free-virion.  

The clinical course of HIV infection varies between individuals but typically starts with 

flu-like symptoms for up to three months after primary infection and is the result of viral 

replication and high viral load (Fig. 1B) [19]. The peak of viremia is associated with a 

first rapid decay in CD4+ T cell counts, as they are the main cell type supporting HIV 

replication. This stage corresponds to the acute phase of infection and is also the phase 

where HIV widely disseminates across the lymphoid organs. During the second stage of 

infection, the chronic phase, viremia is somehow stabilized to a viral load setpoint, while 

CD4+ T cell counts progressively decline. This phase lasts for up to ten years after 

primary infection and corresponds to clinical latency. AIDS occurs at the last stage of 

infection when CD4+ T cell counts are lower than 200 cells/µL, marking severe 

immunosuppression, resulting in increased viremia and infections by opportunistic 

pathogens, ultimately leading to death of the infected individual. 
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Figure 1: HIV infection. (A) HIV sexual transmission: HIV crosses the epithelial 

barrier of the mucosa to target LCs, DCs, CD4+ T cells or macrophages at the 

submucosal epithelium level, where it can establish a productive infection or bind C-

type lectin receptor from DC. It further disseminates to the lymph nodes by DC 

carriage or migration of infected cells. Adapted from Wu and Kewalramani [20]. (B) 

HIV clinical progression: plasma HIV RNA levels (red) rapidly peak upon HIV 

acquisition, causing a first drop in CD4+ T cell counts (blue) during the acute phase, 

typically occurring in the first 9-12 weeks. In the chronic phase, the viremia is 

controlled to a stable level, corresponding to the setpoint viral load. This results in the 

progressive decline of CD4+ T cells. After 7-10 years on average, CD4+ T cell counts 

are < 200 cells/µL, triggering AIDS onset and leading to opportunistic pathogen 

infections, ultimately resulting in death of the individual. From An and Winkler [21]. 

LC, Langerhans cell; DC, dendritic cell; AIDS, acquired immunodeficiency syndrome. 
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C. HIV therapy and epidemiology 

The first treatment for HIV infection, zidovudine (or AZT), was approved by the Food 

and Drug Administration (FDA) in 1987 and was directed against one of the three virus 

enzymes. It is a thymidine analog and functions as nucleoside reverse transcriptase 

inhibitor (NRTI) that blocks synthesis of proviral DNA by competitive inhibition and 

chain termination, therefore preventing DNA integration into the host genome and 

subsequent generation of novel viral particles. Since then, other NRTIs were approved, 

but none were able to stop HIV infection in the long term, resulting in viremia rebound 

and emergence of resistance mutations. In 1995, saquinavir, the first protease inhibitor 

(PI) entered the market [22]. This latter restricts cleavage of the viral polyprotein and 

therefore maturation into infectious viral particles. However, mutations conferring drug 

resistance emerged as well, indicating that monotherapies were ineffective. To 

overcome this issue, a higher selection pressure needed to be exerted by antivirals on 

HIV, hence the idea in 1997 of a combined antiretroviral therapy (cART, or now simply 

ART) targeting concomitantly both viral enzymes (reverse transcriptase and protease) 

with three antiviral inhibitors. The introduction of cART completely transformed the 

pandemic evolution, changing from an ultimately lethal condition to a chronic disease 

with survival of people with HIV (PWH) [22]. cART was originally composed of a 

combination of three antiviral drugs, such as two NRTIs and one PI. Today, there are 

additional classes of inhibitors that can be included in ART, with improved tolerability 

and allowing for personalized and adapted treatment. These include non-nucleoside 

reverse transcriptase inhibitors (NNRTIs), entry inhibitors (EIs) and integrase strand 

transfer inhibitors (INSTIs) [22].  

However, despite its efficiency, ART does not provide a sterilizing cure and must thus be 

taken life-long to guarantee viral suppression (< 50 RNA copies/mL plasma). Indeed, if 

antiretroviral treatment is interrupted, viral rebound is observed, suggesting the 

persistence of HIV-infected cells in the body of PWH [23]. As of today, ART is still the 

gold standard treatment and current research efforts are being made to further reduce 

toxicity and develop long-acting drugs. For example, in 2021, Cabenuva, which consists 

of a combination of cabotegravir (INSTI) and rilpivirine (NNRTI), became the first FDA-

approved intramuscular antiretroviral drug only requiring a monthly injection [24]. 

Forty years after its discovery, and in absence of a sterilizing cure, HIV is still an 

important public health concern, with 39 million people currently living with HIV and 

1.3 million novel infections as of 2022 [11]. Moreover, 25% of infected people do not 

have access to ART and 15% are not even aware of their seropositive status. Although 

significant efforts have been undertaken in HIV prevention, detection and care, AIDS still 

accounted for 630,000 deaths in 2022. To end the pandemic by 2030, the United Nation 

adopted in 2021 the Global AIDS Strategy 2021-2026 [25]. The heart of the program is 

ending inequalities by enlarging equitable access to people-centered HIV services, 

diminishing societal barriers preventing HIV goals and providing more financial means 

towards response to HIV regarding health, social protection and human rights. In 

addition, the current strategy aims at achieving the 95-95-95 targets by 2025, i.e. 95% of 
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PWH being aware of seropositivity, 95% of PWH aware of their status being under ART 

and 95% of PWH under ART displaying suppressed viral loads [26].  

Two types of HIV exist, HIV-1 (hereafter abbreviated HIV), which is responsible for the 

pandemic infection, and HIV-2 that accounts for one to two million PWH, mainly in West 

Africa [27]. Both types induce a similar disease, although HIV-2 results in slower 

progression and lower viral loads. HIV is divided into groups M, N, O and P, that are 

thought to result from independent zoonotic transmissions, with more than 90% cases 

caused by group M, which is itself composed of distinct subtypes A, B, C, D, F, G, H, J, K 

and L, whose prevalence differs worldwide [28, 29]. The highest genetic diversity is 

found in West Africa, where subtypes A, C and D are dominant. Subtype B predominates 

in Europe, North America and Australia, while subtype A is most prevalent in East Africa 

and Russia, and subtype C in Southern Africa and India. 

 

D. HIV structure and life cycle 

HIV is an enveloped virus of the genus Lentivirinae belonging to the Retroviridae family. 

It harbors two copies of single-stranded positive-sense RNA genome that are protected 

by a capsid. The 9.2 kb-long HIV genomic RNA organization consists of 9 sense open 

reading frames (ORFs) that code for 15 proteins (Fig. 2). Although less understood, the 

viral genome can also produce an antisense protein (ASP), generated from the 3’ long 

terminal repeat (LTR) [30]. The three main ORFs code for structural proteins and 

enzymes that are essential to produce infectious particles and hence establish 

productive infection: group-specific antigens (gag), polymerase (pol) and envelope (env) 

[31]. Gag (Pr55) polyprotein is incorporated into the budding particle and cleaved by 

the viral protease into matrix (MA/p17), capsid (CA/p24), nucleocapsid (NC/p7) and p6, 

while Gag-Pol (Pr160) polyprotein also produces protease (PR), reverse transcriptase 

(RT) and integrase (IN) upon cleavage. Env (gp160) is cleaved by the cellular furin into 

surface glycoprotein (SU/gp120) and transmembrane protein (TM/gp41) before 

reaching the cell membrane. The remaining ORFs code for two regulatory proteins and 

four accessory ones. The regulatory proteins are trans-activator of transcription (Tat) 

and regulator of expression of virion proteins (Rev), which enhances viral transcription 

and promotes nuclear export of transcripts, respectively. The four accessory proteins, 

viral infectivity factor (Vif), virus protein U (Vpu), virus protein R (Vpr) and negative 

factor (Nef) increase virus infectivity and help escape host cellular immune response 

[32]. LTR present at both 5’ and 3’ ends of the viral genome are direct identical 

sequences that contain regulatory promoter regions, as well as sequences necessary for 

reverse transcription and subsequent integration of viral genome into the host 

chromosome [33]. Finally, the genome also contains a packaging signal (ψ) sequence 

which is a cis-acting RNA element interacting with NC to incorporate the viral RNA 

genome into newly formed virions [34].  
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Figure 2: HIV genomic and structural composition. The proviral genome is composed 

of 9 sense ORFs (upper panel). Gag, pol and env code for essential proteins involved in HIV 

replication that are cleaved before or after virion incorporation (lower panel): gag for MA, 

CA, NC and p6; pol for PR, RT and IN; and env for gp120 and gp41. Tat and rev code for 

regulatory proteins involved in transcription enhancement and export. Vif, vpr, vpu and 

nef code for accessory proteins that are not essential for viral replication but are involved 

in viral pathogenesis. The LTR sequences are subdivided into unique 3’ (U3), repeated (R) 

and unique 5’ (U5) regions, and contain transcription factor binding sites, transcription 

initiation site, enhancer and regulatory regions. Ψ sequence allows encapsidation of two 

viral RNA genome copies into nascent viral particles. ORF, open reading frame; MA, 

matrix; CA, capsid; NC, nucleocapsid; BP, budding protein; PR, protease; RT, reverse 

transcriptase; IN, integrase; LTR, long terminal repeat.  

The presence of the cluster of differentiation 4 (CD4) receptor on CD4+ T cells, DCs and 

macrophages designates them as primary cellular targets for HIV infection. Binding of 

the docking glycoprotein (gp120) to CD4 initiates gp120 conformational change, 

enabling subsequent binding to a chemokine co-receptor, mainly CC chemokine receptor 

type 5 (CCR5) or CXC chemokine receptor type 4 (CXCR4). This latter triggers a second 

conformational change that allows gp41 exposure and ultimately the fusion of the viral 

envelope with cell membrane (Fig. 3A) [35].  

Subsequently, the capsid is delivered into the cytoplasm of the host cell, where the 

genomic RNA starts to be reverse transcribed into dsDNA. Upon complete extension, the 

so-formed viral linear dsDNA (vDNA) is longer than the RNA genome: indeed, RNA has 

two distinct ends (U3-R in 3’ and R-U5 in 5’), which are duplicated during reverse 

transcription to become U3-R-U5 at both ends of vDNA, forming the LTRs [36].The vDNA 

associates with viral and host proteins, including IN to compose pre-integration complex 

(PIC), which is followed by nuclear importation of the capsid to the nucleus through 

nuclear pore [37, 38]. There, the capsid disassembles and vDNA integrates into the host 

7



 
 

genome [39]. This step is crucial for productive replication, i.e. enabling transcription 

and expression of all viral products.  

Viral transcription occurs as a two-step process relying on a positive-feedback loop (Fig. 

3B). HIV mRNAs are produced by alternative splicing and exist under three major forms: 

unspliced (US) transcripts which are ~9 kb long and consist of the viral genome as well 

as encoding gag-pol ORFs, incompletely or singly spliced (SS) transcripts which are ~4 

kb long and contain, env, vif, vpr and vpu genes, and completely or multiply spliced MS 

transcripts which are ~1.8/2 kb long and contain tat, rev and nef genes. During the early 

phase, only the 1.8/2 kb MS variants can exit the nucleus, allowing the synthesis of Tat 

and Rev: Tat enhances HIV transcription by binding to transactivation-responsive region 

(TAR, located downstream of 5’ LTR), and Rev promotes export to the cytoplasm of 4 

and 9 kb transcripts by binding to Rev-responsive element (RRE). This biphasic process 

ensures that all viral proteins are synthesized during the late phase, and that the RNA 

genome is exported to the cytoplasm [40, 41]. 

Viral transcription and translation rely on host cell machineries. Viral protein assembly 

and RNA genome incorporation take place at the surface of the host cell, where viral 

particles bud and are released [42]. Maturation occurs through cleavage of polyprotein 

precursors by the viral protease, resulting in fully mature and infectious virions.  

The complete replication cycle typically lasts 24 to 48h, with release of viral particles 

starting as early as 18h post-infection (p.-i.) [43].  

As for all viruses, infection success relies on virus-host interactions. These will be 

essential for viral tropism determination, for cellular factors hijacked and exploited by 

the virus to promote its own replication, and for the capacity of the virus to overcome 

innate immune defense of the target cell. The following chapters will provide a few 

insights on these topics and a better understanding of cell permissiveness to HIV 

infection.  
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Figure 3: HIV life cycle. (A) Binding of HIV gp120 to CD4 and CCR5 or CXCR4 co-receptor allows fusion between viral 

and cellular membranes via consecutive conformational rearrangements of gp120 and gp41. This enables viral core 

entry into the cytoplasm. On its way to the nucleus, viral RNA undergoes reverse transcription into viral double-

stranded DNA, which will be integrated into the host genome through the action of integrase. Host cell machinery is 

then exploited to produce viral mRNAs and proteins. Viral proteins and RNA genome assemble and bud at the cell 

membrane. Precursor Gag and Gag-Pol proteins are then processed by the protease during the maturation step in 

order to form infectious particles. (B) Viral transcript regulation occurs as a positive-feedback loop. HIV transcripts 

exist under three forms: US, (~9 kb), SS, (~4 kb) and MS, (~1.8/2 kb). Only the MS transcript can exit the nucleus 

during the early phase, which leads to Rev, Tat and Nef synthesis. Tat enhances transcription rate through TAR 

binding and Rev binding to RRE allows exit of the two other alternative splice forms during the late phase. At this 

stage, all HIV proteins can therefore be synthesized, and the US RNA genome can be exported to the cytoplasm. 

Adapted from Karn and Stoltzfus [40]. US, unspliced; SS, singly spliced; MS, multiply spliced; TAR, Trans-Activating 

Region; RRE, Rev-Responsive Element. 

 

E. HIV tropism and envelope specificity 

HIV entry mechanism is a dynamic process that evolves over the course of clinical 

progression. HIV entry is mediated by primary engagement of CD4 receptor that is 

expressed on T cells, monocytes, macrophages and DCs. At the protein level, the main 

determinant of HIV tropism is gp120, as it plays a critical role in receptor and co-

receptor binding. It is composed of five conserved domains (C1-C5) and five variable 

loops (V1-V5). Gp120 attaches CD4 through CD4 binding site (CD4bs) domain, inducing 

V3 exposure through conformational change, which is essential in engaging co-receptor 

and is therefore a critical element in tropism determination [44]. Indeed, the sole 

modification of 1-3 critical residues of V3 results in a tropism switch, with mainly 
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substitution from glutamic acid to charged residues, such as lysine or arginine at 

position 25 [45, 46]. 

HIV entry also requires the presence of a chemokine co-receptor, generally CCR5 or 

CXCR4. They are expressed differentially regarding cell types: CCR5 can be found on 

memory CD4+ T cells, macrophages and DCs, while CXCR4 is expressed on both naïve 

and memory CD4+ T cells [47]. Before the discovery of the molecular mechanisms of 

entry, HIV tropism was historically categorized into macrophage tropism (M-tropic) and 

T cell tropism (T-tropic). It was later termed depending on co-receptor usage, R5- or X4-

tropic, for CCR5 or CXCR4 use, respectively, which define the cell types in which the 

virus can enter (Fig. 4) [48]. Importantly, X4-tropic strains require increased density of 

CD4 receptors due to different stoichiometry compared to R5-tropic strains, making 

them less successful in infecting low CD4-expressing cells like macrophages and DCs 

[49]. HIV isolates typically use one or the other co-receptor, but some of them display 

affinity for both, and therefore are termed R5X4-tropic. Although CCR5 and CXCR4 are 

exploited by the majority of strains, alternative co-receptors can be used as well, such as 

CCR6 or CCR8 [50]. Despite the possible presence of multiple HIV variants, only one 

virion is transmitted during sexual intercourse, referred as transmitted founder (T/F). 

This founder virus has been shown to be R5-tropic [12, 51] and displays a selective 

advantage, as it is resistant to interferons (IFNs) and defensins secreted by epithelial 

cells [52]. Upon transmission, the first cells encountering the virus in genital mucosa are 

DCs and macrophages, which express both CD4 and CCR5. These cells play a crucial role 

in infection establishment by transmitting the virus to CD4+ T cells that are enriched in 

CCR5 in the mucosa [53, 54]. As the virus needs CD4 and CCR5 to establish the infection, 

individuals lacking CCR5 (CCR5Δ32) are resistant to HIV infection transmitted via sexual 

contact [55]. Selective advantage for R5-tropic strains has not only been shown for 

mucosal entry route, but also for parenteral one, which may be due to the presence of 

one gp120 epitope enabling neutralization of X4-tropic strains, that is absent from R5-

tropic ones [56, 57]. 

During most of the chronic infection phase, R5-tropic viruses are dominant, but 

eventually, X4-tropic viruses prevail over R5-tropic ones in half of untreated patients 

[58]. It is worth noting that this co-receptor switch is subtype dependent: it has been 

typically observed in subtype B, but not in subtype A or C, that favor CCR5 all over 

infection [59]. Alternatively, subtype D generally uses CXCR4, or both CXCR4 and CCR5. 

Tropism switch is associated with disease progression and CD4+ T cell pool reduction 

due to increased cytopathic effects of X4-tropic strains [48, 60]. Indeed, X4-tropic strains 

were shown to exhibit specific mutations in Tat, Vpr and LTR, suggesting a coexerting 

selection pressure together with gp120, resulting in a faster replication rate and 

increased pathogenesis. Recently, this switch was demonstrated to be a consequence of 

immune activation, as it is linked to T cell differentiation and depletion [61]. 

In addition to entry mode, R5- and X4-tropic strains were shown differentially impact 

signaling cascades in post-fusion step: both induce expression of mitogen-activated 

protein kinase (MAPK) pathway that regulates growth, proliferation, and genes involved 

in initiation of TCR activation, but R5-tropic strains generates an enhanced upregulation, 

which may facilitate viral replication [62, 63]. Both strain types also present differences 
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in necessary post-entry environment, with R5-tropic viruses requiring uracil DNA 

glycosylase (UNG2) for reverse transcription, which is not the case of X4-tropic viruses 

[64]. UNG2 expression in primary T cells is low, and therefore might account for a lower 

T cell infection by R5- compared to X4-tropic viruses [65]. The differences in cellular 

environment requirements are further supported by the fact that specific cellular 

subtype enriched in CCR5 are restricting R5- but not X4-tropic virus infection [66].  

Altogether, both expression of cellular receptors to HIV and cellular environment 

influence susceptibility to HIV depending on viral tropism, which can impact cellular 

activation signaling. 

 

Figure 4: HIV tropism switch during clinical progression. R5-tropic viruses 

are dominant in early disease stage, as they infect CCR5+ cells, such as 

macrophages or memory CD4+ T cells, present in the mucosa. With disease 

progression and CCR5-target cell depletion, a tropism switch toward X4-tropic 

viruses, which are able to infect naïve and memory CD4+ T cells, can be 

observed. Typically, viruses displaying dual tropism can be found as the switch 

occurs. Adapted from Este and Telenti [67]. 

 

F. HIV restriction factors 

Restriction factors represent the first line of defense against HIV infection and are 

usually induced upon IFN expression. Indeed, upon cell entry, HIV is recognized by a 

series of host proteins aiming at blocking infection by interfering with specific steps of 

viral life cycle (Fig. 5). Infection success will thus result from HIV ability to overcome 

these blocks. Typical examples include apolipoprotein B mRNA editing enzyme, catalytic 

subunit 3G (APOBEC3G), SAM domain and HD domain-containing protein 1 (SAMHD1), 

bone marrow stromal antigen 2 (BST-2/Tetherin) and tripartite motif-containing 

protein 5 (TRIM5α). Their discovery was initially attributed to their interaction with 
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viral accessory proteins that are able to counteract their restriction activity, often 

occurring through their degradation [68].  

APOBEC3G is the most widely characterized HIV restriction factor. It is encapsidated 

into newly formed virions and blocks viral reverse transcription by deamination of 

cytidines to uridines, which consequently leads to hypermutation and premature stop of 

vDNA synthesis [69]. Vif binds APOBEC3G and antagonizes it by recruiting E3 ubiquitin 

ligase complex to target it to proteasome for degradation [70]. SAMHD1 impairs reverse 

transcription by hydrolyzing cellular dNTPs, making them unavailable for vDNA 

synthesis [71]. It can be counteracted by HIV-2 Vpx, that targets it to the proteasome. 

BST-2 prevents the release of newly formed virions by tethering budding particles to the 

cellular membrane [72]. HIV thwarts its action through Vpu accessory protein, that 

elicits proteasomal or lysosomal degradation. Last, TRIM proteins represent a large 

family displaying antiretroviral activity, among which TRIM5α being the strongest [68]. 

Its activity is exerted by binding viral capsid and accelerating disassembly, which 

undermines nuclear import of vDNA [73]. Of note, TRIM5α is poorly active against 

retrovirus hosted by the same species but is potent against retroviruses infecting other 

species. It is therefore an effective cellular defense mechanism, allowing prevention of 

cross-species transmission. 

Within the last decade, novel cellular factors have been identified as displaying 

antiretroviral activity, broadening our understanding of the cellular arsenal against HIV, 

although the restriction mechanism and the counteracting viral protein involved remain 

to be identified for many of them. Interferon-induced transmembrane (IFITM) proteins 

and serine incorporator 3 and 5 (SERINC3/5) can be incorporated in newly formed viral 

particles and subsequently impair the fusion of the virion envelope with the host cell 

membrane [74, 75]. In addition, IFITM can also restrain viral protein translation by 

favoring translation of cellular mRNAs. It was shown that Nef overcomes both IFITM and 

SERINC3/5, but the mechanisms are not fully understood yet. After effective viral entry, 

PIC nuclear import can be avoided through interaction of MX2 with the capsid [76]. At 

the transcriptional level, zinc-finger antiviral protein (ZAP) specifically targets MS viral 

mRNAs to induce their exosomal degradation [77]. A variety of cellular factors were 

shown to act during late viral replication steps, in particular by targeting Env: 

membrane-associated RING-CH 2 and 8 (MARCH2/8) and Schlafen 11 (Slfn11) prevent 

viral particle formation through Env downregulation via lysosomal degradation thanks 

to ubiquitin ligase activity [78, 79], and selectively block translation of viral proteins 

[80], respectively. Restriction factors were also evidenced to operate on Env protein 

folding: accumulation of misfolded Env proteins due to translocator protein (TSPO) 

overexpression results in recognition by endoplasmic reticulum class I α-mannosidase 

(ERManI), leading to their degradation by endoplasmic reticulum-associated protein 

degradation pathway [81]. In macrophages, the IFN-induced guanylate binding protein 5 

(GBP5) interferes with Env incorporation into virions, resulting in decreased infectivity. 

Mutations in Vpu lead to increased Env expression, resulting in insufficient GBP5 levels 

to inhibit Env incorporation into virions [82]. Recently, it was observed in macrophages 

that mannose receptor binds mannose residues found on Env to target it for lysosomal 
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degradation, which can be counteracted by the combined action of Vpr, especially 

enriched in macrophages, and Nef by unknown mechanisms [83]. 

Overall, expression of IFN-induced genes and HIV restriction factors are thus likely to 

protect cells from viral infection, while cells devoid of these protective factors are highly 

permissive to HIV infection [84, 85]. 

 

Figure 5: HIV restriction factors and associated viral counterparts. Cells are equipped 

with diverse factors enabling repression of HIV replication at diverse HIV life cycle steps 

(indicated in green boxes). Viral envelope fusion with cellular membrane can be prevented 

by SERINC3/5 and IFITMs. Reverse transcription is impaired by APOBEC3G and SAMHD1, 

while TRIM5α accelerates capsid disassembly. Nuclear import of vDNA may be inhibited by 

MX2. IFITMs, ZAP and Slfn11 impede translation of viral proteins. Assembly is prevented by 

MARCH2/8, TSPO/ERManI, GBP5 and mannose receptor that target Env processing. Finally, 

BST-2 compromises virion release. Viral accessory proteins (indicated in red boxes) can 

thwart some of these restriction factors to restore efficient viral replication. Nef counteracts 

SERINC3/5, IFITMs and together with Vpr, mannose receptor. Vif and Vpu induce 

degradation of APOBEC3G and BST-2, respectively. SERINC3/5, serine incorporator 3 and 5; 

IFITM, Interferon-induced transmembrane; SAMHD1, SAM domain and HD domain-

containing protein 1; TRIM5α, tripartite motif-containing protein 5; ZAP, zinc-finger 

antiviral protein; Slfn11, Schlafen 11; MARCH2/8, membrane-associated RING-CH 2 and 8; 

TSPO, translocator protein; ERManI, endoplasmic reticulum class I α-mannosidase; GBP5, 

guanylate binding protein 5; BST-2, bone marrow stromal antigen 2; APOBEC3G, 

apolipoprotein B mRNA editing enzyme, catalytic subunit 3G. 
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G. The diversity of CD4+ T cells and permissiveness to HIV 

The intricate interplay of various cellular factors, coupled with the diversity of target 

cells expressing distinct biomarkers, underscores the spectrum of permissiveness to HIV 

infection. This permissiveness is essentially a measure of virus success in establishing 

infection within a specific host cell. In simpler terms, a fully permissive cell enables HIV 

to go through the entire replication cycle, including entry, reverse transcription of its 

genome, integration into the host genome, and the exploitation of the host cellular 

machinery to actively produce viral proteins and release new viral particles. Conversely, 

a less permissive cell falls short of achieving complete viral replication. 

It is therefore crucial to deepen our understanding of the cellular features that either 

promote or impede HIV infection. This knowledge is instrumental in deciphering the 

factors that determine whether a particular cell can be fully exploited by the virus or 

not. 

It is well known that cell permissiveness to HIV is influenced by distinctive features of 

CD4+ T cells, which dictate viral entry and expression efficiency [85, 86]. The 

heterogeneity of CD4+ T cells originate from (i) their activation status, i.e. resting vs 

activated and proliferating, (ii) multiple lineages or subsets, i.e. T helper-1 (Th1), T 

helper-2 (Th2), T helper-9 (Th9), T helper-17 (Th17), T helper-22 (Th22), T follicular 

helper (Tfh) or T regulatory (Treg) [87] and (iii) the multiple differentiation stages, i.e. 

naïve, effector, memory, terminally differentiated and exhausted [88]. This cellular 

heterogeneity is expressed at the transcriptome and proteome levels and is translated 

functionally at the immune response level. Understanding the complex correlations 

between cell heterogeneity and susceptibility to viral infection is still quite challenging 

and a clear picture is still missing.  

CD4+ T cell activation is defined as a cascade of events initiated by T cell receptor (TCR) 

stimulation, which triggers expression of cell surface molecules shaping the immune 

response (including cytokine receptors), and cytokine secretion (Fig. 6). TCR is mounted 

on CD3, a complex of membrane proteins that is responsible to propagate the signal 

induced by antigen binding when presented by major histocompatibility complex class II 

(MHC II)-expressing antigen-presenting cell (APC), such as DC or macrophage. Briefly, 

this results in immunoreceptor tyrosine-based activation motif (ITAM) phosphorylation 

by lymphocyte-specific protein tyrosine kinase (LCK), enabling the recruitment of zeta-

chain-associated protein kinase 70 (Zap70), which is then also phosphorylated by LCK 

[89]. Phosphorylated Zap70 is released to phosphorylate linker for activation of T cells 

(LAT), triggering signaling cascades of phosphoinositide 3-kinase (PI3K), protein kinase 

B (PKB, or AKT), interleukine-2-inducible T cell kinase (ITK) and protein kinase C (PKC). 

PI3K induces nuclear import of nuclear factor κ-light-chain-enhancer of activated B cells 

(NF-κB) through pyruvate dehydrogenase lipoamide kinase isozyme 1 (PDK-1), and 

activation of mammalian target of rapamycin complex 1 (mTORC1) through AKT, which 

regulates effector function and promotes proliferation and differentiation, respectively. 

ITK pathway leads to generation of inositol triphosphate (IP3) and diglyceride (DAG) 

molecules through cleavage of phosphatidylinositol biphosphate (PIP2). IP3 

subsequently provokes calcium excretion, resulting in nuclear factor of activated T cells 
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(NFAT) nuclear import by calcineurin, which drives cytokine production and cell 

differentiation. DAG activates MAPK/extracellular signal-regulated kinase (ERK) 

pathway to recruit activator protein 1 (AP-1), a transcription factor contributing to 

interleukine-2 (IL-2) gene transcription. To properly induce activation, CD3 stimulation 

does not suffice, but binding of the T cell costimulatory molecule CD28 to CD80 or CD86 

on APC is necessary to efficiently conduct the signal, as lack of costimulation results in 

an anergic state and makes the cell unresponsive [90]. More precisely, it further 

activates the PI3K pathway, reinforcing its signal [89]. Importantly, strength and length 

of stimulation are critical parameters towards the fate of cellular differentiation. 

Notably, a strong signal is known to favor Th1 differentiation over Th2, while a 

prolonged signal is associated with Tfh differentiation [91, 92].  

Expression of specific surface markers that differentially upregulate over the course of 

activation discriminate activated cells from resting ones. These markers are involved in 

cellular survival and proliferation, and include notably CD69 (early stage), CD25 (late 

stage) and human leukocyte antigen DR isotype (HLA-DR) (very late stage) [93]. 

Furthermore, CD69 is involved with differentiation to effector or regulatory phenotype, 

and in tissue retention [94]. As the subunit A of IL-2 receptor (IL-2RA), CD25 responds 

to IL-2 and enhances its production by positive feedback loop in order to help monitor 

subtype differentiation, in particular controlling the appropriate amount of Treg 

differentiation [95]. As for HLA-DR, it is documented as being part of the class II MHC 

complex normally expressed on APC, but its function on lymphocytes is not fully 

understood yet [96]. Efficient activation process is precisely balanced with the triggering 

of coinhibitory pathways in order to prevent autoimmunity. More precisely, immune 

check point inhibitors (ICIs) such as programmed cell death protein 1 (PD-1), cytotoxic 

T lymphocyte-associated protein 4 (CTLA-4), T cell immunoglobulin and mucin 

containing protein 3 (TIM-3), T cell immunoreceptor with Ig and ITIM domains (TIGIT) 

and lymphocyte activation gene 3 (LAG-3) are upregulated together with activation 

markers upon physiological conditions to restrict TCR-induced signaling cascade at 

different steps. Among the mechanisms that are characterized, PD-1 action results in 

limitation of Zap70 phosphorylation induced by LCK and inhibition of PI3K, while TIGIT 

blocks PI3K, only but also downregulates T cell activation by promoting tolerogenic DCs 

[97, 98]. Similar to PD-1, TIM-3 and CTLA-4 also prevent LCK and PI3K signaling, 

respectively, although CTLA-4 does not directly inhibit PI3K but acts through AKT 

blockade [97, 99]. 
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Figure 6: T cell receptor (TCR) stimulation signaling cascade in CD4+ T cells. The figure depicts the interaction 

between the antigen presenting cell (top cell, orange) and the CD4+ T cell (bottom cell, blue). Antigen (purple) 

presentation through MHC II to TCR, which is mounted on CD3 (represented by subunits δε and εγ). Through a 

complex signaling cascade, different pathways are triggered to induce effector function, proliferation, differentiation 

and cytokine production. mTORC1 metabolism induces cell proliferation and survival, NF-κB regulates transcription 

to promote effector function by enhancing transcription of Myc, IRF4 and BCL-XL. MAPK controls cell proliferation 

and differentiation by AP-1 and upregulation of CD69. Calcineurin metabolism provokes CD25 upregulation via NFAT, 

resulting in cytokine production and differentiation. NF-κB and mTORC1 signaling are further reinforced by CD28 

costimulation. Adapted from Bhattacharyya and Feng [89]. MHCII, major histocompatibility complex class II; TCR, T 

cell receptor; mTORC1, mammalian target of rapamycin complex 1; NF-κB, nuclear factor κ-light-chain-enhancer of 

activated B cells; Myc, myelocytomatosis; IRF4, interferon regulatory factor 4; BCL-xL, B cell lymphoma extra-large; 

MAPK, mitogen-activated protein kinase; AP-1, activator protein 1; NFAT, nuclear factor of activated T cells. 

Over the course of activation, naïve CD4+ T cells differentiate into effector cells and act 

by producing cytokines and chemokines to activate specific immune cells or recruit 

them to the hazard location (Fig. 7A). Depending on the source and strength of immune 

activation, as well as cytokine environment, CD4+ T cells differentiate into different 

types of effector T cells to respond appropriately: Th1, Th2, Th9, Th17, Th22, Tfh and 

Treg, mainly [87, 90]. If needed these cells can switch subtype, as they are highly plastic 

to the environment. Intracellular pathogens, such as viruses or mycobacteria induce Th1 

cells differentiation, which respond by attracting macrophages and stimulating 

phagocytosis. Th2 cells counteract extracellular parasites, such as helminthes by 

recruiting eosinophils, basophils and mast cells. Moreover, they activate B cell 

proliferation and antibody production to enhance humoral response. Similar to Th2, Th9 
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response also aims at parasite neutralization, but displays an enhanced mast cell 

stimulating effectiveness and proliferating capacity. Other extracellular pathogens such 

as bacteria and fungi promote Th17 induction, which fights them back by recruiting 

neutrophils that release reactive oxygen species. Initially thought to be derived from 

Th17, Th22 cells play a role in autoimmunity and were recently identified as being an 

independent subtype [100]. Unlike the previously described T helper cells, Tfh are not 

specific to one pathogen type but command naïve CD4+ T cells to migrate to B cell 

follicle, in the spleen and tonsils. There, these newly differentiated Tfh help strengthen B 

cell response and produce high-affinity antibodies. Last, Treg harbor the capacity to 

dampen immunity in order to prevent an over efficient immune response, which can 

lead to autoimmune disorders. They are also involved in self-tolerance and restoring 

immune homeostasis after pathogen clearance [90]. Recently, it has been evidenced that 

CD4+ T cell could also exhibit cytotoxic functions, referred as cytotoxic CD4+ T cells 

(CTL). Those latter originate from the different effector subtypes previously described, 

and can secrete granzyme B and perforin to directly kill their target [101]. It must be 

taken into consideration that those Th cell subtypes are defined by their cytokine 

secretion profile and a dominant regulating transcription factor. Indeed, surface 

markers can somehow be used to discriminate them, but with the limitation to have 

varying expression depending on the anatomical distribution [102]. In addition, the 

frequency of the different subtypes varies across the tissues, with for example, an 

enrichment of Th17 in the gastrointestinal tract as compared to peripheral blood [102]. 

CD4+ T cell diversity is also supplied by the pool of memory cells, comprised of different 

discrete types, which harbor distinctive surface markers (Fig. 7B). Although still 

debated, the most probable model of differentiation into memory cells is the progressive 

model, which involves that the majority of them originates directly from naïve cells and 

that the cells pass through every stage of differentiation [103]. While a minor part of 

memory cells originates from effector cells, the majority of them starts their 

differentiation directly from naïve cells following antigen priming. Indeed, 90% of 

activated cells die by apoptosis following activation [104]. Memory cells further 

differentiate after novel stimulation in the following order: stem cell memory (TSCM), 

central memory (TCM), effector memory (TEM) and terminal effector (TTE). Less 

differentiated types have an enhanced proliferative and persistence capacity, with TSCM 

and TCM taking part in most of differentiated memory cell pool regeneration after novel 

antigen stimulation. However, they are mostly confined to secondary lymphoid organs 

and display poor effector functions. Conversely, the more the memory cells are 

differentiated, like TEM or TTE, the more they develop trafficking abilities and effector 

functions, such as those described above. In return, they have a limited potential for 

proliferation and eventually tend to die or become exhausted [105]. These so-called 

exhausted cells present a sustained expression of ICIs (or exhaustion markers), such as 

the aforementioned PD-1, TIGIT, LAG-3, CTLA-4 or TIM-3, and are notably the result of 

chronic infection, when a pathogen cannot be cleared [106]. Consequently, exhausted 

cells characterized by the expression of multiple of these markers, fail to respond to 

activation due to enhanced expression of ICIs and are thus unable to complete their 

immune function.  
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Figure 7: Overview of CD4+ T cell diversity. (A) The diversity is fueled by the different subtypes (in blue), which 

can be differentiated by a master transcription factor regulator (indicated in the nuclei), the polarizing cytokines in 

the environment (dark blue) and the cytokines they secrete (light blue). (B) After antigen priming, naïve CD4+ T cells 

activate and engage their differentiation process by either becoming effector cells, or directly becoming stem cell 

memory, which is the first stage of memory cell differentiation (in purple). After each round of re-stimulation, 

memory cells further differentiate in central memory, then in effector memory and finally in terminal effector. At 

some point, they are not able to differentiate anymore and die, or become exhausted. Every type of memory cell that 

reactivated can be of one or the other subtype indicated in A. 

In the HIV field, specific subtypes of CD4+ T cells were evidenced as favoring viral 

replication or being enriched with HIV DNA. In particular, Cavrois et al. evidenced all 

types of memory CD4+ T cells as enabling HIV entry, and Th17 and Tfh subtypes as 

revealing an increased permissiveness to viral replication as compared to other tonsillar 

CD4+ T cells [107]. They further characterized these cells, which displayed high 

expression of CD69, CD38, PD-1, CD57, and low CD127. Another study by Rato et al. 

showed that cellular activation state was the main driver of transcriptional 

heterogeneity and identified highly permissive cells as expressing increased levels of 

CD25, CD298, CD63 and CD317 [85]. In PWH, TIM-3 was identified as enriched in cells 

prone to viral rebound in patients undergoing treatment interruption, while PD-1 was 

demonstrated to be enriched at the surface of latently infected cells [108, 109]. 

Interestingly, cells harboring integrated HIV DNA from ART-treated patients were 

shown to be enriched for PD-1, TIGIT and LAG-3, and corresponding inducible reservoir 

to harbor at least one of these markers [110]. Finally, studies evidenced CTLA-4 as being 

enriched in HIV specific-CD4+ T cells [111] and in the latent reservoir of Simian 
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Immunodeficiency Virus (SIV)-infected macaques [112]. Nevertheless, it is not fully 

understood whether these markers are upregulated following HIV infection or are 

expressed on cell types favoring HIV infection and thereafter surviving. Indeed, ex vivo 

studies on cells derived from PWH do not permit the understanding of cellular pool and 

state at the time of primary infection.  

Therefore, CD4+ T cell diversity is a key element in HIV studies, as it is well established 

that subpopulations are not equally permissive to HIV and display discrepancies to viral 

pathogenesis and reactivation (Fig. 8). However, the cellular players present in each 

subpopulation, that are responsible to drive permissiveness or resistance to HIV, are yet 

to be comprehensively identified. Furthermore, understanding the dynamics of 

expression of these cellular factors has to consider CD4+ T cell dynamics (activation 

status, subset and differentiation). 

 

Figure 8: Distinctive features of permissive cells to HIV. (A) Non-permissive cells are typically naïve CD4+ T cells 

due to their cellular environment and display low CCR5 expression. (B) Alternatively, permissive cells are mostly 

memory CD4+ T cells, Th17 (CCR6+CCR4+) or Tfh (PD-1+CXCR5+) cells expressing activation markers. Adapted from 

Brandt et al. [113]. 

 

H. Sex and age differences in immunity and impact on HIV 

Besides cellular composition, HIV replication success can be influenced by individual-

specific features, such as sex or age. Indeed, growing amounts of evidence show that sex 

can shape the immune response (Fig. 9), and consequently susceptibility to autoimmune 

or infectious diseases, cancers, as well as vaccine response [114-116]. Taken together, 

women experience a higher incidence in multiple sclerosis, type I diabetes or 

rheumatoid arthritis, for example and account for 80% of autoimmune disease cases in 

the US [117]. Conversely, prevalence is higher in men for most cancers that are not 

associated with reproductive organs and suffer higher related mortality [118]. 

Regarding infectious diseases, women are globally less susceptible to viral infections 

and present lower viral loads compared to men, such as for severe acute respiratory 

syndrome coronavirus 2 (SARS-CoV-2), hepatitis B (HBV) or C (HCV), which can be 

attributed to enhanced IFN-I responses, notably [115]. However, it is worth noting that 
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some viruses display increased pathogenicity in women, such as herpes simplex virus 

(HSV) or Influenza A virus (IAV). Finally, women globally produce a more potent 

antibody response following administration of most available vaccines, but also 

experience greater adverse effects thereafter [119]. 

These discrepancies can be attributed to both hormonal regulation and genetic factors 

(Fig. 9A). Lymphocytes, macrophages and DCs are hormone-sensitive due to their 

expression of estrogen or progesterone receptor, and their activity was found to be 

influenced by estrogen. Interestingly, the opposite effect can be obtained depending on 

high or low estrogen concentration: low estrogen favors Th1 and cell-mediated 

response, while high concentrations result more likely in Th2 response coupled to 

humoral immunity [114]. As for progesterone, its activity globally results in lower 

immune activation and response, with for example decreasing IFN-γ in natural killer 

(NK) cells [120]. Androgens, that circulate in higher concentrations in adult men than 

women, display an immune suppressive action, notably by enhancing expression of 

peroxisome proliferator-activated receptor α (PPARα), which consequently inhibits NF-

κB and JUN signaling and dampens cellular activation [121]. Sex-specific immune 

discrepancies are also outlined at a pre-pubertal age, highlighting a causality that cannot 

be attributed to steroid hormones, with for example male children displaying greater 

pro-inflammatory response following lipopolysaccharide (LPS) stimulation [122]. 

Indeed, X chromosome encodes numerous genes involved in immune response, such as 

Toll Like receptor 7 (TLR7) and 8, receptors to IL-2 and 13, transcription factors 

regulating cellular differentiation fate, such as forkead box P3 (FOXP3), as well as 

miRNAs involved in immune response. This has considerable implications for sex-based 

immune differences: in women, 15% of X-encoded genes escape X inactivation and are 

consequently enriched as compared to men [123].  

Overall, women display stronger innate and adaptive immune responses compared to 

men. In lymphocytes specifically, many differences were highlighted (Fig. 9B). First, 

women have higher CD4+ T cell counts, as well as increased CD4+/CD8+ T cell ratio, 

whereas it is the opposite for men, who have higher CD8+ T cell frequencies and counts 

[124-126]. These frequency differences are about 2% for both cell types [127]. Second, 

female lymphocytes were reported to better respond to phytohemagglutinin (PHA) 

activation, by displaying higher levels of CD69+ cells [127], and to exhibit upregulated 

activation signaling in unstimulated peripheral blood mononuclear cells (PBMCs) [128], 

which may account for stronger adaptive response. Finally, CD4+ T cell subset 

composition differs with sex, with women mounting increased Th1 and Th2 responses, 

while men usually produce higher Th17 levels [114, 129].  

20



 
 

Figure 9: Main sex-specific immune differences. (A) Immune cellular mechanisms are differentially regulated 

between men and women. These differences are the results of steroid hormones (represented in circles) that can 

enhance or inhibit a specific function, with estrogen (purple) and progesterone (pink) being dominant in women, 

while androgens (blue) are dominant in men. Remaining differences result from genetic factors. In women, antibody 

response is more potent as it is not dampened by androgens. They present an enhanced antigen presentation capacity, 

resulting in increased NF-κB expression, which promotes effector function. Additionally, RIG-I expression is 

promoted, which positively regulates IFN-α response. This is further supported by enhanced TLR7 signaling as well as 

positive estrogen regulation. Th1 differentiation is more important in women due to positive T-bet regulation by 

estrogen and progesterone. Conversely, androgens stimulate PPARα, which reduces activation by NF-κB and Jun 

inhibition. In addition, androgens promote anti-inflammatory cytokine expression, such as IL-10 and TGF-β, and 

inhibit IFN-γ response and pro-inflammatory cytokines IL-1β and IL-2. Conversely, TLR4 function is promoted by 

androgen, which results in enhanced TNF-α production. Male cells express increased levels of IL-17, promoting Th17 

differentiation. (B) Immune cell counts and frequencies vary with sex. PHA, phytohemagglutinin; PMA, phorbol 

myristate acetate; NF-κB, nuclear factor κ-light-chain-enhancer of activated B cells; RIG-I, retinoic acid-inducible gene 

I; IFN, interferon; TLR, Toll like receptor; PPARα, peroxisome proliferator-activated receptor α; IL, interleukin; TGF-β, 

transforming growth factor β; TNF-α, tumor necrosis factor α.  
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Immunity evolves with age, which is therefore another major contributor to individual-

linked immune discrepancies, and consequently increases susceptibility to infectious 

diseases or decreases vaccine response [130]. First alterations are visible from the age 

of 50 years old, but clinical manifestations start to appear from the age of 65. Innate 

immune differences include a peripheral NK cell count increase with age [131]. 

Regarding lymphocytes, the frequency of TN logically diminishes with age to the profit of 

memory populations, which appears to be more pronounced in CD8+ T cells as the 

immune system is continuously fed with novel antigens. In addition, thymus involution 

with ageing results in reduced TN generation [132]. Although all memory subtypes are 

concerned, the increase is more important towards late-stage differentiation memory 

subtypes, displaying enhanced effector function with reduced proliferation capacity. Of 

note, decline of naïve lymphocytes is more pronounced in men than women [133]. 

Besides, response strength of CD4+ TN to TCR signaling is reduced in elderly individuals 

due to miRNA regulation and their CD4+ TN tend to favor effector differentiation 

compared to memory generation, contributing to a greater production of pro-

inflammatory cytokines, which was recently attributed to earlier CD25 upregulation 

upon activation [134-136]. Epigenetic studies outlined that PBMCs from people older 

than 65 years old show sexual dimorphism of genomic activity, with a higher activity in 

B and T cells from female donors, and a higher activity in monocytes from male donors. 

Furthermore age-associated alterations in lymphocytes are relatively sparse in CD4+ T 

cells, while they tend to favor later differentiation and effector phenotypes in CD8+ T 

cells [137, 138]. Additionally, as individuals age, there is a decline in the CD4+/CD8+ T 

cell ratio, which appears to be more pronounced in men. Age-induced progressive 

downregulation of TCR signaling potentially compensates for increase of APC activation. 

Nevertheless, costimulation results in a higher transcriptional activity [130]. Finally, 

Botafogo et al. addressed CD4+ subset distribution in ageing and found that counts of 

Th1, Th2, Th17, Th22 and Tfh increase with age [139].  

These immune divergences raise the question on whether they also reflect differences in 

HIV infection susceptibility and pathogenicity. The latest epidemiological statistics show 

that women represent 54% of infected people and are more susceptible to HIV 

seroconversion by a two-fold factor compared to men through heterosexual intercourse 

[11, 140]. This preferential HIV acquisition is attributed to hormone exposure and to 

local inflammations, which affect the mucosa barrier and render it more permissive 

[141]. Use of progesterone-based contraceptives induce an increase in CCR5+ CD4+ T 

cells in the cervix and therefore enhance HIV acquisition risk [142]. Although both sexes 

experience a similar AIDS progression rate [143], women progress with initially lower 

viral loads [144]. Alternatively, at a given viral load, women progress faster and with a 

steeper CD4+ T cell decline [145]. However, HIV replication was shown to be less 

efficient in women by measurement of viral activity and reactivation potential: a recent 

study by Scully et al. evidenced that despite similar HIV DNA loads in CD4+ T cells of 

both ART-treated women and men, women displayed a 77% reduction of residual 

plasma viremia by Gag RNA measurement, as well as a reduction of both multiply 

spliced (4-fold) and unspliced (35%) RNA [146]. In addition, they showed by measuring 

Tat/Rev transcripts following CD4+ T cell activation that women displayed a 2-fold 

reduction of inducible HIV RNA relatively to HIV DNA levels. Multiple reasons can be at 
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the origin of this phenomenon. First, CD8+ T cell activation diverge between men and 

women: plasmacytoid DC in women produce significantly more IFN-α in response to HIV 

ligand binding to TLR7, resulting in enhanced CD8+ T cell activation [147]. This increase 

in IFN-α additionally results in higher expression of interferon-stimulated genes (ISGs) 

in CD4+, CD8+ T cells and DC from untreated women when compared to the levels 

observed in men [148]. Second, a study on primary macrophages showed that male cells 

are more susceptible to HIV infection due to reduced SAMHD1 activity [149]. Finally, the 

estrogen receptor is a potent regulator of HIV latency: estrogen binding represses viral 

reactivation, while receptor blockade promotes it, outlining the key role of sex 

hormones in HIV biology [150]. Recently, Gianella et al. outlined that women post-

menopause undergo higher provirus reactivation as compared to younger women, 

which is possibly caused by estrogen decline [151]. Although a significant part of these 

sex-specific differences can be attributed to hormonal regulation, other evidence 

demonstrate lower viral loads in prepubescent women compared to men of same age, 

suggesting the involvement of other factors such as genetic differences [152]. As an 

example, certain pivotal pathogen sensor genes and regulatory miRNAs are encoded on 

X chromosome. In women, these genes could confer a selective advantage due to 

incomplete X chromosome inactivation, resulting in bi-allelic expression [141].  

Regarding age, a recent model has demonstrated a positive correlation between the case 

fatality rate of AIDS and increasing age, though the exact cause of this correlation 

remains unclear. It could be due to increased HIV severity because of acquisition at an 

older age, or result from a higher susceptibility to opportunistic pathogens caused by 

accentuated biological ageing driven by chronic inflammation [153]. Indeed, most 

studies exploring the relationship between HIV and age tend to focus on comorbidities 

and ageing with HIV in order to improve treatments of PWH, and do not investigate the 

direct impact of HIV on cells from older individuals, likely because of social behavior 

that favors HIV acquisition during the reproductive age [154]. 

Consequently, heterogeneity at individual level must be considered in HIV studies, as it 

is now clear that individual features, such as sex and age affect immunity, and that their 

impact on HIV response is not fully understood yet.  

 

I. Single-cell technologies and HIV studies 

Population analyses play a pivotal role in the field of virus-host interactions and allowed 

the identification of many cellular patterns linked to infection. However, measurements 

performed at population level lack the ability to decipher cellular heterogeneity and 

identify rare cell phenotypes. Therefore, due to their high cellular diversity and 

heterogeneity, population studies on CD4+ T cells provide only limited information. 

Over the past decade, significant technological progress led to the development of novel 

techniques, launching the era of single-cell analyses. These cutting-edge methods 

allowed for the one-by-one characterization of a complex cell population. Single-cell 

analyses quickly encountered successful applications in many fields of biology, such as 

embryology, oncology, immunology or even plant breeding [155].  
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Tang et al. published the first single-cell RNA-Seq (sc-RNA-Seq) study in 2009, by 

sequencing the whole transcriptome of a single mouse blastomere by manual isolation 

using a modified microarray protocol [156]. Since then, an ever-growing range of new 

techniques for sc-RNA-Seq are being developed, enabling the processing of more and 

more cells, that differ between methods and applications. Mainly, there are three 

varying parameters between workflows: (i) cell isolation, (ii) amplification method and 

(iii) sequencing method (Table 1). The first cell isolation methods that were developed 

enabled the sequencing of around 100 cells and relied on physical cell separation that 

was achieved by manual microdilution or fluorescence-assisted cell sorting (FACS), such 

as single-cell tagged reverse transcription (STRT-Seq) and massively parallel RNA 

single-cell (MARS-Seq), respectively [157, 158]. Advances in microfluidics enabled the 

rise of integrated circuits, such as the commercialized Fluidigm C1, which allows 

automation of cell isolation by physical separation. Drop-Seq, which is the reference for 

the first droplet-based technologies further improved throughput to more than 10,000 

cells [159]. Briefly, cells are encapsulated into nanoliter-sized droplets containing a 

different barcode for each cell RNA, which enable pooled PCR amplification after reverse 

transcription and therefore reduces experimental cost. On the contrary, methods like 

STRT-Seq or switching mechanism at the 5' end of RNA template (SMART-Seq)/SMART-

Seq2 require individual reverse transcription and PCR amplification for each cell that is 

sequenced, which is labor intensive and can introduce technical artifacts [160, 161]. 

Today, the most commonly used technologies incorporate unique molecular identifier 

(UMI) to tag each transcript, thereby reducing amplification bias. Finally, sequencing can 

be carried either for a short transcript sequence at either end of the transcript (i.e. 3’ or 

5’ capture protocol), or for full-length, depending on the downstream application. The 

first approach enables to quantify transcript expression and reduces sequencing cost, 

while the second one is necessary to detect transcript variants. SMART-Seq/SMART-

Seq2 or Fluidigm C1 relies on full-length amplification, while Drop-Seq or MARS-Seq 

only amplifies 3’ end. Currently, the droplet-based Chromium Controller from the 

company 10X Genomics thrives as the most widely used platform, which is the result of 

high cell throughput at a reasonable cost, and sensitivity in detecting rare cell types 

(Figure 10). However, it presents the limitation of reduced sensitivity for detection of 

lowly-expressed transcripts. Conversely, SMART-Seq2 is more adapted in rare 

transcripts detection, but to the trade-off of a high cost [162]. 
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Table 1: Comparison of different sc-RNA-Seq protocols. Adapted from Jovic et al. [163]. SMART-Seq, 

switching mechanism at the 5' end of RNA template; MATQ-Seq, multiple annealing and dC-tailing-based 

quantitative single-cell RNA-seq; CEL-Seq, cell expression by linear amplification and sequencing; MARS-

Seq, massively parallel RNA single-cell; inDrop-Seq, indexing droplets; UMI, unique molecular identifiers. 

Method 
Single cell 
isolation 

Cell 
throughput 

UMI Sequencing 
Publication 
year 

SMART-Seq FACS >100 No Full-length 2012 

CEL-Seq FACS >100 Yes 3’ end 2012 

SMART-Seq2 FACS >100 No Full-length 2013 

Fluidigm C1 Microfluidics >100 No Full-length 2013 

MARS-Seq FACS >100 Yes 3’ end 2014 

Drop-Seq Microdroplets >10,000 Yes 3’ end 2015 

inDrop-Seq Microdroplets >10,000 Yes 3’ end 2015 

10X 
Genomics 

Microdroplets >10,000 Yes 3’/5’ end 2016 

MATQ-Seq FACS >100 Yes Full-length 2017 

Seq-Well Microfluidics >1,000 Yes 3’ end 2017 

 

 

Figure 10: 10X Genomics technology. Beads barcoded with distinct DNA barcode containing (i) cell barcode for 

individual cell identification, (ii) UMI for transcript identification and (iii) capture sequence for subsequent library 

construction, as well as cell suspension are processed in the 10X Chromium controller machine. Briefly, cells and 

beads transit through microfluidic circuit in order to make droplets containing a single cell associated to a single bead 

and recover them in emulsion. Emulsions are then processed for single-cell mRNA reverse transcription, which breaks 

the emulsion and allows for bulk library generation. UMI, unique molecular identifier; RT, reverse transcription. 
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The advent of single-cell technologies is not limited to sc-RNA-Seq, but allows nowadays 

to characterize diverse molecular features, such as single-cell transposase-accessible 

chromatin followed by sequencing (sc-ATAC-Seq) for epigenetic regulation study, and 

can also combine multiple techniques simultaneously, which is referred to as multiomics 

[164].  

Having multimodal analyses presents the perk of obtaining complementary information 

of the same exact cell, thereby providing an increased precision in cell type and 

phenotype identification. For example, genome and transcriptome sequencing (G&T-

Seq) and gDNA-mRNA sequencing (DR-Seq) allow deciphering simultaneously genomic 

DNA and mRNA in order to identify single nucleotide polymorphism (SNP) at molecular 

levels [165, 166]. Epigenetic regulation analysis takes advantage of chromatin 

accessibility methods and is studied at single-cell resolution using single nucleus assay 

for transposase-accessible chromatin followed by sequencing (sn-ATAC-Seq) [167], and 

mapping of chromatin proteins bound to DNA by single-cell cleavage under targets and 

tagmentation (scCUT&Tag) [168], or cytosine methylations by single-cell bisulfite 

sequencing (scBS-Seq) [169]. It can now be combined to sc-RNA-Seq to associate a cell 

type with chromatin accessibility on different platforms, such as simultaneous high-

throughput ATAC and RNA expression with sequencing (SHARE-Seq) or 10X Genomics 

Single Cell Multiome ATAC + Gene Expression assay [170]. In parallel to the first sc-RNA-

Seq protocols, protein expression at single-cell resolution was investigated, giving rise to 

methods like cytometry time-of-flight (CyTOF) [171]. This method is based on mass 

cytometry coupled to antibodies conjugated with isotopes, enabling the measurement of 

up to 100 parameters. Yet, as this can be insufficient to fully characterize a cell, and RNA 

levels do not always reflect protein expression, multimodal methods like cellular 

indexing of transcriptomes and epitopes by sequencing (CITE-Seq) were developed to 

overcome this issue [172]. Briefly, proteins are measured by DNA barcoded-conjugated 

antibodies that are incubated with cell suspensions before droplet-based single-cell 

isolation. Therefore, protein quantification can be performed by sequencing the DNA 

barcode of an antibody. A commercialized version was set up by 10X Genomics that 

enables simultaneous profiling of transcriptome, cell surface proteins and TCR 

sequence. The latest innovation in single-cell technologies provides valuable benefits for 

tissue analyses as they provide spatial coordinates of a cell within the system. This is 

achieved by barcoding spatial localization of a cell within a tissue that can be coupled to 

an array to capture mRNA, such as with Visium platform from 10X Genomics [164].  

Since 2012, the field of HIV already benefited of such advances, mainly with studies 

characterizing host response to infection, viral latency and reactivation, as well as 

cellular permissiveness to HIV replication (Table 2) [113]. These studies reveal that 

addressing cellular heterogeneity in HIV studies is essential as cellular distribution 

affects HIV response. 
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Table 2: Summary of HIV research advances achieved with single-cell technologies. 

HIV-related aim Approach Outcomes References 

Infection outcome 
Sc-RNA-Seq, ECCITE-Seq (surface 
protein, transcriptome, HIV RNA and 
TCR) 

Infection induces loss of TN, signature of inflammation and 
response to IFN-α, persistent TNF response and upregulation of 
oxidative phosphorylation metabolism 

 [173-175] 

Inducible reservoir 

Single-provirus sequencing, sc 
multiplex PCR, sc-RNA-Seq, ECCITE-
Seq (surface protein, transcriptome, 
HIV RNA and TCR), STIP-Seq (TCR, 
integration site and proviral 
sequence), HIV-Flow (p24+ cell 
sorting), FISH-Flow (HIV RNA) 

Reservoir cells are mainly expanded clones and display 
phenotypic heterogeneity. 
Cells harboring inducible provirus are preferentially Th1, TEM and 
enriched for VLA-4, ICIs, HLA-DR, granzymes, BCL2 and SERPIN9, 
and are resistant to killing. 
Translation-competent reservoir consists of provirus with short 
5’ deletions integrated in cancer-related genes and are clones 
with pathogen-specificity. 

 [174, 176-182] 

Reactivation 

Microarray sc imaging, combined sc 
RNA FISH to p24, cell phenotype and 
vDNA, single-cell-in-droplet PCR, sc-
RNA-Seq 

Cellular heterogeneity in extent and time of viral latency 
reactivation. 
Reactivation mostly in TEM and mediated by ADAP1 

 [86, 183-186] 

Latency 
Sc-RNA-Seq, sc vRNA quantification, 
GERDA (Gag+ and Env+, proviral 
sequence, polyA-RNA) 

Latent cells are enriched with HIST-1 and IL-32 and are 
preferentially TN, or TCM with lymphoid homing properties 

 [187-189] 

Viral transcription 
DOGMA-Seq (chromatin and vRNA), 
sc-RNA-Seq 

HIV transcription is linked to chromatin accessibility and depends 
on T cell signaling 

 [186, 190] 

Permissiveness 
Combined sc TCR and vDNA, 
CyTOF/CyTOF coupled to sugar 
detection, sc-RNA-Seq 

Cells more susceptible to infection are Th17, Tfh, memory CD4+ T 
cell CCR5hi, cells enriched for fucose and sialic acid, TEM, cells with 
activated and exhausted phenotype and cells displaying low IFN-I 
response. 
Phenotype of susceptible cells is dependent on infection stage 

 [85, 107, 191-
193] 

HIV-induced cell 
death 

Sc-RNA-Seq Cells killed by HIV express CXCR5 and CXCR4  [193] 
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J. The latent reservoir 

The current ART contains in most cases a combination of three inhibitors, targeting 

different enzymatic steps of viral replication. Although ART leads to successful reduction 

of viremia down to undetectable levels, complete eradication of the virus cannot be 

achieved due to the presence of a latent reservoir, i.e. infected cells that are 

transcriptionally silent, or that do not express viral proteins, and hence do not produce 

viral particles. Indeed, this viral reservoir is responsible for a viremia rebound in case of 

treatment interruption [194], thereby representing the major barrier towards cure. 

Viral reservoir(s) can be defined as cell types or anatomical sites where replication-

competent provirus persists despite ART [195, 196]. The major reservoir consists of 

long-lived infected memory CD4+ T cells, mostly TCM and TEM [197]. Despite TCM 

accounting for an increased part of the reservoir, TEM are responsible for most of clonal 

expansion [198]. Alternatively, naïve and effector CD4+ T cells only contribute modestly 

to the reservoir. By harboring high levels of HIV DNA and undergoing slow decay, TSCM 

might play a significant part in the viral reservoir [199]. In addition, there are increasing 

amounts of evidence supporting the fact that macrophages, DCs and microglia can also 

contribute to the viral reservoir, although likely to a lesser extent [200, 201]. The 

majority of these reservoir cells dwells in anatomical reservoirs, such as lymph nodes 

and the gut mucosa, as measured by the frequency of infected cells and viral RNA load in 

ART-treated patients [202, 203], but it has been evidenced that persistently infected 

cells can also be found in central nervous system, lungs, bone marrow and genital tract 

[204]. Indeed, HIV is able to target a wide range of tissues, which results in site-specific 

properties of viral persistence induced by different pools of reservoir cells. In B cell 

follicles, Tfh represent another long-lived reservoir, as it is an immune-restricted site, 

where CD8+ T cells cannot access [205, 206].  

The occurrence of direct HIV infection of quiescent cells exist but seems to be limited 

due to several blocks of HIV replication [204]. The formation of the latent reservoir is 

hypothesized to be closely linked to CD4+ T cell activation, i.e. activated CD4+ T cells are 

more permissive to HIV infection, which then either die or return to resting memory 

(Fig. 11). Latency establishment seems to be increased when the activated cell is 

transitioning back to a resting state. Blood analysis demonstrated that inducible 

replication-competent proviruses were present in 1 out of 1 million CD4+ T cells [196], 

although intact proviruses are present in 60 out of 1 million CD4+ T cells [207]. In 

addition, between 95 and 98% of quiescent cells harbor defective provirus (induced by 

genomic deletion or APOBEC-mediated hypermutations) and can therefore still produce 

viral RNA or proteins [208]. Although these cells do not produce infectious particles, 

they may nonetheless play a role in sustained inflammation and T cell activation by 

partly synthetizing viral components [204]. Investigations on these quiescent cells 

outlined that they rarely lead to protein translation, as transcripts are incomplete or not 

suited for alternative splicing [209]. Upon circumstances that are up to now only 

partially understood, latently infected cells harboring replication-competent provirus 

can somewhat spontaneously reactivate, thus transitioning back to a productive 

infection state and initiating a novel round of infection. As this is regulated by a myriad 
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of factors, HIV reactivation likelihood varies at both cellular and individual levels and 

depends on latency depth [210]. 

Latently infected cells can persist in a diverse panel of dormancy depth [211], depending 

on the mechanisms involved for each cell that are not mutually exclusive. The 

determinant factors include (i) provirus integration site and sense, (ii) epigenetic 

control of viral transcription, (iii) bioavailability of transcription and elongation factors, 

(iv) post-transcriptional blocks and (v) miRNA regulation [204]. Studies outlined that 

provirus integrates preferentially into actively transcribed genes thanks to cleavage and 

polyadenylation specific factor 6 (CPSF6)-mediated nuclear import of the core and to 

lens epithelium-derived growth factor (LEDGF)/p75-bound integrase [212, 213]. On the 

contrary, quiescent cells were more likely to harbor provirus in intergenic regions [214]. 

Integration orientation also plays a role on HIV transcription activity: antisense 

integration results in transcriptional interference, inhibiting expression, while sense 

integration enhances viral transcription [215]. Moreover, epigenetic regulation of 

chromatin surrounding the integration site influences the level of viral transcription, as 

HIV genome must be accessible to transcription factors and transcriptional machinery. 

HIV takes advantage of NF-κB cellular transcription factor to bind to the LTR and initiate 

the transcription [216]. Besides, NF-κB plays a second role by recruiting positive 

transcription elongation factor (P-TEFb), working similarly as Tat elongation process 

[217]. In addition, the absence of viral particle production can also be caused by post-

transcriptional blocks with for example, splicing impairment leading to lack of viral 

proteins, or RNA export blockade [218, 219]. Finally, cellular miRNA can either enhance 

viral production by silencing proteins involved in transcriptional regulation [220], or 

inhibit it by targeting the 3’ end of HIV transcripts [221] or nef RNA [222]. Although the 

mentioned factors provide valuable knowledge about latency mechanisms, these are not 

observed extensively in latency models, highlighting the heterogeneity of relevant cells 

and the fact that much remains to be deciphered. 

Currently, one of the explored solutions to purge the latent reservoir is the “shock and 

kill” strategy. This strategy aims at both reactivation of latently infected cells and their 

subsequent neutralization by the immune system, as a result of novel viral component 

production, or cell death due to viral cytopathic effects. However, the multiplicity of 

latency mechanisms, and therefore, the heterogeneity of latently infected cells, makes it 

difficult to achieve universal reactivation. Indeed, a complete reactivation would require 

targeting all mechanisms involved in latency, reaching the reservoir cells that dwell in 

different anatomical compartments, and being well tolerated. So far, maximal 

reactivation has been observed on cells isolated from ART-treated patients using anti-

CD3/anti-CD28 combined to IL-2, mimicking antigen activation, but at the cost of a high 

toxicity [223]. Ever since, many latency-reversing agents (LRAs) have been developed 

that can be used either alone, or in combination. Those are not specific to HIV and 

impact different pathways of cellular metabolism. These include notably histone 

deacetylase inhibitor (HDACi), agonists of PKC, agonists of P-TEFb, second 

mitochondria-derived activator of caspase (SMAC) mimetics or immunomodulatory 

molecules such as IL-15, TLR agonists or ICIs [224, 225]. Unfortunately, none of them 

proved successful in global reactivation of all latently infected cells isolated from ART-

treated individuals up to now. Recently, a study showed that only 16.28% of the viral 
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reservoir could be reverted to a transcriptionally active state using various LRAs, with 

only 10.1% being translationally competent [226]. As shock and kill cure strategies so 

far result in a limited success, other approaches have been explored. Notably, the other 

strategy that paved the way to HIV cure is to prevent reactivation of the latent reservoir 

and is referred to as “block and lock” [227]. More precisely, it aims at lastingly 

preventing viral transcription, even after treatment interruption. The involvement of 

many proteins in viral transcription and silencing provides the opportunity to achieve 

silencing through different avenues, that are currently under investigation and include 

notably: (i) Tat inhibition, (ii) LEDGF inhibitors (LEDGINs), (iii) siRNA targeting 

transcription factor binding sites in LTR, (iv) inhibition of HIV transcription complex 

facilitator (FACT) and (v) inhibition of mTOR. So far, these approaches led to significant 

reduction of viral transcription and of reactivation in presence of LRAs in experimental 

setups, but still lack evidence of success in clinical trials [227].  

The main obstacle to these approaches resides in the large heterogeneity of latently 

infected cells, regarding cell type and dominant molecular mechanisms of latency 

exploited, rendering difficult the one-for-all therapeutic approach. Further analyses of 

these cells should inform about the determinants responsible for this heterogeneity. 

Indeed, the identification of novel factors in rare subtypes of latently infected cells may 

help design improved targeted treatments to increase the proportion of reactivated cells 

in a shock and kill strategy or to provide novel inhibitors aiming at eradicating HIV. 
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Figure 11: HIV in CD4+ T cell. (A) Naïve CD4+ T cells are in a resting state until their TCR binds to MHC-associated 

antigenic peptide by an APC (i.e. DC or macrophage). This triggers their transition to an activated state, and their 

proliferation, allowing the completion of their effector immune functions. After this, most cells die, but surviving 

effector CD4+ T cells differentiate to memory cells and return to a resting state. (B) CD4+ T cells are mostly 

permissive to HIV infection when they are in an activated state. The initial step of infection involves a productive 

infection state, where HIV is actively replicating within the cell, leading mostly to cell death. A minority of infected 

cells can however transition back to a resting state, and therefore becoming latently infected (that can harbor either a 

complete or a defective provirus). Latently infected cells can be either transcriptionally silent or produce viral 

transcripts and/or proteins to a basal level. Part of transcriptionally silent cells harbor replication-competent 

provirus that can somehow reactivate to initiate a novel round of infection. Reactivation likelihood differs between 

the cells and usually depends on latency depth. Adapted from Murray et al. [228]. TCR, T cell receptor; MHC, major 

histocompatibility complex; APC, antigen-presenting cell; DC, dendritic cell. 
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II. Aims 

The large CD4+ T cell diversity is a major determinant of HIV infection success, as 

permissiveness to HIV is cell-type dependent. On top of that, individual sex and age 

shape the immune response and the distribution of immune cells and may thus further 

affect HIV replication. Indeed, sex was shown to affect HIV replication in PWH in ex vivo 

experiments, with women displaying lower plasma viremia and reduced viral 

reactivation. Regarding age, most studies investigate comorbidities and ageing with HIV 

but do not address the cellular impact of HIV on cells from ageing individuals. Thus, we 

hypothesized that sex effects are imprinted at the cellular level and could be 

recapitulated in vitro, and that age-related immune changes could impact HIV 

replication in vitro. The activation status being a major contributing factor of HIV 

infection success, we investigated cell permissiveness to HIV in correlation with CD4+ T 

cell activation kinetics and cell distribution. We also performed transcriptomic analyses 

at bulk and single-cell levels to identify and refine the specific gene signature allowing 

distinction of permissive from resistant cells. 

 

Main project: Sex and age impact CD4+ T cell susceptibility to HIV in 

vitro through cell activation dynamics 

This work aimed at characterizing how individual sex and age affect CD4+ T cell 

permissiveness to HIV and investigating the correlation with cellular activation by T-cell 

receptor-mediated stimulation. 

Manuscript in preparation:  

• Ludivine Brandt, Paolo Angelino, Raquel Martinez, Sara Cristinelli, Angela Ciuffi, 

Sex and age impact CD4+ T cell susceptibility to HIV in vitro through cell 

activation dynamics, 2023. (In preparation). 

 

Additional project: Single-cell analysis identified novel determinants 

of CD4+ T cell permissiveness to HIV 

This work aimed at understanding how T-cell receptor-mediated stimulation affects 

CD4+ T cell pool composition and at identifying cellular factors accounting for cell 

permissiveness to HIV. 

Manuscript in preparation and published review: 

• Paolo Angelino, Ludivine Brandt, Raquel Martinez, Sara Cristinelli, Angela Ciuffi, 

Single-cell analysis identified novel determinants of CD4+ T cell permissiveness 

to HIV, 2023. (In preparation). 

• Ludivine Brandt, Sara Cristinelli, Angela Ciuffi, Single-Cell Analysis Reveals 

Heterogeneity of Virus Infection, Pathogenicity, and Host Responses: HIV as a 

Pioneering Example, Annual Review of Virology, Volume 7, 2020. 
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III. Results and discussion 

A. Main project: Sex and age impact CD4+ T cell susceptibility to 

HIV in vitro through cell activation dynamics 

During my PhD, I mainly worked on understanding differences between individuals 

regarding HIV infection success by addressing sex- and age-based differences. After 

optimization of cell culture and infection workflow, we successfully addressed the effect 

of these factors upon HIV infection in correlation with CD4+ T cell activation kinetics 

and studied their cellular composition by transcriptomic analyses. 

 

Summary 

This study aimed at investigating sex- and age-based differences at cellular level and 

their impact on cell permissiveness to HIV through a kinetics of CD4+ T cell activation, in 

order to correlate individual permissiveness to HIV to cell activation ability. To this aim, 

we used primary CD4+ T cells from 20 HIV-negative blood donors and stimulated them 

for 6 days. We collected cells every 24h and infected them with HIV-based vectors 

pseudotyped with VSV-G or native HIV envelopes and assessed infection success by flow 

cytometry. Cell activation status was measured by parallel staining of surface markers of 

activation, immune checkpoint inhibitors, as well as HIV entry receptors. We performed 

bulk RNA-Seq on cells from all studied donors to investigate their cellular transcriptome 

24 and 72h p.-s. prior to HIV infection. Finally, we performed sc-RNA-Seq on selected 

donors to explore CD4+ T cell pool composition. 

 

Contribution 

• Conceptualization of experiments was made in collaboration with AC and SC. 

• Performing experiments: optimization of cell culture for activation, infection, 

surface marker staining, RNA extraction and preparation of cell suspensions for 

sc-RNA-Seq. Single-cell Chromium loading and library preparation were 

performed by RM. 

• Data analysis: flow cytometry data. Bulk and sc-RNA-Seq experiments were 

analyzed by PA. 

• Writing of manuscript was performed with AC. 

• Figure design and formatting. 

The manuscript is currently in preparation and is enclosed hereafter. 
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Abstract 

Cellular composition and responsiveness of immune system evolve upon ageing and are 

influenced by biological sex. CD4+ T cells from women living with HIV exhibit decreased 

viral replication ex vivo compared to men. We thus hypothesized that these findings 

could be recapitulated in vitro, and infected primary CD4+ T cells with HIV-based 

vectors pseudotyped with VSV-G or HIV envelopes. We used cells isolated from 20 

donors to interrogate the effect of sex and age on permissiveness over a 144h activation 

kinetics. Our data identified an increased permissiveness to HIV between 24 and 72h 

post-stimulation. Sex- and age-based analysis at these time points showed increased 

susceptibility to HIV of cells isolated from males and from donors over 50 years old, 

respectively. Parallel assessment of surface marker expression revealed expression of 

activation (CD69, CD25, HLA-DR) and immune checkpoint inhibitors (PD-1 and CTLA-4) 

markers in increased cell numbers from donors displaying increased permissiveness to 

HIV. Furthermore, positive correlations were identified between CD69, PD-1 and CTLA-4 

expression kinetics and HIV expression kinetics. Cell population heterogeneity was 

assessed by single-cell RNA-Seq analysis and no cell subtype enrichment was identified 

according to sex. Finally, transcriptomic analyses further highlighted the role of 

activation in those differences with enriched activation and cell cycle gene sets in men 

and in older women cells. Altogether, this study brought further evidence about 

individual features affecting HIV replication at the cellular level and should be 

considered in latency reactivation studies for HIV cure. 

 

Introduction 

Virus success to establish infection depends on the expression of surface receptors for 

viral entry and on a cellular permissive environment favoring viral replication. Within a 

cell population, susceptible cells to human immunodeficiency virus type 1 (HIV-1, 

hereafter abbreviated HIV) have to express the CD4 entry receptor as well as CCR5 or 

CXCR4 coreceptor. Moreover, the majority of these cells display a restrictive cellular 

environment, making them initially refractory and non-permissive to viral infection, 

unless exposed to specific activation stimuli: over activation, the cell population 

diversifies, increasing heterogeneity. Consequently, the varying intracellular 

composition results in heterogeneous response to viral infection. The diversity of CD4+ 

T cells, the main targets of HIV, is fueled by (i) activation status, (ii) cell subset and (iii) 

differentiation stage. Multiple studies aimed at identifying molecular determinants 

associated with increasing permissiveness to HIV. Examples include cell types and 

features such as enhanced CCR5 expression [1], all types of memory CD4+ T cells, 
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especially effector memory cells, T helper (Th) 17 and T follicular helper (Tfh) subtypes 

[2, 3], and cells displaying an activated or exhausted phenotype displaying a low type I 

interferon response [4]. 

Besides cellular composition, HIV replication success can be influenced by individual-

specific features, such as gender or age. Indeed, growing amounts of evidence show that 

sex can shape the immune response [5-7]. Sex-related differences can be explained by 

differential steroid hormone regulation as well as genetic factors [5]. The latest 

epidemiological statistics reveal that women represent 54% of people with HIV (PWH) 

and are more susceptible to HIV seroconversion by a two-fold factor compared to men 

through heterosexual intercourse [8, 9]. Although both sexes experience similar AIDS 

progression rate [10], women progress with initially lower viral loads [11]. Moreover, 

Scully et al. showed that HIV replication is less efficient in women under antiretroviral 

therapy (ART) upon measurement of viral transcriptional activity and reactivation 

potential [12]. This observed lower replication may be the result of plasmacytoid 

dendritic cells in women that produce more type I interferon in response to HIV ligand 

binding to TLR7, enhancing CD8+ T cell activation, provoking higher expression of 

interferon-stimulated genes in CD4+, CD8+ T cells and dendritic cells from untreated 

women when compared to the levels observed in men [13, 14]. Last, estrogen receptor 

was shown to be a strong regulator of HIV latency: estrogen binding to its receptor can 

repress viral reactivation, while receptor blockade can promote it, outlining a key role 

for sex hormones in HIV biology [15]. Recently, Gianella et al. outlined that women post-

menopause undergo higher provirus reactivation as compared to younger women, 

which is possibly caused by estrogen decline [16]. Although a significant part of these 

gender-specific differences can be attributed to hormonal regulation, evidence 

demonstrate lower viral loads in prepubescent women compared to men of same age, 

suggesting the involvement of other factors, such as genetic differences due to 

incomplete X inactivation [17, 18].  

Age is another major contributor to immune differences, with first alterations being 

visible at the age of 50 years old, with thymic involution leading to reduced T cell 

generation [19]. With age, naïve/memory cell balance shifts towards increased memory 

cell frequencies, that is more pronounced in late-stage differentiation memory subtypes, 

displaying enhanced effector function and reduced proliferation capacity. In the HIV 

field, most studies address the effect of ageing with HIV in order to improve older 

patient care without investigating a potential direct impact of HIV on cells from older 

individuals [20]. 

Here, we addressed whether these sex-based differences could be recapitulated in vitro, 

without hormonal influence and biases caused by a prolonged HIV infection. In addition, 

we interrogated the effect of age on cellular permissiveness to HIV. To this aim, we 

isolated CD4+ T cells from 20 HIV-negative individuals, activated them over a period of 6 

days, and infected them every day with three HIV-based vectors pseudotyped with VSV-

G, CCR5- (R5-) or CXCR4- (X4-) tropic envelopes, and harboring two fluorescent 

reporters, one LTR-driven GFP reporter and one constitutive EF1α-driven mKO2 

reporter (HIV GKO [21]) that were monitored by flow cytometry. We compared reporter 

expression by flow cytometry and by sex and age to reflect permissiveness over time 
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post-TCR stimulation. We found that viral infection peaked at 24h-72h post-stimulation 

(p.-s.), as expected. During these times, cells derived from men and individuals older 

than 50 years old displayed enhanced cell susceptibility to HIV, correlating with 

increased activation markers and immune check point inhibitors (ICIs) expression. 

Transcriptomic analysis revealed enrichment of activation and cell cycle gene sets in 

men and in ageing individuals, supporting a major role for activation in the 

permissiveness phenotype. Finally, we identified differential regulation in sex-linked 

genes that may impact permissiveness to HIV.  

 

Results 

Cell permissiveness to HIV evolves with cell activation dynamics 

To explore individual permissiveness to HIV in CD4+ T cells, we studied a cohort of 20 

HIV-negative blood donors varying in sex and age (22 to 72 years old) through TCR-

induced activation dynamics (Fig. 1A). Resting CD4+ T cells from each donor were 

stimulated for a total of 144h (Fig. 1B). Every 24h, cells were collected and assessed for 

selected surface marker expression (Supplementary Fig. 1A) and HIV infection as 

reported by HIV GKO (Supplementary Fig. 1B and C) by flow cytometry. Our results 

showed a stable expression over time p.-s. of HIV entry markers, with ubiquitous 

expression of CD4 and CXCR4, but limited expression of CCR5 (present only on 12% of 

CD4+ T cells on average) (Supplementary Fig. 2A). The relative expression of these 

markers, as reflected by mean fluorescence intensity (MFI) outlined increasing levels of 

CD4 but decreasing levels of CXCR4 and CCR5 over stimulation (Supplementary Fig. 2B). 

In parallel, expression of cell surface proteins related to activation, i.e., CD69, CD25 and 

HLA-DR, as well as ICIs, i.e., PD-1, CTLA-4 and TIM-3 were measured to monitor cell 

activation status. As expected, activation marker expression increased with time p.-s. 

with differential kinetics. The early CD69 activation marker increased and peaked at 72h 

p.-s. with an average of 74% positive cells before decreasing, while CD25 was 

progressively upregulated over TCR-mediated stimulation until being expressed at the 

surface of most cells (93% on average at 144h) (Supplementary Fig. 2A). The late HLA-

DR activation marker showed progressive upregulation, reaching 47% HLA-DR+ cells at 

144h on average. Relative MFI of activation markers showed a peak of CD69 levels 24h 

p.-s. before a steep decline (Supplementary Fig. 2B). CD25 levels peaked 96h p.-s. and 

HLA-DR increased progressively in time. Following activation kinetics, ICIs are 

upregulated simultaneously with activation mark-ers in order to constrain cell 

proliferation, as a control feedback loop. The three selected ICIs displayed increased 

expression over time, but with different proportions: PD-1 ex-pressing cells peaked at 

120h with 81%, CTLA-4+ cells reached 45% at 96h and TIM-3+ cells 78% cells at 144h 

(Supplementary Fig. 2A). Consistently, expression levels of the three markers increased 

with stimulation and decreased in late time points, at 96h for PD-1 and CTLA-4, and 

144h for TIM-3 (Supplementary Fig. 2B).   

Infection was carried out with an HIV GKO (HIV_LTR-GFP-EF1α-mKO2) dual reporter 

vector, pseudotyped with three different envelopes: VSV-G for amphotropic viral entry, 

and natural HIV envelopes, LAI for CXCR4 tropism and BaL for CCR5 tropism. Expression 
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level of GFP and mKO2 was assessed at 47h post-infection (p.-i.) (Supplementary Fig. 

1A). HIV infection success was evaluated in three ways to assess susceptibility, 

population permissiveness and intracellular permissiveness (Fig. 1C-E). The proportion 

of susceptible cells to HIV was assessed by the number of cells expressing the 

constitutively EF-1α-driven mKO2 reporter. Data revealed an increasing proportion of 

susceptible cells, peaking at 72h p.-s. for HIV GKO/VSV-G (26.4%) and LAI (8.6%) and 

between 24h and 48h p.-s. for HIV GKO/BaL (1.1%) (Fig. 1C). The analysis of the relative 

GFP MFI reflected the level of LTR-driven GFP production in the total population and 

thus assessed the global cell permissiveness to HIV, i.e. the combination of cell 

susceptibility to HIV (from entry to integration) and successful viral expression (Fig. 

1D). Data mirrored cell susceptibility kinetics, suggesting that susceptible cells are 

similarly permissive, i.e. enabling productive HIV infection. Finally, in order to 

discriminate the impact of entry from determinants of intracellular permissiveness, we 

investigated GFP expression in GFP+ cells (i.e. productively infected cells) and observed 

higher amounts of GFP expression at 24h p.-s., suggesting that the intracellular 

environment favoring permissive infection is rapidly established upon TCR-mediated 

stimulation (Fig. 1E). Data also showed a progressive decline of LTR-driven GFP 

expression over time p.-s., which could not be explained by the direct establishment of 

latent infection, as the proportion of mKO2+GFP- infected cells was stable or declining 

over time (Supplementary Fig. 3A). In addition, the stability of the LTR promoter in 

driving GFP expression over time p.-i. was assessed by infecting cells 24h p.-s. and 

monitoring fluorescent reporter expression at 23h, 47h, 71h, 95h, 119h and 143h p.-i. 

(Supplementary Fig. 3B-D). In this context, GFP expression accumulated to peak at 47h 

p.-i. and then tended to decline with time, in particular with HIV envelopes, likely due to 

death of infected cells.  

As expected, our data showed that CD4+ T cell permissiveness to HIV was higher upon 

TCR-mediated stimulation, in particular between 24 and 72h p.-s. Despite 

permissiveness differences among donor cells, similar kinetics were overall observed. 
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Figure 1: Cell permissiveness to HIV evolves with cell activation dynamics. (A) Panel of 20 HIV-negative blood donors included 10 men and 10 women 

of age ranging from 22 to 72 years old. The vertical bar represents the mean age for men and women respectively. (B) Resting CD4+ T cells from 20 HIV-

negative blood donors were stimulated with αCD3/CD28 in presence of IL-2 during 144h. Each 24h, cells were collected and were either stained for cell 

surface proteins or infected with the HIV GKO dual reporter vector. Activation state was tracked by measuring cell surface protein expression of activation 

and ICIs as well as HIV entry receptors by fluorophore-conjugated antibody staining. Each staining was performed in duplicates and assessed by flow 

cytometry. In parallel, cells were infected with HIV GKO harboring distinct viral envelopes (VSV-G, X4-tropic LAI, R5-tropic BaL) in biological duplicates. 

Cell permissiveness to HIV was assessed 47h p.-i. by flow cytometry. (C-E) Infection success over time p.-s. for the three HIV GKO vectors harboring 

distinctive envelopes (VSV-G, LAI, BaL). Grey lines represent infection kinetics obtained for each individual donor and is the mean of biological duplicates. 

Black line represents the mean of all donors. Error bars represent the SD. (C) Proportion of cells susceptible to HIV infection was assessed by cells 

expressing EF1α-driven mKO2. (D) Global cell population permissiveness to HIV was assessed as relative GFP MFI, normalized by the corresponding mock-

infected control, informing success of entry, integration and productive LTR-driven GFP expression (E) Intracellular permissiveness level was assessed by 

measuring the raw GFP MFI in GFP+ cells. p.-i., post-infection; p.-s., post-simulation; SD, standard deviation; MFI, Mean Fluorescence Intensity. 
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Sex and age impact CD4+ T cell susceptibility to HIV infection 

To study the impact of specific features such as sex and age on CD4+ T cell 

permissiveness to HIV, data were re-analyzed according to these parameters. 

Comparison of HIV infection kinetics between women and men cells revealed that 

infection kinetics were similar between both sexes, but that men harbored increased 

numbers of susceptible cells compared to women between 24-72h p.-s., in the time 

window where cells were previously identified as being most permissive (Fig. 2A). This 

difference was significant for both VSV-G- and LAI-mediated entry (*, p = 0.01), but not 

for BaL-mediated entry (p = 0.87), whose interpretation is complicated by the low level 

of infection success. Permissiveness as reflected by GFP revealed increased levels in men 

cells and showed significance for VSV-G-mediated entry and a trend for LAI-mediated 

entry (HIV GKO/VSV-G, * p = 0.02; HIV GKO/LAI, p = 0.05; HIV GKO/BaL, p = 0.07) 

(Supplementary Fig. 4A). However, intracellular GFP levels were similar between sexes 

(HIV GKO/VSV-G, p = 0.26; HIV GKO/LAI, p = 0.17; HIV GKO/BaL, p = 0.55) 

(Supplementary Fig. 4B). 

The impact of age on cell susceptibility to HIV was evaluated by analyzing the 

proportion of mKO2+ susceptible cells in young (< 50 years old) and old donors (≥ 50 

years old) (Fig. 2B). As for sex impact analysis, the kinetics of susceptibility displayed by 

each age category was comparable over time. However, when focusing on the 24-72h 

window p.-s., older donors exhibited an increased susceptibility to infection compared 

to younger ones. Although significant for LAI (X4)-using virus (*, p = 0.01), only a non-

significant trend can be observed for BaL (R5)-tropic virus (p = 0.14), and no impact is 

visible for viruses entering via the VSV-G route (p = 0.15). Consistently, permissiveness 

levels were increased upon LAI (X4)-tropic infection (*, p = 0.03) but not for BaL- (p = 

0.12) or VSV-G- (p = 0.09) mediated entry (Supplementary Fig. 4C). Intracellular GFP 

levels were similar between young and old donors with each virus (HIV GKO/VSV-G, p = 

0.27; HIV GKO/LAI, p = 0.37; HIV GKO/BaL, p = 0.76) (Supplementary Fig. 4D). Similar 

results were obtained when age was treated as a continuous variable (Supplementary 

Fig. 5A-C). For both sex and age impact, our results suggest that the difference occurs 

during entry, integration and productive LTR-driven GFP expression. 

Data were further dissected to interrogate the impact of sex and age combination, 

looking at the area under the curve (AUC) displayed by susceptible cells during the 

relevant 24h-72h p.-s. window (Fig. 2C). At first, single previous results were 

recapitulated, i.e. male cells displaying increased susceptibility to VSV-G-mediated HIV 

entry as compared to female cells (**, p = 0.004), and cells isolated from older donors 

showing enhanced susceptibility to LAI (X4)-mediated HIV entry (*, p = 0.03). Analysis 

of HIV GKO/LAI (X4) infection was particularly interesting. Indeed, although male cells 

only tended to display enhanced susceptibility to viral infection compared to female 

cells (p = 0.07), combination of sex and age revealed gradual susceptibility to HIV 

GKO/LAI infection with the lowest AUC displayed by younger women and the highest by 

older men (*, p = 0.02). This effect could not be observed when using HIV GKO/BaL (R5) 

potentially because of the low infection success rate in this setting.  
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The effect of sex and age was investigated similarly on latency establishment by 

assessing the AUC corresponding to the proportion of latently infected cells (mKO2+ 

GFP-) over total infected cells (mKO2+) in the 24h-72h p.-s. window (Fig. 2D). Although 

sex did not appear to affect latent infection mediated by VSV-G entry, data suggest that 

age impacted the proportion of latently infected cells, with younger donors displaying 

higher AUC upon VSV-G- and LAI-mediated HIV entry (*, p = 0.003 and *, p = 0.002, 

respectively), but not upon BaL-mediated HIV entry (p = 0.65).  

Sex and age impact on GFP expression stability was also controlled in p.-i. settings. Male 

cells displayed an enhanced GFP production over total time of infection, with all three 

vectors (HIV GKO/VSV-G, * p = 0.03; HIV GKO/LAI, ** p = 0.003; HIV GKO/BaL, ** p = 

0.004), reflecting an increased HIV protein production (Supplementary Fig. 6A). This was 

shown as well for older donor cells, except upon HIV GKO/VSV-G infection (HIV 

GKO/VSV-G, p = 0.34; HIV GKO/LAI, ** p = 0.001; HIV GKO/BaL, ** p = 0.001) 

(Supplementary Fig. 6B). Finally, AUC of latent cell rate in time p.-i. (as reflected by rate 

of mKO2+ GFP- cells over total mKO2+ cell population) was significantly increased in 

younger donors upon infection with the three vectors (HIV GKO/VSV-G, ** p = 0.002; 

HIV GKO/LAI, ** p = 0.003; HIV GKO/BaL, ** p = 0.01) (Supplementary Fig. 6C). Overall, 

these data are complementary to the infection success measured as the proportion of 

susceptible cells (mKO2+) or global permissiveness (mKO2+ GFP+). 

Altogether, these data suggest that sex and age impact cell permissiveness to HIV 

infection in vitro, depending on the viral entry route. Globally, male and old donor cells 

displayed increased susceptibility and showed increased permissiveness to HIV 

infection (VSV-G- and/or LAI-mediated entry), reflecting a more favorable environment 

for HIV entry, integration and viral protein production. Consistently, young donor cells 

appear to favor latent infection. 
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Figure 2: Sex and age impact CD4+ T cell susceptibility to HIV infection. (A, B) Proportion of susceptible cells 

(mKO2+) over time p.-s. for the three HIV GKO reporters (VSV-G, LAI (X4), BaL (R5)), separated according to sex 

(women: purple; men: blue) (A) or according to age (<50 years old: pale orange; ≥50 years old: red) (B). Lines 

represent the mean of each category per time point. Error bars represent SD. Statistical differences were calculated 

between 24 and 72h p.-s. (indicated by the green box) using paired t-test. (C, D) Proportion of susceptible (mKO2+) 

cells (C) or latently infected cells (mKO2+ GFP- over mKO2+ population) (D) to HIV, calculated as AUC between 24 

and 72h p.-s., and according to multiple donor categories. Infection was performed with the three HIV GKO vectors 

(VSV-G, LAI (X4), BaL (R5)). Each dot represents the mean of biological duplicates of one donor. Statistical differences 

between sex and age were calculated by two-way ANOVA. * p < 0.05, ** p < 0.01. p.-s., post-stimulation; SD, standard 

deviation; AUC, area under curve; ANOVA, analysis of variance. 

 

Activation-induced marker expression is biased by sex and age and correlate with 

cell permissiveness to HIV 

Cellular activation is a pivotal parameter in cell permissiveness to HIV infection. To 

address whether cell activation features might explain sex- and age-specific differences 

observed in cell permissiveness to HIV, we monitored the expression of selected 

activation markers (CD69, CD25 and HLA-DR) and ICIs (PD-1, CTLA-4 and TIM-3), as 

well as HIV entry receptors (CD4, CXCR4 and CCR5) over time. Cell rate of expression of 
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HIV entry receptors showed no sex-specific bias (CD4, p = 0.99; CXCR4, p = 0.86; CCR5, p 

= 0.46) (Fig. 3A), suggesting that they do not account for the observed differences. 

Analysis of activation markers showed that male cells expressed significantly more 

CD69+ and CD25+ cells upon TCR-mediated stimulation than female cells (CD69 *, p = 

0.003; CD25 *, p = 0.03). However, HLA-DR displayed no sex-specific bias (p = 0.16). 

Consistent with activation marker data, the three ICIs were expressed on a significantly 

larger proportion of cells in men (PD-1, **, p < 0.0001; CTLA-4, **, p = 0.003; TIM-3, *, p = 

0.02). Similarly, age-differentiated analysis of activation kinetics showed a significant 

higher proportion of cells from older donors expressing activation markers and ICIs 

CD25 (*, p = 0.02), HLA-DR (***, p = 0.0002) and CTLA-4 (**, p = 0.007) (Fig. 3B). 

Importantly, CD4 and CXCR4 were present in a larger proportion of cells derived from 

older donors (CD4, *, p = 0.01); CXCR4, *, p = 0.02), and it cannot be excluded that they 

might account for the HIV susceptibility difference, they were expressed by >95% cells, 

resulting in a quasi-ubiquitous availability of HIV receptors. 

To assess whether expression of these markers was linked to cell permissiveness to HIV, 

we correlated relative cell surface protein expression with relative GFP expression of 

HIV-infected cells over time p.-s. for all three HIV GKO viruses for each donor separately 

and found positive correlations with activation markers and ICIs (Fig. 3C). CTLA-4 

expression kinetics correlated well with infection kinetics from HIV GKO/VSV-G (p < 

0.05 in 20/20 donors, mean R-square = 0.86) and HIV GKO/LAI (p < 0.05 in 18/20 

donors, mean R-square = 0.74), whereas the correlation was only partial with HIV 

GKO/BaL (p < 0.05 in 12/20 donors, mean R-square = 0.75). PD-1 relative expression 

displayed a high correlation with infection through LAI-mediated entry (p < 0.05 in 

17/20 donors, mean R-square = 0.80), and a milder one through VSV-G-mediated entry 

(p < 0.05 in 10/20 donors, mean R-square = 0.65). CD69 was only found to exhibit a 

significant correlation with virus infection using BaL-mediated entry (p < 0.05 in 18/20 

donors, mean R-square = 0.86); potentially highlighting a higher dependence of R5-

tropic viruses to cells in early activation. 

In summary, these data identified sex- and age-specific differences on activation 

kinetics, as revealed through expression of selected activation markers and ICIs. In 

particular, male and older donor cells shown to display higher cell permissiveness also 

displayed higher marker expression levels. Moreover, we highlighted that relative 

expression kinetics of CD69, PD-1 and CTLA-4 correlated with permissiveness to HIV on 

an entry-dependent mode. 
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Figure 3: Activation-induced marker expression is biased by sex and age and correlate with permissiveness to HIV. (A, B) Proportion of cells expressing selected cell surface 

proteins over time p.-s. Proteins analyzed include HIV entry markers (CD4, CXCR4 and CCR54; upper graphs), activation markers (CD69, CD25 and HLA-DR; middle graphs) and ICIs 

(PD-1, CTLA-4 and TIM-3; lower graphs). Lines represent the mean of each category per time point. Error bars represent SD. Statistical differences were calculated using paired t-test. 

(A) Surface maker expression according to sex. Women are represented in purple and men in blue. (B) Surface marker expression according to age. Donors younger than 50 years old 

are represented in pale orange and donors being 50 years old or older in red. (C) Correlation analysis between protein surface expression (MFI of stained sample normalized to 

corresponding non-stained sample) and permissiveness to HIV (relative GFP MFI, normalized to corresponding mock-infected sample) for the three HIV GKO vectors (top: VSV-G; 

middle: LAI (X4); bottom: BaL (R5)) throughout activation kinetics. Each dot represents R-square value calculated by linear regression for one donor with the mean of infection 

duplicates and staining duplicates. Non-significant correlations (p > 0.05) are represented in grey and significant ones (*, p < 0.05) in pink. p.-s., post-stimulation; SD, standard 

deviation; MFI, Mean Fluorescence Intensity. 
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CD4+ T cell pool composition is not biased by sex 

To address whether sex bias in permissiveness to HIV could be linked to CD4+ T cell 

subpopulation composition, we stimulated cells from two female and two male donors 

for 24h and performed single-cell-RNA-Seq (sc-RNA-Seq). We investigated a total of 

24,626 single cells and mapped them against three different references (i.e. DICE [22], 

Monaco [23] and Seurat [24]) (Fig. 4A, Supplementary Table 1). As each database was 

constructed using different experimental protocols and addressed different layers of 

CD4+ T cell subpopulations, it allows to have a comprehensive understanding of the 

subpopulation distribution, at the subtype and differentiation stage levels. DICE 

annotation did not identify any sex-specific subpopulation enrichment and revealed that 

naïve stimulated T cells represented more than 65% of cells in both sexes (Fig. 4B). 

Other cell types including memory T regulatory (Treg), naïve, naïve Treg, Tfh, Th1, 

Th1/Th17, Th17 and Th2 accounted only for minor cell fractions. Consistently, 

annotation with Monaco reference did not reveal any sex bias either. This latter dataset 

showed an enrichment of Treg and Th1/Th17, followed by naïve and Th1. The 

remaining cells were split between Tfh, T terminal effector (Tte), Th17 and Th2. Finally, 

Seurat annotation showed comparable enrichment of CD4+ T cell subpopulations 

between men and women, with T central memory (Tcm) representing more than 70% of 

cells in both, and the rest being divided between cytotoxic T lymphocytes (CTL), naïve, 

proliferating, T effector memory (Tem) and Treg. 

Overall, comparison of our four donors with the three reference databases and the 23 

annotated subtypes did not reveal sex-specific cell subtype distribution, suggesting that 

the differential permissiveness to HIV between male and female cells cannot be 

explained by cellular subpopulation composition.  
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Figure 4: CD4+ T cell pool composition is not biased by sex. Single-cell distribution was assessed by three 

reference datasets: DICE (top), Monaco (middle) and Seurat (bottom). (A) UMAP projections of our four-donor cell 

distribution pattern (colored) on reference datasets (grey). (B) Cell subtype fraction by sex, and according to 

corresponding database annotation (top: DICE; middle: Monaco; bottom: Seurat). Women are represented in purple 

and men in blue, Error bars represent SD. Statistics were calculated using t-test, which reported no significant p-value 

for all comparisons. UMAP, uniform manifold approximation and projection; SD, standard deviation; Treg, regulatory 

T cells; Tfh, T follicular helper; Th1, T helper 1; Th17, T helper 17; Th2, T helper 2; Tte, T terminally differentiated; 

CTL, cytotoxic T lymphocyte; Tcm, T central memory; Tem, T effector memory. 

 

Identification of sex-specific gene expression and of sex and age impact on 

activation-linked pathways  

To further investigate and identify the cellular determinants responsible for donor-

related permissiveness to HIV, we stimulated CD4+ T cells from each donor for 24 or 

72h hours and performed transcriptomic analyses. Principal component analysis (PCA) 

revealed that 71% of variance between samples was linked to activation as expected, 

while 4% was attributed to sex (Fig. 5A). Interestingly, samples derived from men were 

grouped independently of age, while those derived from women tended to cluster by age 
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categories. Over a total of 13,154 detected genes, differential gene expression analysis 

(DGEA) between men and women cells at 24h p.-s. outlined 28 differentially expressed 

genes (DEG). Top DEG genes were mostly linked to X and Y chromosomes, with X-linked 

genes enriched in women, and Y-linked genes enriched in men and absent in women as 

expected (Fig. 5B). To ensure a balanced biological function between sexes, most X- and 

Y-linked genes unrelated to reproductive functions harbor a corresponding paralog on 

the other chromosome. As most DEG between men and women are linked to sex 

chromosomes, we interrogated the combined expression of corresponding paralogs in 

both sexes (Fig. 5C). At 24h p.-s., 5 out of the 9 gene pairs presented a differential 

average expression in function of sex, with EIF1AY/EIF1AX (p = 1.4 x 10-10), 

RPS4Y1/RPS4X (p = 6.3 x 10-6), DDX3Y/DDX3X (p = 7.8 x 10-6) and PRKY/PRKX (p = 

0.0065) that were enriched in women, while USP9Y/USP9X (p = 2.9 x 10-7) were 

enriched in men. The translation of differential gene expression on functional pathway 

regulation was then assessed by hallmark gene set enrichment analysis (GSEA) (Fig. 5D 

and E). Interrogation of all donors by sex did not result in any significantly enriched 

pathway. As this may be the result of age-dependent variation, functional analyses of 

sex-induced effect were evaluated within each age class (Fig. 5D). Most variable effect 

was observed within the L2 category (36-52 years old) 24h p.-s. with 156 DEG, enriching 

pathways related to activation or cell cycle as MYC targets, mTORC1 signaling, E2F 

targets, glycolysis or IL-2/STAT5 signaling in men compared to women, while IFN-α 

response was enriched in women. Similar results were outlined in L1 category (21-35 

years old), with enrichment of E2F targets and G2M checkpoint. However, L3 category 

(53-72 years old) yielded the opposite trend with a negative enrichment score of 

activation-linked pathways. These data support that activation is strengthened in men 

compared to women in L1 and L2 categories. Assessment of stimulation effect outlined 

5266 DEG when comparing 72h to 24h stimulation in women (Supplementary Fig. 7A) 

and showed functional enrichment of similar pathways, demonstrating upregulation of 

genes linked to activation and cell cycle, together with a downregulation of innate 

immunity (Supplementary Fig. 7B). Similar results were observed in men cells (data not 

shown). Since men samples clustered together regardless of age but women samples did 

not, the effect of age was further evaluated in women samples by comparing hallmark 

enrichments between each age category at 24h p.-s. (Fig. 5E). Comparison of L3 category 

with either L2 or L1 showed enrichment of E2F targets, G2M checkpoint, MYC targets, 

glycolysis or mTORC1 signaling, suggesting an enhanced activation potency in older 

women compared to younger ones. Comparison of L2 with L1 presented more variable 

results, with enrichment in L2 of E2F targets and G2M checkpoints, while mTORC1 

signaling or IL-2/STAT5 signaling were enriched in L1.  

Altogether, these results suggest that sex and age influenced cellular transcriptome of 

CD4+ T cells. We evidenced biased combined expression of paralogs on X and Y 

chromosomes by sex, as well as an enrichment of activation-linked pathways in donor 

categories most susceptible to HIV infection (men and older donors), suggesting that 

enhanced permissiveness to HIV is related to enhanced activation potency. 
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Figure 5: Identification of sex-specific gene expression and of sex and age impact on activation-linked pathways. (A) PCA plot with explained percentage of variance between 

cell sample transcriptomes. CD4 + T cells were stimulated for 24h (circles) or 72h (squares). Women samples are depicted in purple and men samples in blue. Age is represented by 

color intensity (22-35 years old in light shade (L1), 36-52 in medium shade (L2) and 53-72 in dark shade (L3)). (B) Top differentially expressed genes between men and women cells 

at 24h p.-s. The log2 FC of each gene compared to its average expression is represented in shades of blue to red. (C) Combined expression at 24h p.-s. of Y-linked genes and their X 

chromosome paralogs in men (in blue) and in women (in purple). Statistical differences were calculated by t-test. **** p < 0.0001, ** p < 0.01. (D, E) Hallmarks of gene set enrichments. 

P-values are represented by significance in orange to red shades. Gene count per pathway is represented by circle size. (D) Men compared to women at 24h p.-s. by age category. (E) 

Age comparisons in women at 24h p.-s. PCA, Principal Component Analysis; DEG, differentially expressed gene; p.-s., post-stimulation; FC, fold-change. 
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Discussion 

HIV-infection success of CD4+ T cells was proven to differ between individuals for more 

than two decades, but so far most efforts focused on identifying cell features involved in 

permissiveness per se but lacked individual-related considerations, such as sex or age 

[25, 26]. In this study, we hypothesized that both factors could impact permissiveness to 

HIV in a CD4+ T cell activation kinetics. We thus first tracked activation levels and 

permissiveness phenotype differentially according to sex or age. In a second phase, we 

deciphered sex- and age-specific transcriptomic landscapes to identify gene correlates 

with cell permissiveness to HIV.  

We isolated and stimulated primary CD4+ T cells from 20 HIV-negative blood donors 

over a 6-day (144h) period and infected them with HIV GKO dual reporter (EF-1α-mKO2 

and LTR-GFP) pseudotyped with VSV-G (amphotropic), BaL (R5-tropic) or LAI (X4-

tropic) envelopes. Consistent with previous reports, HIV infection success increased 

with time p.-s. [27]. In our experimental system, cells were most permissive between 24 

and 72h p.-s., and kinetics were dependent on the viral envelope. Viral entry upon VSV-G 

pseudotyping was not limited by expression of HIV receptors and therefore reflects 

permissiveness dictated by the intracellular environment, while the use of BaL and LAI 

envelopes also relied on expression of HIV entry receptors. Our data showed that cell 

susceptibility kinetics to HIV GKO/LAI was similar to HIV GKO/VSV-G, which suggests 

that receptors exploited upon LAI-mediated entry were not limiting infection. 

Conversely, susceptibility kinetics to HIV GKO/BaL appeared shifted to a day earlier, 

suggesting that CCR5 low levels were a limiting factor, impairing efficient infection. 

Importantly, vectors harboring HIV envelopes displayed reduced infection rates 

compared to that harboring VSV-G envelope. In addition, HIV GKO lacks Nef, resulting in 

decreased uncoating efficiency upon infection with native HIV envelopes but not VSV-G 

[28]. 

Upon differential analysis of infection by sex, we showed that CD4+ T cells derived from 

men displayed an increased susceptibility to HIV within the most permissive 24-72h 

time window. Analysis performed ex vivo on cells derived from people living with HIV 

evidenced reduced HIV RNA synthesis in cells from women [12]. For the first time, our 

study enabled to recapitulate these findings in an in vitro infection model, suggesting 

that it can be the result of intrinsic cellular composition, without immune mediation, at 

least in part. As the size of the latent reservoir was estimated to be comparable between 

men and women, it would imply an enhanced HIV-killing of infected cells in men [12]. 

Thus, our study could not reproduce conclusions from the collaborations between 

Bosque and Planelles groups that did not find a sex-specific impact on the susceptibility 

to HIV in CD4+ T cells [29, 30]. However, some differences in the experimental design 

may explain these discrepancies. Indeed, while we used total fraction of CD4+ T cells, 

both studies used memory CD4+ T cells exclusively, potentially implying that the sex 

bias found in our study may not be imputed to the memory cell fraction. Our work 

evidenced a sex bias upon HIV infection mediated by VSV-G or LAI envelope, but not 

BaL. This could likely be explained by the reduced infection success by HIV GKO/BaL, as 

the peak of infection was 1.1% on average, and as the controlled expression of 

fluorescent reporters over time p.-i. showed that it was significantly higher in male cells 
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for the three entry modes. As for age, given the extent of immune-related changes in 

later life, it was possible to envision implications on HIV infection. Yet, studies on a 

direct impact of age on cellular susceptibility to HIV are still lacking, as only one 

decreasing association was observed between age and HIV replication rate in memory 

CD4+ T cells from women [30]. Our analysis outlined donors aged 50 years or older as 

displaying an increased susceptibility to HIV infection in the most permissive 24h-72h 

time window, significant only upon LAI-mediated HIV entry. Again, the low infection 

efficiency did not allow identifying a significant impact in the BaL setting. Similar to sex 

analysis, controlled expression of fluorescent reporters over time p.-i. resulted in 

significantly higher levels in older donor category upon entry mediated by both HIV 

envelopes. However, no effect of age was observed upon VSV-G entry, suggesting that 

age-dependent differences are related to gp120-induced signaling cascade.  

Upon kinetics of TCR-mediated stimulation, we found a higher proportion of CD4+ T 

cells from men compared to women expressing CD69, CD25, PD-1, CTLA-4 and TIM-3, as 

well as higher expression of CD25, HLA-DR and PD-1 in donors aged 50 or more 

compared to younger ones, all of which are surface markers upregulated upon 

activation. In addition, we found positive correlations between kinetics of CD69, CTLA-4 

and PD-1 relative expression and cell permissiveness to HIV with at least one of the 

three used viral reporters. These results suggest that higher permissiveness of cells 

derived from men or older donors is notably due to higher activation. Indeed, we 

showed that as activation progressed, innate immunity downregulated and 

transcriptional activity increased, likely explaining increasing HIV permissiveness. 

Importantly, a previous study found the opposite gender bias in activation, with female 

CD4+ T cells exhibiting higher CD69 expression [31]. We think that this outcome may 

originate from stimulation method, where phytohemagglutinin (PHA) was employed, 

while we used anti-CD3/CD28 and IL-2 in the present study. Given that the signaling 

transduced by the two stimulation methods are different, with PHA crosslinking CD3 

without inducing CD28 costimulation, they could result in different outcomes. This 

supports that the stimulation method must be selected with care, as two methods can 

result in an opposite pattern. 

Single-cell analysis with 23 subtype annotations of CD4+ T cell pool composition 

exhibited no sex-specific enrichment of any subpopulation, which suggests that the 

difference in permissiveness to HIV is not attributed to a specific subtype but rather to a 

cellular state. While previous studies evidenced higher levels of Th1 and Th2 in women 

and higher Th17 and Treg in men, our results did not recapitulate these findings [5]. 

However, this analysis may necessitate an increased number of donors in order to reveal 

a statistically significant tendency. This could also be the result of the stimulation 

method used, i.e. TCR-mediated in presence of IL-2, which affects subtype composition 

as compared to antigen-antigen presenting cell complex [32]. Switch of stimulation 

method might thus favor differentiation of specific subtypes and reveal sex bias in sc-

RNA-Seq. 

Transcriptomic analyses outlined a differential sex and age regulation in CD4+ T cells 

prior exposure to HIV, with DEG linked to sex chromosomes in men compared to 

women. To potentially compensate the absence of X- or Y-linked genes, most of the 
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genes identified in the present study harbored a paralog displaying a conserved function 

on the other sex chromosome [33]. Combined expression of both paralogs showed a sex 

bias in the average expression, with increased levels of EIF1AY/EIF1AX, DDX3Y/DDX3X, 

RPS4Y1/RPS4X and PRKY/PRKX in women. Interestingly, EIF1A, DDX3 and PRKX were 

demonstrated to enhance HIV replication, suggesting that their activity is not sufficient 

to counter the sex bias in HIV susceptibility [34-36]. Previous studies identified RPS4 as 

interfering with RRE in HIV and as associated with decreased hepatitis C virus 

replication, making it a potential HIV inhibitory factor [37, 38]. Conversely, 

USP9Y/USP9X levels were increased in men. A facilitating role was shown in 

gammaherpesvirus, but a putative interaction with HIV remains to be deciphered [39]. 

Our transcriptomic data also showed that donor categories displaying enhanced HIV 

susceptibility presented enriched cellular pathways linked to activation and cell cycle, 

which might explain higher permissiveness to HIV. Of note, upon sex comparison, we 

found enrichment of these pathways in L1 (22-35 years old) and L2 (36-52 years old) 

categories but not in L3 (53-72 years old). This suggests that sex bias in activation is 

linked to reproductive period in women, with hormone exposure participating in 

reducing activation in women, which no longer impacts it after menopause. Indeed, this 

hypothesis is supported by the fact that progesterone was recently shown to dampen 

activation in CD4+ T cells [40]. Comparison of L2 and L1 categories yielded variable 

results, suggesting that there is more variability within these categories, which is 

probably the result of differential hormonal regulation, that can be influenced by state of 

hormonal cycle and recent pregnancy. Future studies should consider steroid hormone 

in the role of cellular activation and permissiveness to HIV. 

In conclusion, this study outlined the importance of considering sex and age of donor 

cells in HIV infection studies and identified novel genes potentially impacting cell 

permissiveness. Future work should further confirm the role of these genes in HIV 

replication and identify potential links between individual activation potency and HIV 

latency reactivation. Indeed, deciphering reactivation mechanisms might help improving 

the spectrum of latency reactivation strategies and thus purging the reservoir. 

 

Methods 

Ethics statement 

All blood donors have provided written informed consent and all samples were 

anonymized. 

Cell samples, isolation and culture 

Peripheral Blood Mononuclear Cells (PBMCs) from HIV-negative blood donors were 

purified from whole blood samples by Ficoll gradient separation, using Leucosep tubes 

(Greiner, Kremsmünster, Austria) according to manufacturer’s recommendations. 

Following purification, PBMCs were frozen in heat-inactivated Fetal Bovine Serum (HI-

FBS) with 7.5% dimethyl sulfoxide (DMSO, Merck, Darmstadt, Germany) in liquid 

nitrogen in cryotubes (Thermo Fisher Scientific, Waltham, MA, USA) for long-term 

storage.  
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Primary CD4+ T cells were isolated from PBMCs by negative-selection and magnetic 

separation using EasySep Human CD4+ T Cell Isolation Kit (Stemcell Technologies, 

Vancouver, Canada) according to manufacturer’s instructions. They were cultured at a 

concentration of 106 cells/mL in RPMI-1640 (Thermo Fisher Scientific) supplemented 

with 10% HI-FBS (Thermo Fisher Scientific) and 50 µg/mL gentamicin (Thermo Fisher 

Scientific) at 37°C, 5% CO2. One day after purification, CD4+ T cells were stimulated in 

T25 flask for four days by adding 25 µL/mL ImmunoCult Human CD3/CD28 T Cell 

Activator (Stemcell Technologies) in medium supplemented with IL-2 [200 IU/mL] 

(R&D Systems, Minneapolis, MN, USA). After four days, culture medium was replaced by 

fresh medium supplemented with IL-2 [200 IU/mL] and cells were cultured for two 

more days.  

Virus production and infection 

HIV-based lentiviruses LTR-HIV-∆-env-nefATG-csGFP-EF-1α-mKO2 (referred as HIV 

GKO) were produced by co-transfection of 5 million HEK293T per 10-cm dish with 7.5 

µg of HIV GKO (gift from Eric Verdin, provided by Matthieu Perreau, Addgene #112234 

[21]) and 2.5 µg of one envelope plasmid using jetPRIME transfection reagent (Polyplus-

transfection, Illkirch, France) according to manufacturer’s recommendations. Culture 

medium was replaced by fresh 293 Serum Free Medium III (Thermo Fisher Scientific) 

supplemented with glutamax (Thermo Fisher Scientific) 8 hours post-transfection. Viral 

particles were collected 48h post-transfection and filtered using 0.22 µm filter (Merck). 

Viral titers were measured by p24 immunoassay using INNOTEST HIV Antigen mAb 

(Fujirebio, Tokyo, Japan) according to manufacturer’s instructions. 

Alternative envelopes were used: VSV-G encoded by pMD2.G plasmid (gift from Didier 

Trono, Addgene #12259 [41]), the X4-tropic LAI envelope encoded by pCI-X4 plasmid 

(gift from Robert Siliciano [42]), or the R5-tropic BaL envelope cloned in pCl-X4 

backbone. For this latter construct, the LAI env sequence in pCI-X4 was substituted by 

the one in pNL4-3-BaL env [43] through KpnI-BlpI (New England Biolabs, Ipswich, MA, 

USA) restriction cloning. Single-reporter HIV-based lentiviruses for flow cytometry 

compensation were constructed through SgrAI-XmaI and BlpI-HpaI (New England 

Biolabs) restriction cloning for deletion of GFP and mKO2, respectively. 

Cell permissiveness to HIV was monitored by GFP and mKO2 expression of primary 

CD4+ T cells infected at 0h, 24h, 48h, 72h, 96h, 120h and 144h p.-s. and assessed by flow 

cytometry at 47h p.-i. Additionally, cells were infected at 24h p.-s. and further monitored 

by flow cytometry at 23h, 47h, 71h, 95h, 119h and 143h p.-i. Briefly, this was performed 

by exposing 100,000 cells to 30 ng p24 equivalent of HIV GKO/VSV-G, or 100 ng HIV 

GKO/BaL and HIV GKO/LAI, or mock treatment, in a volume of 110 µL in a 96-well U 

bottom plate. Infections were carried out in presence of 4 µg/mL polybrene (Merck) and 

spinoculation (1500 g, 90 min, 25°C). After that, cells were washed and resuspended at 

106 cells/mL in R10 supplemented with IL-2 [200 IU/L] and incubated for 47h. Cells 

were fixed in 200 µL CellFix 1X (Becton Dickinson, Franklin Lakes, NJ, USA) to monitor 

GFP and mKO2 expression.  
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Cell surface marker staining 

Cell surface marker expression was assessed using fluorophore-conjugated antibody 

staining on 50,000 primary CD4+ T cells at 0h, 24h, 48h, 72h, 96h, 120h and 144h p.-s. 

Antibodies were purchased from Biolegend and aim at measuring marker expression 

involved in HIV entry (CD4, CXCR4, CCR5), cell activation (CD69, CD25, HLA-DR) and cell 

immune checkpoint inhibition (PD-1, CTLA-4, TIM-3) (Supplementary table 2). Briefly, 

cells were washed once using FACS buffer (Phosphate-buffered saline (PBS, Bichsel, 

Interlaken, Switzerland); 5% HI-FBS; 2 mM Ethylenediaminetetraacetic acid (EDTA, 

Thermo Fisher Scientific)) and incubated with the different antibodies according to 

manufacturer’s recommendations during 30 min at 4°C. Cells were then washed with 

FACS buffer and fixed in 150 µL CellFix 1X. Marker expression was assessed by flow 

cytometry. 

Flow cytometry 

Flow cytometry analysis of infected samples and antibody-stained samples were 

performed using Gallios machine on 10,000 events (Beckman Coulter, Brea, CA, USA; 

Flow Cytometry Facility, University of Lausanne). Infection success was measured on 

channels 1 (GFP) and 2 (mKO2), and surface marker expression on channels 2 (PE) and 

6 (APC). All flow cytometry graphs and analyses were generated using FlowJo (v.10.7.1) 

software (Becton Dickinson). 

Statistical analyses 

Statistical analyses and graphical distributions were performed using GraphPad Prism 

(v.9.1.0) software (GraphPad Software, La Jolla, CA, USA). Kinetic comparisons were 

performed using parametric paired t-test. Area under curve (AUC) measurements were 

compared using two-way analysis of variance (ANOVA) with a false discovery rate (FDR) 

method of Benjamini and Hochberg. Correlation analyses were made based on linear 

regressions. 

Sc-RNA-Seq library preparation and sequencing 

Cells resuspended in PBS supplemented with 0.04% bovine serum albumin (BSA) were 

loaded into a Chromium Next GEM chip K with a target capture of 10,000 cells per 

sample. Gene expression (GEX) libraries were generated using Chromium Next GEM 

Single Cell 5’ Reagent Kit v2 (10X Genomics, Pleasanton, CA, US) according to 

manufacturer’s recommendations and were then sequenced using NovaSeq 6000 

(Illumina, San Diego, CA, US) by paired-end 100 nucleotides dual indexing protocol in 

Lausanne Genomic Technologies Facility (LGTF).  

Sc-RNA-Seq analysis 

Matrixes of GEX reads were generated by alignment and read count using CellRanger 

(10X Genomics, v.7.1). They were then loaded into R (v.4.2.0) and analyzed using Seurat 

package (v4) [24]. Briefly, samples were filtered for poor quality (expressing less than 

200 transcripts and displaying more than 15% mitochondrial genes). Samples were then 

normalized using SCTransform and mapped against reference for generation of uniform 

manifold approximation and projection (UMAP) visualization and determination of 
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subtype composition. Cell types were annotated with Seurat multimodal reference 

mapping (reference data set [24]), and with the R package singleR [44]. DICE [22] and 

Monaco [23] were used as references annotations. 

Population RNA-Seq library preparation and sequencing 

Total RNA was extracted from 500,000 cells stimulated for 24h or 72h using Quick-RNA 

Miniprep Kit (Zymo Research, Irvine, CA, US) according to manufacturer’s 

recommendations. Libraries were prepared using Illumina stranded mRNA protocol and 

sequenced using NovaSeq 6000 by single-read 100 nucleotide protocol in LGTF. 

Population RNA-Seq analysis 

Quality control, trimming of quality sequences and sequencing adaptors, and read 

alignment were performed using nf-core/rnaseq (v.3.12.0) from the nf-core workflow 

collection [45]. The pipeline was executed with Nextflow (v.23.04.1) [46]. Counts and 

transcripts per million were estimated using Salmon (v.1.5.2) [47], and the human 

reference genome GRCh38. Lowly expressed genes, with an average expression per 

condition of less than one count per million were removed from all conditions with the 

filtered.data function from the NOIseq R package (v.2.36.0) [48]. Differential gene 

expression analyses were performed using DESeq2, edgeR and limma [49-51] and used 

threshold of p < 0.01 and Log2 fold-change > 0.5. P-values were adjusted for multiple 

comparisons by Benjamini and Hochberg method. Differentially expressed genes were 

considered when identified as such by the three algorithms. The p-value represented is 

the largest observed. GSEA [52] was performed with the clusterProfiler R package 

(v.4.2.2) [53] with the following parameters minGSSize = 10, maxGSSize = 1000, eps = 0, 

pvalueCutoff = 0.05. Pathways with an adjusted p-value < 0.05 were deemed as 

significantly enriched. Hallmark gene set for GSEA was obtained from MSigDB (v.7.5.1). 

Gene sets signature scores were computed using GSVA R package (v.1.44.5) [54], and 

signature scores for each donor and for significantly enriched pathways were plotted as 

heatmaps.  
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Supplementary material 

Supplementary figures 

 

Supplementary Figure 1: Flow cytometry gating strategies and HIV GKO genomic structure. (A) Gating strategy 

for cell surface marker assessment. Living cells were gated on SS-A vs FS-A plot and single cells were selected on FS-H 

vs FS-A plot. Marker expression was assessed based on fluorochrome expression, i.e. PE or APC. (B) HIV GKO is a dual 

reporter expressing LTR-controlled GFP and EF1-α-controlled (constitutive) mKO2 in nef ORF and harboring deletion 

in env. (C) Gating strategy for infection monitoring. Living cells were gated on SS-A vs FS-A plot and single cells were 

selected on FS-H vs FS-A plot. Susceptible cells were measured based on mKO2 expression, permissive cells based on 

GFP expression and latent cells based on mKO2 expression and absence of GFP. SS, side scatter; FS, forward scatter; 

PE, phycoerythrin; APC, allophycocyanin. 
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Supplementary Figure 2: Surface marker expression over time post-stimulation for HIV entry, activation markers and ICIs. Grey lines represent expression kinetics obtained 

for each individual donor and is the mean of biological duplicates. Black line represents the mean of all donors. Error bars represent the SD. (A) Proportion of expressing surface 

marker (B) Global expression level was assessed as relative MFI, normalized by the corresponding non-stained control. SD, standard deviation; MFI, Mean Fluorescence Intensity. 
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Supplementary Figure 3: HIV latent infection. Proportion of infected cells upon infection with HIV GKO vectors 

harboring distinctive envelopes (VSV-G, LAI (X4), BaL (R5)), and divided as productive infection (mKO2+ GFP+ cells; 

green) and latent infection (mKO2+ GFP-; orange). Dots represent mean of biological duplicates per individual 

donor and lines represents the mean of all donors. (A) Proportion of latently and productively infected cells over 

time p.-s. Cells were stimulated for 6 days and cells were infected each 24h. Levels of infection success, as measured 

by mKO2+ cells 47h p.-i., are indicated at the bottom of the graphs. (B) Experimental workflow used to assess GFP 

expression stability over time in mKO2+ infected cells. Resting CD4+ T cells were stimulated for 24h with anti-

CD3/CD28 in presence of IL-2 and infected with the three HIV GKO reporters (VSVS-G, LAI (X4), BaL (R5)). mKO2 

and GFP expression were measured by flow cytometry at 23h, 47h, 71h, 95h, 119h and 144h p.-i. (C) Stability of 

viral protein expression over time was assessed by rate of GFP+ cells. Grey lines represent infection kinetics 

obtained for each individual donor and are the mean of biological duplicates. Black line represents the mean of all 

donors. Error bars represent the SD. (D) Proportions of latently (GFP-) and productively (GFP+) infected cells in 

mKO2+ cells over time p.-i. The proportion of mKO2+ infected cells (i.e. susceptible cells) is indicated at the bottom 

of the graphs. p.-s., post-stimulation; p.-i., post-infection; SD, standard deviation. 
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Supplementary Figure 4: Sex and age impact cell permissiveness to HIV infection at the global level but not at 

the intracellular one. Permissiveness to HIV over time p.-s. for the three HIV GKO reporters (VSV-G, LAI (X4), BaL 

(R5)), separated according to sex (women: purple; men: blue) (A, B) or according to age (<50 years old: pale orange; 

≥50 years old: red) (C, D). Lines represent the mean of each category per time point. Error bars represent SD. 

Statistical differences were calculated between 24 and 72h p.-s. (indicated by the green box) using paired t-test. 

Global cell population permissiveness to HIV was assessed as relative GFP MFI, normalized by the corresponding 

mock-infected control (A, C) and intracellular permissiveness level was assessed by measuring the raw GFP MFI in 

GFP+ cells (B, D). * p < 0.05. p.-s., post-stimulation; SD, standard deviation; MFI, mean fluorescence intensity.  
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Supplementary Figure 5: Age correlates with HIV infection success upon LAI (X4)-mediated entry. HIV 

infection success is represented by AUC 24 and 72h p.-s of susceptible cell rate (A), global permissiveness to HIV 

reflected by GFP levels (B) and intracellular GFP levels (C). Each dot corresponds to the mean of biological duplicates 

for one donor. Correlation with donor age was calculated for the three HIV GKO vectors (VSV-G, LAI (X4), BaL (R5)) 

using linear regression. AUC, area under curve; p.-s. post-stimulation.  
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Supplementary Figure 6: Sex and age impact latency establishment over time post-infection. (A, B) Stability of 

the proportion of productively infected cells (GFP+) over time p.-i. upon infection with the three HIV GKO reporters 

(VSV-G, LAI (X4), BaL (R5)), according to sex (A) and age (B). Lines represent the mean of each category per time 

point. Error bars represent SD. Statistical differences were calculated using paired t-test. (C) Proportion of latently 

infected cells (mKO2+ GFP- over mKO2+ population), calculated as the AUC at the 24-72h p.-s. time window for each 

HIV GKO vector, in multiple donor categories. Each dot corresponds to the mean of biological duplicates of one donor. 

Statistical differences between sex and age were calculated by two-way ANOVA. * p < 0.05, ** p < 0.01. p.-i., post-

infection; SD, standard deviation; AUC, area under curve; ANOVA, analysis of variance. 
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Supplementary Figure 7: Transcriptome impact of 72h vs 24h stimulation. (A) Volcano plot of DEG between 72h 

and 24h stimulation in women cell samples. Dashed lines represent cut-offs for identification of DGE (Log2FC > 0.5 

and -Log10 p > 2). Significantly enriched DGE are represented in red, significant p-value only in blue, significant Log FC 

only in green and non-significant genes in grey. (B) Hallmark enrichment score between 72h and 24h stimulation in 

women cell samples. P-values are represented by significance in orange to red shades. Gene count per pathway is 

represented by circle size. DGE, differentially expressed genes; FC, fold-change.  
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Supplementary tables 

Supplementary table 1: Cell distribution by donor according to reference comparison and annotations. Raw 

cell counts and frequency distribution (percentage) over total population are represented for each comparison. Sex, 

age and total cell count are indicated for each donor. CTL, cytotoxic T lymphocyte; TCM, T cell memory; TEM, T 

effector memory; Treg, regulatory T cell; Th, T helper; Tfh, T follicular helper; M, male; F, female; y., years; freq., 

frequency. 

Reference Subset 

Donor 1  
(M, 29 y., 
6601 cells) 

Donor 2  
(M, 36 y., 
5802 cells) 

Donor 3  
(F, 25 y., 
6288 cells) 

Donor 4  
(F, 39 y., 
5878 cells) 

Count Freq. Count Freq. Count Freq. Count Freq. 

Seurat 

CTL 85 1.3 281  4.8 89 1.4 188 3.2 

CD4 Naive 337 5.1 500  8.6 460 7.3 646 11.0 
CD4 
Proliferating 

696  10.5 429  7.4 305 4.9 446 7.6 

CD4 TCM 4992  75.6 4084  70.4 4636  73.7 4198 71.4 
CD4 TEM 34  0.5 90  1.6 263  4.2 56 1.0 
Treg 457  6.9 418  7.2 535  8.5 344 5.9 

Monaco 

Follicular 
helper 

243  3.7 413  7.1 268 4.3 415 7.1 

Naïve CD4 852  12.9 935  16.1 732  11.6 1133 19.3 
T regulatory 2044  31.0 1282  22.1 1595 25.4 1204 20.5 
Terminal 
effector CD4 

141  2.1 297  5.1 121 1.9 232 3.9 

Th1 1193 18.1 725  12.5 808  12.8 884 15.0 
Th1/Th17 1647  25.0 1623  28.0 2171 34.5 1477 25.1 
Th17 233 3.5 289  5.0 293  4.7 227 3.9 
Th2 248  3.8 238  4.1 300  4.8 306 5.2 

DICE 

Memory 
Treg 

447  6.8 436  7.5 546 8.7 409 7.0 

Naïve 239 3.6 380  6.5 142  2.3 465 7.9 
Naïve Treg 56  0.8 155  2.7 84  1.3 105 1.8 
Naïve 
stimulated 

4946 74.9 3488  60.1 4410 70.1 3537 60.2 

Tfh 501  7.6 766 13.2 524  8.3 761 12.9 
Th1 164  2.5 272 4.7 242  3.8 317 5.4 
Th1/Th17 57  0.9 89  1.5 138  2.2 51 0.9 
Th17 111 1.7 136 2.3 131  2.1 99 1.7 
Th2 80  1.2 80  1.4 71  1.1 134 2.3 
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Supplementary table 2: Antibodies used for surface marker staining. 

Target 
protein 

Fluorophore Host/Target Ig Reference 

CD4  APC Rat IgG2b, κ Biolegend, ref. 357407 
CXCR4 PE Mouse IgG2a, κ Biolegend, ref. 306505 
CCR5 PE Rat IgG2b, κ Biolegend, ref. 359105 
CD69 PE Mouse IgG1, κ Biolegend, ref. 310905 
CD25 APC Mouse IgG1, κ Biolegend, ref. 302609 
HLA-DR PE Mouse IgG2a, κ Biolegend, ref. 307606 
PD-1 PE Mouse IgG1, κ Biolegend, ref. 329905 
CTLA-4 APC Mouse IgG1, κ Biolegend, ref. 349907 
TIM-3 APC Mouse IgG1, κ Biolegend, ref. 345011 
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B. Additional project: Single-cell analysis identified novel 

determinants of CD4+ T cell permissiveness to HIV 

During my PhD, I contributed to an additional project aiming at finding cellular 

determinants of permissiveness to HIV using a single-cell approach. The manuscript for 

publication will be submitted after analysis of additional results. Results and discussion 

of current outcomes are enclosed hereafter. Additionally, the project resulted in the 

publication of a review article, equally enclosed. 

 

Summary 

This study aimed at investigating differences in permissiveness to HIV at the cellular 

level by single-cell RNA-Seq (sc-RNA-Seq). For this, we performed a 6-day activation 

kinetics to study the impact of activation on CD4+ T cell subset composition and 

correlated the results with HIV-based vector infection success as measured by flow 

cytometry. Cell heterogeneity and cell permissiveness were further investigated by sc-

RNA-Seq on CD4+ T cells infected with a single-round VSV-G pseudotyped HIV vector 

and identified a 53-gene signature that can effectively predict resistant over permissive 

phenotype on a non-exposed population. 

 

Contribution 

• Conceptualization of experiments was performed in collaboration with AC and 

SC. 

• Performing experiments: cell culture and infection, Chromium loading and 

library preparation were performed in collaboration with RM. 

• Data analysis was carried out by PA. 

• Writing was performed with AC. 

• Figure design and formatting was performed with PA. 

 

Current results are enclosed hereafter. The manuscript will be submitted for publication 

after analysis and incorporation of additional pending results.  
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Single-cell analysis identified novel determinants of CD4+ T 

cell permissiveness to HIV 

Paolo Angelino1,2, Ludivine Brandt1, Raquel Martinez1, Sara Cristinelli1, Angela Ciuffi1 

1 Institute of Microbiology, Lausanne University Hospital and University of Lausanne, Switzerland 
2 DS-facility, AGORA Cancer Research Center, Swiss Institute of Bioinformatics, Lausanne, Switzerland 

Abstract 

HIV replication success is influenced by CD4+ T cell heterogeneity. Single-cell 

technologies allowed for cell subtype analysis and identification of cells displaying 

increased permissiveness to HIV. Nevertheless, a comprehensive list of host factors 

leading to a permissive or resistant phenotype is still lacking. Cellular activation plays a 

pivotal role in shaping a permissive state but requires further characterization following 

activation dynamics. Here, we explored the evolution of CD4+ T cell population 

composition over time upon T-cell receptor (TCR)-mediated activation using single-cell 

RNA-Seq (sc-RNA-Seq). We then further associated cell activation kinetics with cell 

permissiveness to HIV infection by flow cytometry using an HIV-encoded GFP reporter. 

Cells displaying the highest permissiveness phenotype were found between 48h to 96h 

post-stimulation when the abundance of activated/proliferating cells was the lowest. 

Detection of viral RNA in single cells revealed that all proliferating cells contained viral 

transcripts, reflecting successful HIV infection of these cells. In contrast, naïve, central 

memory and regulatory T cells were heterogeneously infected, displaying a mixture of 

infected (HIV RNA+) and non-infected (HIV RNA-) cells. Projection of transcriptomic 

signatures displayed by naïve, central memory and Treg cells on HIV non-exposed cells 

allowed inferring the transcriptomic profile of permissive cells. We finally identified a 

53-gene signature efficiently predicting cell permissiveness or resistance to HIV. Further 

analysis of these genes revealed an antiviral role with genes enriched in virus response, 

innate immune response, and response to type I interferon and interferon-γ. Our study 

confirmed that cells non-permissive to HIV infection were displaying higher expression 

of genes involved in antiviral defense, thereby refining previous gene signatures. 

Further characterization of these 53 genes may lead to the identification of novel HIV 

restriction factors and help characterize reservoir cells. 

 

Introduction 

Human immunodeficiency virus type 1 (HIV-1, hereafter abbreviated HIV) infection 

requires expression of the CD4 major receptor, as well as a CCR5 or a CXCR4 co-

receptor, for successful cell entry. However, multiple in vivo and in vitro studies revealed 

limited HIV infection success despite the presence of viral entry receptors [1-3]. 

Differences in infection outcome originate from the balance between multiple host cell 

factors displayed by a large diversity of CD4+ T cells, either favoring or restricting 

infection. Thus, cell heterogeneity results from a combination of (i) cell activation status, 

(ii) cell subtype and (iii) differentiation stage [4].  
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For the past decade, the advent of single-cell technologies revolutionized the 

understanding of HIV biology, enabling refined characterization of HIV infection [5]. A 

wide range of techniques allowing analysis of transcriptome, protein expression, 

chromatin accessibility, or TCR sequence are employed to further understand viral 

reservoir and reactivation, host response, or cellular permissiveness to HIV [6]. Notably, 

memory CD4+ T cells all support HIV entry in fusion assays, including central memory 

(Tcm), effector memory (Tem), terminally differentiated (Ttm), T follicular helper (Tfh) 

and regulatory T cells (Treg), as well as subtypes Th1, Th2 and Th17, with preferential 

targeting of Th2 and Th17 [7]. In acute infection phase, permissive cells were shown to 

be mostly composed of memory Th1 harboring high CCR5 expression in a recent in vivo 

study by Nicolas Chomont’s group [8]. In addition to successful viral entry, the cellular 

environment has to be permissive to viral replication, with permissive cells displaying 

an activated or exhausted phenotype as well as a low type I interferon response [9, 10]. 

These studies largely contributed to the effort of refining the characterization of the 

cellular features required for successful HIV replication, nevertheless these findings do 

not enable discrimination of a permissive from a resistant cell. In addition, the process of 

cellular activation evolves with stimulation over time, affecting cellular environment. 

Therefore, understanding how cellular activation kinetics changes upon TCR-mediated 

stimulation, at the level of cellular population composition, as well as at intracellular 

environment, may help gather further insight into determinants impacting 

permissiveness to HIV.  

In this study, we addressed how CD4+ T cell population composition evolved over TCR-

mediated stimulation kinetics through parallel analysis of single-cell transcriptome (sc-

RNA-Seq) and HIV infection success of a VSV-G pseudotyped HIV vector expressing GFP 

measured by flow cytometry. We found that cell subsets were differentially impacted by 

cell activation. Furthermore, our data revealed intra-subset heterogeneity with 

differential HIV RNA expression in naïve, Tcm and Treg. Finally, projection analysis of 

the permissive transcriptomic signature by k-nearest neighbors (k-NN) algorithm on 

HIV non-exposed cells allowed identifying a 53-gene-specific signature able to 

distinguish efficiently resistant and permissive cells. This predictive 53-gene signature is 

mainly involved in response to virus, innate immune response, and response to type I 

interferon and interferon-γ. 

 

Results 

Dynamic evolution of CD4+ T cell population composition upon TCR-mediated 

stimulation affects permissiveness to HIV 

To determine how CD4+ T cell population composition changed with TCR-induced 

activation, we stimulated cells for a total of 144h and analyzed subpopulation 

composition by sc-RNA-Seq each day starting from 48h. We analyzed a total of 32,250 

cells and mapped them against the Seurat reference to identify representation of six 

subtypes: cytotoxic T lymphocyte (CTL), naïve, effector cells (proliferating), Tcm, Tem 

and Treg (Fig. 1A, Supplementary Table 1) [11]. Analysis over time post-stimulation (p.-
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s.) revealed a dynamic cell pool composition, differentially impacting cellular subsets 

(Fig. 1B). Naïve and Treg cell fraction decreased over time to the benefit of increasing 

proliferating cells that peaked at 120h with up to 71% of cells, consistent with cells 

being activated upon TCR-mediated stimulation. The Tcm population remained stable 

after stimulation and increased only at 144h, possibly indicating the evolution of 

proliferating cells to Tcm. Tem and CTL only accounted for less than 0.5% of the total 

CD4+ T cell population throughout activation, with very low counts, hindering reliable 

interpretation. In parallel, cells were infected with an HIV-based lentiviral vector 

harboring GFP expression as a constitutively expressed reporter, and pseudotyped with 

VSV-G (referred to as HIV_GFP/VSV-G), allowing assessment of cell permissiveness to 

viral infection by flow cytometry, corresponding to successful viral entry, integration, 

and expression (Fig. 1C and D). CD4+ T cells displayed the highest permissive state 

between 48 to 96h p.-s. (Fig. 1C). The relative GFP Mean Fluorescence Intensity (MFI) of 

the total cell population showed higher GFP expression at 48h p.-s., reflecting a most 

permissive state at this time (Fig. 1D). Interestingly, although activated and proliferating 

status is known to facilitate viral infection, it is not sufficient as shown at the 120h p.-s. 

timepoint, where 71.46% of proliferating cells are present, but only 34.5% of cells were 

productively infected. This suggests that cells at 120h (late activation stage) were poised 

to differentiate into Tcm and displayed a less permissive environment.  

Overall, these data showed that CD4+ T cell pool composition is dynamic and evolves 

with activation, leading to changes in cell permissiveness to HIV. In this cell context, cells 

activated for 48h presented the most productive infection phenotype. 
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Figure 1: Dynamic evolution of CD4+ T cell population composition upon TCR-mediated stimulation affects 

permissiveness to HIV. (A) UMAP projection of activated CD4+ T cells (colored) on cell reference dataset (grey) by 

Hao et al. [11] allowed identifying CD4+ T cell subset of each single cell. (B) Cell subset abundance p.-s. (C, D) Cell 

permissiveness to HIV_GFP/VSV-G infection (green), assessed by viral GFP expression at 47h p.-i., and reported as the 

proportion of GFP-expressing cells and thus productively infected cells (C) or relative GFP MFI of the total cell 

population normalized by the corresponding mock-infected control, reflecting GFP expression intensity (D). Dots 

represent the mean of biological duplicates. Error bars represent SD. UMAP, uniform manifold approximation and 

projection; p.-s., post-stimulation; p.-i., post-infection; SD, standard deviation; MFI, mean fluorescence intensity; CTL, 

cytotoxic T lymphocyte; Tcm, T cell memory; Tem, T effector memory; Treg, regulatory T cell. 

 

Naïve, Tcm and Treg display heterogeneous response to HIV infection 

To investigate cellular features of permissiveness to HIV within CD4+ T cell subtypes, we 

used single-cell transcriptomics. CD4+ T cells were stimulated for 48h and infected with 

single-round HIV pseudotyped with VSV-G (HIV/VSV-G), and sc-RNA-Seq was performed 

28h post-infection (p.-i.). HIV RNAs were detected and counted similarly to cellular 

transcripts, in each cell subtype (Fig. 2A, Supplementary Table 2). On a total of 3,342 HIV-

exposed cells, 86% were HIV RNA+. Proliferating cells accounted for 73% of all HIV 

RNA+ cells, forming a homogeneous infection target (97% HIV RNA+). Conversely, naïve, 

Tcm and Treg exhibited 58.0%, 65.2% and 68.5% HIV RNA+ cells in respective 

subpopulations, suggesting that these cells were more heterogeneous in their 

permissiveness phenotype to HIV. To further explore the origin of this heterogeneity, 

HIV-exposed cells were computationally depleted from the proliferating subset, leaving 

1,158 cells, most of which being Tcm (Fig. 2B). HIV RNA normalized counts were then 

analyzed in order to separate HIV-exposed cells in infected and thus permissive cells 

(HIV RNA+) and non-infected cells (HIV RNA-) (Fig. 2C). 
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These data outlined that the heterogeneity in permissiveness to HIV lied mostly in Tcm, 

naïve and Treg cell subsets and allowed further characterization of transcriptomic 

profiles by cell subtype in order to identify gene-specific signatures associated with the 

permissiveness phenotype. 

 

Figure 2: Naïve, Tcm and Treg display heterogeneous response to HIV infection. (A) Presence or absence of HIV 

RNA in each CD4+ T cell subset. Cell counts are divided in HIV RNA+ cells (green) and HIV RNA- cells (grey). (B) UMAP 

plot presenting cell subset distribution in HIV-exposed cells after depletion of proliferating cell subset. (C) 

Distribution of HIV RNA+ (green) and HIV RNA- (grey) cells in HIV-exposed cells. Plots were then further visualized 

concentrating on separated UMAP projections in HIV RNA+ cells (from 1 to 8 normalized counts; green), with RNA 

presence intensity presented as darker green shading (upper panel) and HIV RNA- cells (0 normalized counts; grey) 

(lower panel). UMAP, uniform manifold approximation and projection; Tcm, T cell memory; Treg, regulatory T cell; 

CTL, cytotoxic T lymphocyte; Tem, T effector memory; CPM, count per million. 
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Single-cell projection of HIV-exposed cells on non-exposed cells enables 

prediction of permissive and resistant phenotypes and identifies a corresponding 

53-gene signature 

The single transcriptomic profiles of infected (HIV RNA+, permissive) and non-infected 

(HIV RNA-, resistant) cells in HIV-exposed cells were projected on the 1,919 non-

exposed cells. Each non-exposed single-cell was then predicted to be either permissive 

or resistant by similarity to the HIV-exposed cells using k-NN algorithm (Fig. 3A). This 

approach allowed for comparing the transcriptome of resistant cells to permissive cells, 

prior to HIV infection and thus HIV-induced alterations. Cell subtype annotation 

revealed a similar heterogeneity across predicted permissive or resistant cells in the HIV 

non-exposed cells compared to infected (HIV RNA+, permissive) and non-infected (HIV 

RNA-, resistant) cells in the HIV-exposed cells (Supplementary Fig. 1A and B, 

Supplementary Table 3). Differential gene expression (DGE) analysis between the two 

predicted cell phenotypes resulted in a 64-gene signature, that could be further 

separated into two major clusters (Supplementary Table 4). The first cluster contains 11 

genes that were mostly downregulated in cells predicted to be resistant to HIV (top), 

while the second cluster with 53 genes showed a global upregulation in the inferred 

resistant cells (bottom) (Fig. 3B). Importantly, these gene lists were not associated with 

specific cellular subsets. The ability of the gene signature to efficiently discriminate 

between permissive and resistant cells can be assessed through comparison of global 

gene expression between the two cell phenotypes. Our data showed that the 53-gene 

signature expression score in predicted resistant cells was significantly higher than in 

predicted permissive cells, thereby indicating that this 53-gene signature could indeed 

be used to efficiently separate the two cell phenotypes (****, p = 2 x 10-83) (Fig. 3C). The 

use of the 64- or 11-gene signatures was also efficient in discriminating both phenotypes 

but presented higher p-values (Supplementary Figure 2). Functional analysis of the 53-

gene signature by gene ontology-based over-representation analysis revealed significant 

enrichment of multiple antiviral pathways including response to virus, innate immune 

response, and response to type I interferon and interferon-γ (Fig. 3D). Thus, the higher 

expression of these genes in the inferred HIV resistant cells is consistent with a 

repressive cellular environment, which is mostly due to innate immunity. 

Overall, our data identified a sophisticated gene signature that efficiently predicted HIV 

infection success within CD4+ T cell subsets thanks to their heterogeneity to HIV 

infection permissiveness.  

72



 
 

 

Figure 3: Single-cell projection of HIV-exposed cells on non-exposed cells enables prediction of permissive 

and resistant phenotypes and identifies a corresponding 53-gene signature. (A) UMAP projection of inferred 

phenotype of permissive and resistant cells in HIV non-exposed cells. (B) DEG between resistant (grey) and 

permissive (green) cell phenotype. Cell subsets are indicated on top. Upregulated (red) and downregulated (blue) 

genes are indicated. (C) Prediction score of permissive (green) and resistant (grey) using the 53-gene signature. 

Statistical significance was calculated using t-test. (D) Gene ontology-based ORA of the 53 DEG signature. Enriched 

pathways are represented by gene count per pathway and colored according to significance. UMAP, uniform manifold 

approximation and projection; DEG, differentially expressed genes; ORA, over-representation analysis. 

 

53-gene signature validation in another blood donor efficiently predicts resistant 

over permissive cells 

To evaluate the potential of the 53-gene signature in permissive or resistant cell 

prediction, we analyzed CD4+ T cells from an independent blood donor. We first 

assessed the 53-gene signature score within each cell subtype (Fig. 4A). Cells displaying 
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the lowest 53-gene expression score were proliferating cells, consistent with their 

highest permissiveness to HIV (97% HIV RNA+ cells in Fig. 2A, Supplementary Table 2). 

In contrast, naïve, Treg and Tcm displayed higher 53-gene expression scores, consistent 

with less permissive phenotypes. Furthermore, variations in the signature expression 

score reflect cell heterogeneity within each cell subpopulation, consistent with some 

cells being permissive and some cells being resistant. Uniform manifold approximation 

and projection (UMAP) single cell projections allow for the visual comparison between 

cell subtype distribution (Fig. 4B), predicted cell permissiveness phenotype (Fig. 4C), 

and the 53-gene signature expression score (Fig. 4D). Visual inspection confirms that 

cells from the same subset cluster together and that cell subset heterogeneity can be 

particularly observed in the Tcm subset, consistent with previous data.  

Altogether, we showed that the 53-gene signature may likely be used to predict cell 

resistance or permissiveness to HIV in multiple cell subsets and multiple donors. 

 

Figure 4: 53-gene signature validation in another blood donor efficiently predicts resistant over permissive 

cells. (A) 53-gene signature expression score in CD4+ T cell subsets from an independent blood donor. (B-D) UMAP 

visualization of CD4+ T cells according to annotated cell subsets (B), according to predicted cell phenotype in 

response to HIV infection (C), and according to the 53-gene expression score (green shading) (D). DEG, differentially 

expressed genes; UMAP, uniform manifold approximation and projection. 

 

 

74



 
 

Discussion 

In the past decade, single-cell analyses revolutionized the field of HIV, as many other 

fields, allowing studies on a variety of HIV-related topics, such as the characterization of 

latent cells, the latent cell heterogeneity upon reactivation, and cell permissiveness to 

HIV [5]. In this study, we addressed how CD4+ T cell subset composition affected 

permissiveness to HIV using sc-RNA-Seq and took advantage of cell heterogeneous 

response to HIV infection to identify a robust gene-signature associated with 

permissiveness phenotype.  

We demonstrated by sc-RNA-Seq how cell activation impacted CD4+T cell distribution 

and evidenced that the abundance of activated/proliferating cells increased over time 

and represented the major subset identified at every time point. The remaining of the 

cells was mainly represented by Tcm, naïve and Treg. Our data showed that cell 

stimulation was efficient as most cells reached an activated and thus proliferating state 

over time. However, our results did not allow discriminating the cell subset origin of the 

proliferating cells based on single-cell transcriptome profiles, and we could thus only 

speculate the naïve and Treg origin based on the progressive decline of cell counts over 

time. Cell infection with a VSV-G pseudotyped HIV-based virus encoding a GFP reporter 

peaked between 48 and 96h p.-s., with an increased permissive cellular environment at 

48h, as indicated by GFP intensity levels. At this moment, the proportion of proliferating, 

i.e. activated effector cells, was at its lowest and increased with time. In the future, HIV 

RNA production should be assessed in parallel to verify whether findings using GFP 

assessment can be recapitulated at the RNA level. Recently, Luo et al. investigated tissue 

CD4+ T cell susceptibility by CyTOF and observed preferential infection of CD4+ T cell 

memory subtypes and exhibition of an activated phenotype [10]. Our data showed that 

permissiveness to HIV is not reflected by the abundance of proliferating cells, suggesting 

that the cellular environment of these proliferating cells evolves in stimulation time. 

Future work should address the differences of cellular environment between 

stimulation times within the proliferating subtype to evidence molecular determinants 

of permissiveness. Moreover, including non-stimulated and 24h-stimulated cells should 

help track cellular origin to understand the initial cellular subtype of proliferating cells 

before stimulation. Previous studies evidenced preferential HIV fusion with Th2 and 

Th17 subsets in vitro [7] and increased productive infection of CCR5high memory Th1-

like in vivo [8]. Our study does not recapitulate these findings, as Seurat annotation used 

in this study does not allow to identify the subtype composition. Other reference sets as 

DICE [12] or Monaco [13] could be used for cell annotation and thus provide a more 

complete profile of cell subtype evolution in stimulation time. 

Upon infection of 48h-stimulated CD4+ T cells with a VSV-G-pseudotyped HIV and sc-

RNA-Seq analysis, the majority of infected cells (HIV RNA+) were the proliferating cell 

subset, followed by Tcm subset, consistent with published data [7, 10]. Previous studies 

identified CTL and Tem as cells actively producing HIV RNA in antiretroviral therapy 

(ART)-treated patients [14, 15], and although we could detect the presence of HIV RNA 

in these cell types, we could not draw any reliable conclusion due to the rare amounts of 

cells detected in our experimental setup. This was expected as CTL only represent a 

small percentage of peripheral CD4+ T cells, therefore a sorting step would be required 
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prior to infection to further investigate them. As for Tem, their rarity might come from 

the use of a strong in vitro TCR stimulation, resulting in high activation of these cells, 

which would transfer them in the proliferating subset. 

Except for proliferating cells, each cell subtype (naïve, Tcm and Treg) displayed 

heterogeneity in permissiveness to HIV. To further understand this cell heterogeneity, 

we removed proliferating cells and focused on these three subsets only. UMAP of HIV-

exposed cells that were computationally depleted from proliferating subtype was 

projected on HIV non-exposed cells by starting with HIV RNA+ (infected, permissive) 

and HIV RNA- (non-infected, resistant) cells from HIV-exposed cells and using a k-NN 

approach, we predicted the permissiveness phenotype of HIV non-exposed cells and 

split them into resistant or permissive cells. Upon single-cell differential gene expression 

analysis, we identified a robust 53-gene signature that could efficiently discriminate 

cells according to their permissiveness to HIV. These genes were associated with 

antiviral response and were consistently upregulated in resistant cells and 

downregulated in permissive cells. This 53-gene signature presents a refined genetic 

signature compared to the 96-gene signature identified in a previous study from our lab 

[9]. The difference can originate from the experimental approach, as the sc-RNA-Seq 

methods and the number of cells analyzed were different, i.e. Fluidigm C1 (85 cells) vs 

10X Genomics (1,158 cells). Although a distinct individual donor cell composition cannot 

be excluded as contributing to this difference, we showed that the 53-gene signature 

could also be used to predict resistance to HIV with cells isolated from a second donor. 

More interestingly, 12 genes were commonly identified in the two studies and both 

highlighted enrichment of genes globally involved in antiviral response, including 

proven HIV inhibitory factors, such as ISG15 [16], GBP5 [17] and SLFN5 [18]. The 

expression of this signature should be assessed in activation kinetics data to determine 

if it can explain the evolution of permissiveness over time. Further investigations using 

machine learning approaches on infection data should be used to evaluate the predictive 

accuracy of this 53-gene signature to identify cell permissiveness phenotype. Finally, the 

effect of these genes should be investigated in vitro to determine whether they correlate 

with permissiveness to HIV and to evaluate their impact on HIV replication by 

deletion/overexpression assays.  

The identification of the 53-restrictive transcriptomic signature might be used to further 

understand innate immunity and HIV latency. Indeed, evaluation of each gene can help 

identify novel inhibitory mechanisms of HIV replication. Similarly, these genes could be 

further assessed in latently infected cells to explore mechanisms of persistence, as well 

as reactivation. Finally, further characterization of these 53 genes will be needed to 

examine their potential in HIV cure strategies. 

 

Methods 

Ethics statement 

All blood donors have provided written informed consent and all samples were 

anonymized. 
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Cell samples, isolation and culture 

Peripheral Blood Mononuclear Cells (PBMCs) from HIV-negative blood donors were 

purified from whole blood samples by Ficoll gradient separation, using Leucosep tubes 

(Greiner, Kremsmünster, Austria). Following purification, PBMCs were frozen in heat-

inactivated Fetal Bovine Serum (HI-FBS) with 7.5% dimethyl sulfoxide (DMSO, Merck, 

Darmstadt, Germany) in liquid nitrogen in cryotubes (Thermo Fisher Scientific, 

Waltham, MA, USA) for long-term storage.  

Primary CD4+ T cells were isolated from PBMCs by negative-selection and magnetic 

separation using EasySep Human CD4+ T Cell Isolation Kit (Stemcell Technologies, 

Vancouver, Canada) according to manufacturer’s instructions. They were cultured at a 

concentration of 106 cells/mL in R10 culture medium, consisting in RPMI-1640 (Thermo 

Fisher Scientific) supplemented with 10% HI-FBS (Thermo Fisher Scientific) and 50 

µg/mL gentamicin (Thermo Fisher Scientific) at 37°C, 5% CO2. CD4+ T cells were 

stimulated by adding 25 µL/mL ImmunoCult Human CD3/CD28 T Cell Activator 

(Stemcell Technologies) supplemented with IL-2 [200 IU/mL] (R&D Systems, 

Minneapolis, MN, USA) for various time points.  

Virus production and infection 

HIV-based lentiviral vector (HIV_GFP/VSV-G) used for flow cytometry analyses was 

produced by co-transfection of 5 million HEK293T per 10-cm dish with 4 µg pSINcPPT-

CMV-eGFP genomic plasmid [19], 4 µg psPAX2 Gag-Pol packaging plasmid (gift from 

Didier Trono, Addgene #12260 [19]) and 2 µg of pMD2.G VSV-G envelope (gift from 

Didier Trono, Addgene #12259 [19]) using jetPRIME transfection reagent (Polyplus-

transfection, Illkirch, France) according to manufacturer’s recommendations. 

Alternatively, single-round HIV reporter (HIV/VSV-G) used for single-cell infection 

assessment was produced by co-transfection with 7.5 µg pNL4-3ΔEnv-GFP (NIH AIDS 

Research and Reference Reagent program, Cat. #11100) and 2.5 µg of pMD2.G in similar 

conditions. Culture medium was replaced by fresh 293 Serum Free Medium III (Thermo 

Fisher Scientific) supplemented with glutamax (Thermo Fisher Scientific) 8 hours post-

transfection. Viral particles were collected 48h post-transfection and filtered using 0.22 

µm filter (Merck) (HIV_GFP/VSV-G) or on Centricon units (Merck) (HIV/VSV-G). Viral 

titers were measured by p24 immunoassay using INNOTEST HIV Antigen mAb 

(Fujirebio, Tokyo, Japan) according to manufacturer’s instructions. 

Permissiveness to HIV was monitored by GFP expression of primary CD4+ T cells 

infected at 48h, 72h, 96h, 120h and 144h p.-s. and assessed by flow cytometry 47h p.-i. 

Briefly, this was performed by exposing 100,000 cells to 30 ng HIV_GFP/VSV-G or mock 

treatment, in a volume of 110 µL in a 96-well U bottom plate. Alternatively, 1,000,000 

cells 48h post-TCR stimulation were exposed to 1100 ng HIV/VSV-G or mock treatment, 

in a volume of 400 µL in a 14 mL polypropylene tube. Infections were carried out in 

presence of 4 µg/mL polybrene (Merck) and by spinoculation (1500 g, 90 min, 25°C). 

After that, cells were washed and resuspended at 106 cells/mL in R10 supplemented 

with IL-2 [200 IU/L] and incubated for 28 (HIV/VSV-G) or 47h (HIV_GFP/VSV-G). Cells 

were fixed in 200 µL CellFix 1X (Becton Dickinson, Franklin Lakes, NJ, USA) to monitor 

GFP expression by flow cytometry.  
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Flow cytometry 

Flow cytometry analysis of infected samples were performed using Gallios machine on 

FL1 channel (Beckman Coulter, Brea, CA, USA; Flow Cytometry Facility, University of 

Lausanne). All flow cytometry graphs and analyses were generated using FlowJo 

(v.10.7.1) software (Becton Dickinson). 

Sc-RNA-Seq library preparation and sequencing 

Cell suspensions were loaded into a Chromium Next GEM chip G with a target capture of 

10,000 cells per sample. Gene expression (GEX) libraries were generated using 

Chromium Next GEM Single Cell 3’ Reagent Kit v3.1 (10X Genomics, Pleasanton, CA, US) 

according to manufacturer’s recommendations and were then sequenced using NovaSeq 

6000 (Illumina, San Diego, CA, US) by paired-end 100 nucleotides dual indexing protocol 

at Lausanne Genomic Technologies Facility (LGTF).  

Sc-RNA-Seq analysis 

GEX matrix reads were generated by alignment and read count using CellRanger (10X 

Genomics, v.7.1). They were then loaded into R (v.4.0.4) and analyzed using Seurat 

package (v4) [11]. Briefly, samples were filtered for poor quality (expressing less than 

200 transcripts and displaying more than 15% mitochondrial genes). Samples were then 

normalized using SCTransform. Cell types were annotated with Seurat multimodal 

reference mapping (reference dataset [11]), and our datasets and Seurat reference were 

integrated for generating a common UMAP visualization [11]. Resistant and permissive 

cell labelling for non-exposed cells was achieved by similarity to exposed-infected and 

resistant cells. The similarity was computed by a k-NN algorithm in Seurat, on 

normalized datasets [20]. Signature scores on single cell expression data were computed 

with the AddModuleScore function from the Seurat package. This function implements 

the method described in by Tirosh et al. [21]. Statistical significance was calculated by 

non-parametric Wilcoxon t-test. Gene set enrichment analysis (GSEA) [22] was 

performed with the GSEA function from the clusterProfiler R package (version 4.2.2 

[23]) with the following parameters: minGSSize = 10, maxGSSize = 1000, eps = 0, 

pvalueCutoff = 0.05. Pathways with an adjusted p-value < 0.05 were deemed as 

significantly enriched. 
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Supplementary material 

Supplementary Figures 

 

Supplementary Figure 1: UMAP cell subtype distribution. Cell subtype identification and 

distribution in HIV-exposed cells in HIV RNA- (left) and HIV RNA+ (right) cells (A), and in 

HIV non-exposed cells in predicted resistant (left) or permissive (right) cells. CTL, cytotoxic 

lymphocyte (red); TCM, T central memory (blue); TEM, T effector memory (dark blue); Treg, 

regulatory T cell (pink); Naïve, CD4+ Naïve T cells (kaki); UMAP, uniform manifold 

approximation and projection. 
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Supplementary Figure 2: Gene signature scores for prediction of permissive and resistant cell phenotype. 

Prediction score of permissive (green) and resistant (grey) using the total 64-gene signature (A) or the 11-gene 

signature downregulated in resistant cells (B). DEG, differentially expressed gene. 
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Supplementary Tables 

Supplementary Table 1: Cell counts over time post-stimulation and annotated with Seurat. CTL, cytotoxic 

lymphocyte; Tcm, T central memory; Tem, T effector memory; Treg, regulatory T cell. 

 48h 72h 96h 120h 144h 

CD4 CTL 
2 
(0.04%) 

4 
(0.08%) 

4 
(0.07%) 

5 
(0.09%) 

3 
(0.05%) 

CD4 Naïve 
1,025 
(21.99%) 

832 
(16.99%) 

662 
(11.87%) 

295 
(5.23%) 

165 
(2.59%) 

CD4 Proliferating 
1,362 
(29.22%) 

2,304 
(47.04%) 

3,396 
(60.89%) 

4,032 
(71.46%) 

3,655 
(57.39%) 

CD4 Tcm 
1,199 
(25.72%) 

1,215 
(24.81%) 

1,376 
(24.67%) 

1,237 
(21.92%) 

2,502 
(39.28%) 

CD4 Tem 
13 
(0.28%) 

10 
(0.20%) 

0  
(0%) 

3 
(0.05%) 

4 
(0.06%) 

Treg 
1,060 
(22.74%) 

533 
(10.88%) 

139 
(2.49%) 

70 
(1.24%) 

40 
(0.63%) 

Total 4,661 4,898 5,577 5,642 6,369 

 

Supplementary Table 2: Cell counts in the HIV-exposed cell sample as annotated with Seurat and separated 

according to HIV RNA detection in the sample. Percentages of resistant and permissive cells are indicated in 

parenthesis in function of total cells from each subtype. CTL, cytotoxic lymphocyte; Tcm, T central memory; Tem, T 

effector memory; Treg, regulatory T cell. 

 
Total cells 

HIV RNA- cells 
(resistant) 

HIV RNA+ cells 
(permissive) 

CD4 CTL 10 2 (20%) 8 (80%) 

CD4 Naïve 81 34 (42.0%) 47 (58.0%) 

CD4 Proliferating 2,184 56 (2.6%) 2,128 (97.4%) 

CD4 Tcm 903 314 (34.8%) 589 (65.2%) 

CD4 Tem 2 1 (50%) 1 (50%) 

Treg 162 51 (31.5%) 111 (68.5%) 

Total 3,342 458 (13.7%) 2,884 (86.3%) 
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Supplementary Table 3: Cell counts in the HIV non-exposed cell sample as annotated with Seurat and 

separated according to predicted phenotype. Percentages of resistant and permissive cells are indicated in 

parenthesis in function of total cells from each subtype. CTL, cytotoxic lymphocyte; Tcm, T central memory; Tem, T 

effector memory; Treg, regulatory T cell. 

 
Total cells Resistant Permissive 

CD4 CTL 10 0 (0%) 10 (2.0%) 

CD4 Naïve 176 54 (14.6%) 122 (24.5%) 

CD4 Tcm 554 307 (83.0%) 247 (49.6%) 

CD4 Tem 4 0 (0%) 4 (0.8%) 

Treg 124 9 (2.4%) 115 (0.8%) 

Total 868 370 498 

 

Supplementary Table 4: 64-gene signature differentially expressed between permissive and resistant cells.  

Signature Gene name p-value 
Average 
log2FC 

Expression 
frequency 
in 
permissive 
cells 

Expression 
frequency 
in resistant 
cells 

Adjusted p-
value 

53-gene 
signature 

IFIT2 1.54E-63 -1.99 0.104 0.654 2.68E-59 
SAMD9 1.60E-55 -1.734 0.357 0.778 2.79E-51 
MX1 1.76E-47 -1.508 0.61 0.905 3.05E-43 
IFIT3 1.25E-40 -1.837 0.096 0.489 2.18E-36 
IFIT1 2.00E-36 -1.32 0.026 0.343 3.48E-32 
RSAD2 3.63E-36 -1.572 0.068 0.419 6.31E-32 
IFI6 7.43E-36 -1.154 0.6 0.873 1.29E-31 
ISG15 4.49E-35 -1.029 0.863 0.986 7.81E-31 
MALAT1 2.33E-33 -0.639 1 1 4.04E-29 
XAF1 4.96E-33 -1.351 0.249 0.603 8.61E-29 
RPL30 3.93E-32 -0.478 1 1 6.82E-28 
TPT1 1.90E-31 -0.589 1 1 3.30E-27 
FTL 1.24E-30 -0.642 1 1 2.15E-26 
NUB1 2.68E-29 -1.029 0.902 0.997 4.66E-25 
TRIM56 2.99E-27 -0.804 0.743 0.965 5.19E-23 
SLFN5 6.51E-27 -0.906 0.896 0.992 1.13E-22 
APOL6 3.39E-25 -0.873 0.765 0.954 5.88E-21 
RPS27 5.10E-25 -0.473 1 1 8.87E-21 
GBP1 2.29E-24 -0.901 0.729 0.938 3.98E-20 
B2M 2.89E-24 -0.468 1 1 5.02E-20 
MX2 4.36E-22 -1.092 0.086 0.341 7.58E-18 
DDX5 9.92E-21 -0.437 1 1 1.72E-16 
TRIM22 1.74E-20 -0.775 0.763 0.943 3.03E-16 
HERC5 6.34E-20 -1.087 0.171 0.422 1.10E-15 
PSME1 6.57E-20 -0.468 1 1 1.14E-15 
IFI44L 1.01E-19 -1.077 0.118 0.365 1.75E-15 
DTX3L 3.90E-18 -0.672 0.546 0.786 6.77E-14 
STAT1 1.05E-17 -0.506 0.982 1 1.82E-13 
PARP14 2.29E-17 -0.846 0.942 1 3.98E-13 
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NT5C3A 2.63E-16 -0.652 0.783 0.935 4.56E-12 
PARP9 2.72E-16 -0.534 0.55 0.797 4.72E-12 
LY6E 8.55E-15 -0.536 0.966 1 1.48E-10 
TAP1 1.86E-14 -0.463 0.988 1 3.22E-10 
IFI44 1.98E-14 -0.838 0.127 0.324 3.44E-10 
ISG20 2.42E-13 -0.953 0.289 0.47 4.20E-09 
GBP5 2.61E-13 -0.962 0.175 0.373 4.54E-09 
GBP4 3.84E-13 -0.892 0.163 0.357 6.66E-09 
CASP8 4.16E-13 -0.511 0.687 0.892 7.22E-09 
ZC3HAV1 4.42E-13 -0.541 0.878 0.997 7.68E-09 
ERAP2 2.55E-12 -0.479 0.737 0.924 4.43E-08 
TRIM38 9.18E-12 -0.558 0.871 0.986 1.59E-07 
IL7R 9.82E-12 -0.478 0.753 0.965 1.71E-07 
NMI 3.65E-11 -0.431 0.765 0.941 6.34E-07 
UBE2L6 7.58E-11 -0.427 0.839 0.986 1.32E-06 
SP110 1.09E-10 -0.461 0.908 0.997 1.89E-06 
PLAAT4 2.08E-10 -0.645 0.157 0.338 3.61E-06 
TNFSF10 3.44E-10 -0.465 0.781 0.962 5.97E-06 
SP100 4.78E-10 -0.451 0.97 1 8.30E-06 
EIF2AK2 8.58E-10 -0.5 0.924 1 1.49E-05 
N4BP2L2 8.88E-10 -0.424 0.98 0.997 1.54E-05 
ZNFX1 1.78E-09 -0.429 0.775 0.938 3.09E-05 
PHF11 3.01E-08 -0.452 0.861 0.986 5.23E-04 
SAMD9L 7.20E-08 -0.71 0.213 0.346 1.25E-03 

11-gene 
signature 

TNFAIP8 9.82E-16 0.44 1 1 1.70E-11 
IL2RA 6.40E-14 0.646 1 1 1.11E-09 
CD2 2.23E-13 0.706 1 1 3.88E-09 
ACTB 3.42E-11 0.492 1 1 5.95E-07 
ADTRP 4.64E-10 0.489 0.317 0.135 8.07E-06 
TNFAIP3 5.50E-10 0.488 0.946 0.997 9.56E-06 
TNFRSF18 7.88E-10 0.728 0.934 0.992 1.37E-05 
LMNA 4.29E-09 0.502 0.932 0.997 7.44E-05 
IL32 4.96E-08 1.05 0.988 1 8.62E-04 
MAF 1.24E-07 1.195 0.912 0.997 2.15E-03 
MIR155HG 2.84E-07 0.549 0.988 1 4.93E-03 
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Abstract

While analyses of cell populations provide averaged information about viral
infections, single-cell analyses offer individual consideration, thereby reveal-
ing a broad spectrum of diversity as well as identifying extreme phenotypes
that can be exploited to further understand the complex virus-host inter-
play. Single-cell technologies applied in the context of human immunode-
ficiency virus (HIV) infection proved to be valuable tools to help uncover
specific biomarkers as well as novel candidate players in virus-host interac-
tions. This review aims at providing an updated overview of single-cell anal-
yses in the field of HIV and acquired knowledge on HIV infection, latency,
and host response. Although HIV is a pioneering example, similar single-
cell approaches have proven to be valuable for elucidating the behavior and
virus-host interplay in a range of other viruses.
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1. INTRODUCTION

Analyses of populations are very useful as they provide a general picture of the infectiousness
of a virus or the features of a viral disease, including clinical signs and progression. However,
population analyses average multiple individual infection outcomes that vary according to host
genetic, environmental, and viral factors. Indeed, individuals are genetically unique, displaying
specific responses to viral infections, from resistance to susceptibility toward acquisition, from
low to high viremia, from long-term nonprogression to rapid progression of the disease, or from
absence of control to elite immune control (Figure 1a). Extreme phenotypes are thus usually
masked in the average bulk population. In order to understand the genetic bases of these variable
individual responses toward human immunodeficiency virus (HIV) infection, the past two decades
have included a focus on genome-wide association studies highlighting a major role of human
leukocyte antigens (HLAs) and C-C chemokine receptor type 5 (CCR5) loci (1–4). These studies
allowed researchers to identify specific gene variants involved in HIV pathogenesis at large and
explain a maximum of ∼30% of individual variation (5).

Similarly, individual cells also present variability toward HIV infection, despite mostly identi-
cal genetic content, except for HIV genome insertion, point mutations, or T cell receptor rear-
rangement (Figure 1b). Therefore, infection success depends mostly on cell composition (with
the spectrum of expressed gene products providing a favorable or restrictive environment for virus
replication) and on the environment (extracellular milieu and interactions with neighboring cells).
Improvement of technologies in the past decade has allowed for isolation and analysis at single-
cell resolution, thereby providing tools to explore cell heterogeneity and identify gene products
and cell biomarkers involved in specific HIV-related phenotypes (6). In this review we summarize
the application of a wide range of such single-cell approaches and discuss examples of the integra-
tion of complementary results from different approaches. These results both illustrate powerful
advances in understanding HIV replication and host interactions, and provide a useful example of
the dramatic potential of emerging similar single-cell studies for other viruses.

2. SINGLE-CELL TECHNOLOGIES

Analyses at the single-cell level have traditionally used technologies with poor resolution, such as
cell imaging or flow cytometry, providing limited information about the cell. The identification
of the human genome sequence in the third millennium opened new perspectives to understand
human and cell biology in a more comprehensive and genome-wide manner (7). Tang et al. (8)
marked the second milestone and opened the way of single-cell technologies by publishing the
first transcriptome-wide analysis of an individual cell by sequencing messenger RNAs (mRNAs)
from a single mouse blastomer [single-cell RNA sequencing (scRNA-Seq)]. This analysis was the
first step toward gathering a broader and more complete picture of the cell.

The study of individual cells is mainly a two-step process, requiring single-cell isolation on
one hand and analysis of that cell at the molecular level on the other hand; these steps are briefly
described here.

2.1. Single-Cell Isolation

The single-cell analysis workflow starts with sorting and isolating individual cells, which can
be achieved using multiple approaches that diverge mainly in throughput and automation level
(9–12). Limiting dilution of a cell suspension can be performed with conventional lab equipment;
it is cost effective but labor intensive, resulting in a low cell throughput. Micromanipulation
for manual cell picking or laser microdissection requires some specific equipment and results
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Exploring living heterogeneity as a tool to identify virus-host interactions. (a) Individuals are not equal toward HIV acquisition and
HIV disease progression. Some people are resistant (gray), while other people are infected but are able to control viremia to
undetectable or low levels, and hence they do not progress or progress slowly to disease (light red). In contrast, some people progress
very rapidly to disease onset (red). Analysis of individual genotypes and correlation with a specific phenotype such as the spVL allow for
GWASs and identification of gene variants that affect the phenotype outcome, either positively or negatively. (b) Individual cells are not
equal toward HIV infection. Although almost genetically identical, cells from the same donor are not equally permissive to HIV
infection, ranging from resistant cells (gray) to various levels of productive infection (green shades). Analysis of individual cellular content
(RNA, protein, etc.) and correlation with a specific phenotype such as viral production allow for the identification of cellular proteins
that affect the phenotypic outcome. Abbreviations: DE, differential expression; GWAS, genome-wide association study; HIV, human
immunodeficiency virus; SNP rs, single-nucleotide polymorphism reference; spVL, set-point viral load.
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usually in a low cell throughput. Fluorescence-activated cell sorting (FACS) allows single-cell
sorting by flow cytometry using fluorescent reporters or antibody-based recognition of specific
proteins. This approach can be coupled with automated single-cell dispensing, thereby increasing
the cell throughput recovery. Although FACS can sort cells according to up to 18 colorimetric
parameters, it requires pressurization to handle cells, which can induce damage. Novel devices
have been recently developed, allowing automated single-cell sorting and dispensing based
on a few parameters only but with lower pressure to minimize cell perturbation. Progress in
microfluidics further allowed the development of well-based integrated circuits or droplet-based
technologies to physically separate or encapsulate single cells, allowing for full automation and
higher throughput. Further progress in nano- and picofluidics, combined with cell indexing
and barcoding, further pushed forward the number of individual cells that can be isolated and
analyzed. Thus, single-cell isolation techniques improved in the past decade, starting from one
single cell isolated manually in 2009 to up to 100,000 cells isolated mechanically today (8, 11).

2.2. Single-Cell Analysis

Recent advances in molecular biology, such as sequencing technologies, allowed the development
of methods supporting the study and characterization of individual cells. These methods include
profiling of the genome (13–15), epigenome (16–18), transcriptome (6, 19–25), or proteome (26–
28), and they can be used either alone or in combination (e.g., coupled analysis of RNA sequences
with epigenetic modifications or protein abundance) (29–33) (Figure 2).

Although ideally single-cell analysis points toward integrated multi-omic analysis to gather the
most complete picture of the single cell, the technology that is currently mostly used focuses on
whole transcriptome analysis, as it can benefit from powerful high-throughput sequencing tech-
nologies and thus provide an extensive view of the RNA cell content (6, 11, 20, 29, 34, 35). In order
to perform scRNA-Seq, the first barrier to overcome is the initial RNA material input. Indeed, a
single cell contains between 1 and 50 pg RNA according to the cell type, which is not enough to
perform RNA-Seq. To overcome this limitation, the RNA is first converted into complementary
DNA (cDNA) and amplified before preparing sequencing libraries. Multiple methods exist for
reverse transcription and cDNA library preparation, which differ mostly by three criteria: (a) full-
length or 3′-end enrichment of RNA molecules such as switching mechanism at 5′ end of RNA
template sequencing (Smart-Seq) and droplet-sequencing (Drop-Seq), respectively; (b) insertion
or not of a unique molecular identifier (UMI) and a cell barcode; and (c) linear or exponential
cDNA amplification followed by RNA-based library preparation or by tagmentation (reviewed in
11, 20, 21).

In a comparative study,Ziegenhain et al. (20) showed that full-lengthmethods, i.e., covering the
whole transcript but without UMIs or barcode, were more sensitive than multiplexed 3′-counting
methods with UMIs. Indeed, using a cutoff of 1 million reads per cell, full-length based RNA-Seq
allowed a median detection ranging from 7,572 to 9,138 genes, while the median detection of
genes was generally lower for 3′-end based RNA-Seq samples, from 4,763 to 7,906 genes. Fur-
thermore, pool analysis of 65 individual cells allowed detecting a total of ∼17,000 to ∼21,000
genes, similar to bulk RNA-Seq detection. Besides sensitivity, full-length methods are likely to be
more appropriate for isoform analyses, alternative splicing, and single nucleotide polymorphism
identification on a small size sample, while tag-based methods may be more adapted for gene ex-
pression quantification in a complex cell sample by allowing multiplexing and analysis of a larger
number of cells at the same time.

Variability of gene expression across cells is very high, as 87% of genes are detected in only
1–2 single cells with a low level of expression (20). This single-cell transcriptome diversity has
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Single-cell technologies. Multiple single-cell methods have been developed in order to interrogate the various layers of the cell. The
single-cell genome can be analyzed by single-cell DNA sequencing (scDNA-Seq), single-genome sequencing (SGS), short nascent
DNA strand sequencing (SNS), and single-cell combinatorial indexed sequencing (SCI-Seq). The single-cell epigenome can be
analyzed by single-cell assay for transposase-accessible chromatin followed by sequencing (scATAC-Seq), single-cell bisulfite
conversion sequencing (scBS-Seq), single nucleus methylcytosine sequencing (snmC-Seq), single-cell combinatorial indexing for
methylation analysis (sci-MET), single-cell reduced-representation bisulfite sequencing (scRRBS), single-cell chromatin immune-
precipitation sequencing (scChIP-Seq), single-cell Hi-C sequencing (scHI-C-Seq), and single-cell nucleosome occupancy and
methylome sequencing (scNOMe-Seq). The single-cell transcriptome can be explored by single-cell RNA sequencing (scRNA-Seq),
fluorescence in situ hybridization coupled with flow cytometry (FISH-Flow), and single-cell reverse transcription followed by
quantitative PCR (scRT-qPCR). Single-cell technologies to explore the epitranscriptome and translatome have not been developed yet.
The study of the proteome at single-cell resolution can be performed by cytometry time-of-flight (CyTOF) and cellular indexing of
transcriptomes and epitopes by sequencing (CITE-Seq). Single-cell proteomes and modified proteomes can be analyzed by single-cell
proteomics by mass spectrometry (SCoPE-MS). Abbreviation: NA, not applicable.

two main origins: biological and technical. Cellular variability is due to variations in cell-specific
expression programs (cell lineage, cell state) and stochastic gene expression. Technical variability
is instead due to the incomplete capture of all cellular mRNAs and sequencing depth. Thus, the
major challenge of scRNA-Seq is data analysis aimed at minimizing the technical variability, start-
ing from barcode processing, read mapping to a genome or transcriptome reference, raw count
matrix generation (gene/UMI counting), preprocessing, normalization, and differential expres-
sion analysis (36–38). In a recent study, Vieth et al. (37) evaluated multiple scRNA-Seq pipelines
and identified library preparation protocols and normalization as having the greatest effect on the
analysis quality. They further recommended analyzing UMI-containing scRNA-Seq data using
genome mapping with GENCODE annotation and the splice-aware aligner STAR, preprocess-
ing for gene dropout using SAVER imputation, normalization benefiting from spike-in inclusion
and using scran with prior clustering, and differential expression testing using limma-trend (37).
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Finally, scRNA-Seq data can be visualized in a two-dimensional plot upon dimensionality re-
duction, ranging from principal component analysis (PCA) plots for low complexity samples, to
t-distributed stochastic neighbor embedding (t-SNE) plots for more complex samples, and more
recently to the preferred and more comprehensive uniform manifold approximation and projec-
tion (UMAP) plots (38).

2.3. Single-Cell Limitations

Single-cell analyses offer ways to explore cellular heterogeneity per se, as well as cellular hetero-
geneity in response to a viral infection, providing unprecedented opportunities to identify novel
players in the virus-host interplay (6). However, it is important to keep in mind the limitations
associated with these technologies: technological restrictions, phenotype association, and possible
time-lapse between the single-cell analysis and the phenotype.

Indeed, single-cell technologies are powerful but suffer from multiple technical constraints,
such as the manipulation leading to single-cell isolation, the one-shot analysis of a number of
limited molecules or parameters, and the technical sensitivity. Exploring the cell-omic content
reveals cell heterogeneity but is poorly informative if it is not related to a specific phenotype
for the analysis, which needs to be identified and measured as accurately as possible. Finally, it is
important to consider the possible temporal gap between the time at which the single-cell analysis
is performed and the time at which the associated phenotype is observed, as cell-omic content
may change. Indeed, it is difficult to characterize the transcriptomic features of a permissive cell
at the time of infection before knowing if the cell is indeed truly permissive and thus infected, for
instance.

3. HETEROGENEOUS CELLS PROVIDE HETEROGENEOUS
RESPONSES TO HIV

To date, in the field of HIV, single-cell technologies have been mostly used to identify specific
gene signatures in the following topics: the cell permissiveness to HIV infection, the latent HIV-
infected cell and its reactivation, and the control of HIV infection by immune cells (Figure 3). An
overview of the main findings is summarized here.

3.1. HIV Permissiveness

Infection outcome is determined by the cell content and results from a balance between cellular
players promoting or restricting HIV progression throughout the cell. To successfully replicate,
HIV encodes 15 proteins, each of which is able to interact with a plethora of cellular proteins (39,
40). On one hand, HIV hijacks cellular factors, termed HIV dependency factors (HDFs), to favor
its own replication (41). On the other hand, the cell possesses innate immune defenses, with HIV
restriction factors and HIV inhibitory factors (HIFs), which are however often counteracted by
HIV proteins (42–45). The identification of HDFs and HIFs informs on HIV life cycle but also
provides novel opportunities for targeted antiviral development. Exploiting the cell heterogeneity
toward HIV infection should help researchers gain more insights into HIV replication and the
role of novel cellular factors.

CD4+ T cell permissiveness to HIV infection can be observed using diverse approaches.
Methodologies based on time-lapsemicroscopy,FACS, three-dimensional immuno-DNAfluores-
cence, and other visualization techniques provide many examples of cellular heterogeneity toward
HIV infection, informing on many viral and kinetic features, such as time for early and late gene
expression, nuclear location of proviruses, and viral RNA transcription, but without characterizing
the permissive cell per se (46–56).
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Timeline of human immunodeficiency virus (HIV) single-cell studies. In recent years, the number of studies using single-cell
technologies has exponentially increased in the field of HIV, improving the knowledge of HIV life cycle and permissiveness (green),
HIV latency and reservoir (red), and host immune response to HIV (blue).

Attempts at characterizing permissiveness were recently achieved by two studies using two dif-
ferent approaches (Figure 4). In a first study, Cavrois et al. (57) used mass cytometry or cytometry
by time-of-flight (CyTOF) to investigate tonsillar CD4+ T cell permissiveness using 38 parame-
ters, aimed at identifying CD4+ T cell subsets, activation status, and some receptors. They used a
beta-lactamase (BlaM)-Vpr HIV virus encoding the murine heat stable antigen (HSA) as late re-
porter. The incorporation of BlaM-Vpr protein in the virion allows the rapid detection, within a
2-h time window, of viral entry upon virus fusion at the cell membrane, via intracellular cleavage of
a fluorescent BlaM substrate, and subsequent sorting by FACS beforeCyTOF analysis.This analy-
sis showed thatHIV virions did not enter naïve CD4+ Tcells (CD4+CD45RA+CD45RO−), likely
due to lowCCR5 expression, but entered all memory CD4+ T cells (CD4+CD45RA−CD45RO+)
efficiently. In particular, virion fusion occurred more efficiently in Th2-like, Th17-like, and
T regulatory cells. Cell permissiveness was then assessed by looking at virus-encoding HSA after
4 days of infection as a surrogate of successful viral expression. Although viruses entered all mem-
ory CD4+ T cells, Th17-like (CCR6+CCR4+) and Tfh (PD1+CXCR5+) cells were more per-
missive to HIV replication and were further characterized by expression of CD69, CD38, PD1,
CD57, and low CD127. In the second study, Rato et al. (58) used full-length scRNA-Seq to profile
166 CD4+ T cells from two donors displaying opposite permissiveness phenotypes, correlating
the transcriptome to cell surface protein expression and permissiveness. Their analysis identified
highly permissive cells as expressing high levels of CD25, CD298, CD63, and CD317 and that
were characterized at the transcriptome level by downregulation of innate immunity components
such as genes involved in the type I interferon (IFN) pathway and certain other restriction factors.
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Determinants of human immunodeficiency virus (HIV) permissiveness. (a) Naïve CD4+ T cells are mostly nonpermissive, mainly due
to low C-C chemokine receptor (CCR) 5 expression. (b) In contrast, memory CD4+ T cells are more permissive to HIV infection.
However, Th17-like (CCR6+CCR4+) and Tfh (PD1+CXCR5+) cells expressing some activation markers (CD69, CD38), CD57, and
low levels of CD127 (the interleukin-7 receptor) were shown to be the most permissive. Using another approach, CD4+ T cells
expressing high levels of CD25, CD298, CD63, and CD317 cell surface molecules corresponded to cells with impaired type I interferon
(IFN) response and reduced expression of some HIV restriction factors, consistent with a permissive phenotype to HIV infection.

These studies are complementary and point toward an active cellular state and impaired immune
response factors as determinants of HIV permissiveness.

3.2. HIV Pathogenicity: Latency Versus Reactivated or Productive
Viral Expression

Although combined antiretroviral therapy (ART) allows efficiently stoppingHIV disease progres-
sion, bringing plasma viremia to undetectable levels, it cannot completely get rid of the virus (59,
60). Indeed, upon ART cessation, the virus rebounds typically within 2–3 weeks, indicating the
presence of a persistent viral reservoir (59–63). This reservoir is established very quickly upon
virus transmission, within the first 2 to 3 days, and decays very slowly, thereby requiring life-long
treatment for HIV+ individuals and representing the major obstacle to an HIV cure (64–66). To
date, the viral reservoir is characterized by the persistence of long-lived infected cells that contain
an integrated copy of the viral genome and that are not eliminated, either because they reside
in anatomical sanctuaries or because they are latent, i.e., with reduced viral protein expression
and replication in these cells (67–70). Understanding all the features of this latent reservoir is
thus considered to be essential in the development of targeted strategies aiming at its eradication
(67–70).

The latent reservoir is very complex and heterogeneous as (a) the infected cell subset varies
and thus differs in its transcriptomic and proteomic cell content, including naïve CD4+ T cells,
memory CD4+ T cells (such as central or memory), or non-T cells (such as macrophages); (b) the
cell state can vary, from resting to active or cycling status; and (c) the integration site of the HIV
genome differs from one cell to another. This variability, in turn, affects the reactivation potential
of latently infected cells, i.e., the potential for efficient induction of HIV gene product expression.
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Relevant features of latently infected CD4+ T cells. Human immunodeficiency virus (HIV)-infected CD4+ T cells can be in either a
productive or latent state. The cell fate can be influenced by three major contributors: (a) the expression level of the early viral Tat
protein (purple arrows) that either can be insufficient to boost viral transcription (latent cell) or can successfully trigger the late phase of
gene expression (green arrows) and allow viral particle production, (b) the cellular state of the cell can provide different cellular
environments that can support and promote viral particle production or not, and (c) the provirus genomic context that can affect viral
gene expression. Proviral insertions located close to super enhancers and certain other regulatory elements are more likely to be
transcriptionally active. Abbreviation: CCR, C-C chemokine receptor.

Single-cell studies are thus instrumental to explore the heterogeneity of HIV latency establish-
ment and reactivation. In particular, three aspects of virus-host interaction can be investigated
with single-cell technologies: (a) host cell environment and genetic makeup, (b) the integration
site location and nuclear location, and (c) viral gene expression (Figure 5).

Single-cell transcriptomic analyses were used to profile latent cells, characterizing cell het-
erogeneity and the associated transcriptional environment (71–76). Bradley et al. (72) used a pri-
mary cell latency model and analyzed a total of 4,206 latent CD4+ T cells from three donors.
They compared cellular transcriptomes of GFPhigh vRNAhigh cells versus GFPneg vRNAlow bona
fide latent cells and found 89 upregulated transcripts and 42 downregulated transcripts. Genes
upregulated in the GFPhigh vRNAhigh productive population were consistent with an activated
T cell state (CD25,OX40L,GITR) while the GFPneg vRNAlow population was enriched in mark-
ers consistent with a naïve (Tn) or central memory (Tcm) phenotype (CCR7, CXCR4, CD62L,
CD127).

One strategy to overcome latency consists of reactivating virus expression to purge the viral
reservoir. Latency reversal agents (LRAs) can reactivate only a limited fraction of latently infected
cells, confirming some degree of heterogeneity in the latent cell population. Golumbeanu et al.
(74) explored transcriptional heterogeneity of 224 latently infected cells upon different reactiva-
tion conditions using scRNA-Seq in a primary cell latency model. They identified a 134-gene
signature characterizing the inducible latent cell, showing enrichment for metabolism. Consis-
tent with this, Bohn-Wippert et al. (71) and Cohn et al. (73) showed that cell size and cellular
metabolic activity positively correlated with reactivation potential of latently infected cells, e.g.,
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large and metabolically active cells were more prone to reactivation (71, 72, 74). Furthermore,
scRNA-Seq analysis of latent or phytohaemagglutinin-reactivated CD4+ T cells isolated from
HIV-1+ blood donors revealed enrichment for gene ontology immune system functions (73).

Single-cell flow-based and single-cell RT-qPCR techniques were extensively used to explore
correlation betweenT cell subsets and latency reactivation potential (77–86).Overall, these studies
suggested that cells displaying an effector memory (Tem) or transition memory (Ttm) phenotype
were a niche for transcriptional and translational competent reservoirs (81, 87–89). Furthermore,
LRA-mediatedHIV reactivation was shown to be heterogeneous, acting by either increasing tran-
scription from active cells or increasing the number of transcriptionally active cells (89). An in-
depth investigation of multiple LRAs and their ability to reactivate latently infected cells isolated
fromART-treatedHIV+ individuals showed that only 2.6% ofHIV-1 latent proviruses were com-
pletely reactivated upon LRA stimulation (81). Moreover, they showed that different drugs had
different effects according to the T cell subset, i.e., Panobinostat successfully reactivated HIV in
Tcm cells only while Romidepsin affected all memory subsets.

Nevertheless, all these studies pointed out a similar observation: Only a fraction of cells were
efficiently reactivated, regardless of the T cell subset or cellular environment, indicating that other
factors, such as proviral DNA integrity, integration site, or stochasticity, likely also contribute to
latency establishment.

Several studies took advantage of full-length single-genome sequences to explore the implica-
tion of provirus DNA and its integration site location in latency (90–92). These studies described
that the majority of latently infected cells contain only one provirus and that HIV proviruses iden-
tified in different cell subsets and in different anatomical sites were genetically similar, potentially
suggesting clonality from a common progenitor ancestor. Furthermore,Wiegand et al. (92) inves-
tigated the proportion of transcriptionally active cells in 3 ART-treated HIV+ individuals. They
performed cell-associated HIV RNA and DNA single-genome sequencing (CARD-SGS) and
found out that 7% of proviruses expressed HIV RNA, ranging from 1 to 62 HIV molecules/cell
(median of 1).

Integration site location, considered at the level of both chromosomal context and nuclear
topology, can contribute to HIV latency (93–95). Chen et al. (93) used a single virus tracking tech-
nique (Barcoded HIV ensembles, or B-HIVE) to show that integration sites close to enhancers
resulted in higher provirus expression levels. Although comparison of HIV integration site loca-
tion between latently and productively infected cells did not reveal any difference, distance from
enhancers was on average two times further for latent proviruses, indicating an effect of integra-
tion site location on provirus expression (93). These findings were confirmed by Einkauf et al.
(95), who used Matched Integration Site and Proviral Sequencing (MIP-Seq) to investigate inte-
gration site location and proviral sequence at sc level in 3 ART-treated patients. They observed
that intact proviruses were enriched in non-genic regions and found in the opposite orientation
with respect to host genes.

HIV genome position within the nucleus can also affect gene expression. Indeed, HIV
proviruses colocalized within nuclear bodies in latently infected cells, and such colocalization was
lost upon LRA reactivation (94).

Viral transcription, hence viral reactivation, is highly dependent on the HIV transactivator
of transcription, Tat. Indeed, accumulation of Tat boosts viral transcription and favors viral
production.

Studies of the efficiency of viral expression benefited from fluorescence reporter-based single-
cell techniques, identifying two major determinants of latent or productive cell fate: (a) initial
determination of basal level of Tat expression due to stochasticity and Tat accumulation and
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(b) direct Tat-mediated effect on viral transcription (92, 96–98). In case of low Tat amounts, vi-
ral gene expression depends mainly on the cellular gene expression context. In contrast, high Tat
levels triggered a positive feedback loop where virus expression is maintained even in case of cel-
lular reversion to a resting stage, suggesting that the Tat feedback loop dictated HIV expression,
overcoming the cellular state influence (96, 98).

Altogether, Tat expression, host cell environment, and integration site location can all affect
viral gene expression to various degrees.

Latency has often been perceived as an evolutionary mistake; however, Rouzine et al. (99) used
advanced modeling strategies to show that latency gives an evolutionary advantage to lentiviruses
by facilitating the spread in target-cell-poor environment (i.e., mucosa) and increasing survival of
the virus.

3.3. Host Response to HIV: Immune Control from Immune Cells

As mentioned in Figure 1a, individuals do not respond equally toward HIV infection. This can
be due to differential CD4+ T cell susceptibility to HIV infection but also to differential immune
control capacity potentially involving a variety of immune cells, including CD8+ T cells, dendritic
cells (DCs), CD4+ T helper cells, and B cells (100, 101). Efficient immune response against viral
infection can be characterized by antiviral signaling molecules (IFNs, cytokines, or chemokines),
antibody production, and cytotoxic response. A minority of HIV+ individuals, named elite con-
trollers (ECs), are able to control HIV infection and preserve their immune functions. However,
HIV overtakes the immune response in most HIV+ individuals (normal/rapid progressors), lead-
ing to exhaustion and depletion of the immune system (102–111) (Figure 6).

Single-cell analysis of 96 subset-specific genes was performed on 1,440 individual CD8+ Tcm
cells isolated from controllers or ART-treated progressors and revealed opposite patterns of gene
expression (106).CD8+ Tcm cells isolated fromHIV controllers displayed overexpression of effec-
tor function genes (GZMB, GZK, CCL3, CCL3L1, XCL1), survival genes (CD69, KLRD1), CTL-
induced apoptosis genes (FASLG, TNF, TRAIL), and IFNB. Furthermore, these cells were able to
use energy sources (i.e., fatty acids) other than glucose. In contrast, CD8+ Tcm cells isolated from
ART-treated progressors displayed increased activation, increased exhaustion (LAG3) increased
glycolysis and dependence on glucose as the sole energy source, and increased expression of IFN-
stimulated genes (MX1, OAS1). Of note, glucose dependency can be inhibited upon IL-15 expo-
sure and downregulation of the REPIN-1 transcription factor, responsible for downregulation of
glucose transport.

Upon analysis of HIV-infected peripheral blood mononuclear cells from three ECs, a subset
of myeloid dendritic cells (mDCs) displaying an antiviral state was identified and further charac-
terized by scRNA-Seq (111). These antiviral mDCs were characterized by high expression of
PD-L1 and CD64, by the ability to stimulate IFNγ response, and by degranulation markers
(LAMP1/CD107a, TNFα) from autologous CD8+ T cells. This antiviral mDC profile can be
stimulated by TLR3 and poly:IC. Moreover, Coindre et al. (110) used CyTOF to characterize
monocytes and DCs from blood myeloid cells. They identified that specific classical dendritic cell
(cDC) clusters, expressing high levels of CD1c+, CD32b, and HLA-DR, can be associated with
elite control.

Chronic infection leads to immune cell exhaustion, resulting in functional defects and ex-
pression of inhibitory receptors, that can be investigated by CyTOF analysis (104). HIV-induced
CD8+ T cell exhaustion is characterized by the expression of inhibitory receptors, such as PD-1
and TIGIT. These cell surface receptors are increased in CD27+/CD45RA− effector memory
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Figure 6 (Figure appears on preceding page)

Host immune control of human immunodeficiency virus (HIV). Comparative single-cell analyses on immune cells derived from
noninfected individuals (gray), controller/nonprogressor HIV+ individuals (light red), and rapid/normal progressors (red). Single-cell
analyses were performed on only two sample subsets at a time, either noninfected individuals versus normal/rapid progressors or
controllers/nonprogressors versus normal/rapid progressors. Thus, the absence of a specific marker in a sample subset panel without
indication reflects a lack of available data or information in the literature. Immune cells isolated from noninfected individuals or HIV
controllers/nonprogressors displayed effective immune response, while cells isolated from rapid or normal progressors showed an
exhausted phenotype. Abbreviations: HLA, human leukocyte antigen; IFN, interferon; IgM/IgG, immunoglobulin M to
immunoglobulin G.

CD8+ T cells. In contrast, CD8+ T cell function is preserved in ECs and is associated with
inhibitory receptor downregulation, cytolytic molecule downregulation, and cytokine upregu-
lation, which are typical of a functional memory phenotype with a poor but potent cytotoxic
activity (105).

Most HIV pathogenesis studies focus on T cells, as they are the main targets of HIV.However,
despite not being infected by HIV, B cells’ function can be altered in the presence of HIV-infected
cells. Indeed, upon H1N1 vaccination, single-cell reverse transcription PCR highlighted an im-
munoglobulin G to immunoglobulin M production switch in HIV-infected individuals but not in
healthy donors (107). This impairment in antibody response is likely the result of the enhanced
IFN-I response, leading to B cell exhaustion. Thus, it is tempting to think that restoring B cell
function could partially contribute to antibody-mediated control of HIV infection.

4. CONCLUDING REMARKS AND PERSPECTIVES

Single-cell analyses provide the unprecedented opportunity to study one cell at a time, one layer
at a time, and one phenotype at a time. Further integrating additional layers using single-cell
multi-omics technologies should allow advancing one step forward to a more comprehensive
picture of the HIV-infected cell and of host immune control. The analysis of cell heterogeneity
towardHIV infection has the potential to identify novel cellular players affectingHIV replication,
either promoting or inhibiting it. In addition, analysis of host immune control should help un-
cover the molecular determinants leading to successful control. Thus, single-cell analyses should
provide further cues on HIV replication as well as pave the way for novel targeted therapeutic
interventions.

Moreover, these HIV studies provide useful and valuable models to be extended to other
viruses. Such single-cell studies are being pursued with a growing number of viruses for varied
purposes, especially in the realm of single-cell RNA sequencing (e.g., 112–115). The many ex-
amples outlined here for HIV show the rich potential for developing and fruitfully integrating
a broad array of diverse single-cell studies in order to fully characterize the replication and host
interactions of essentially all viruses and exploit these results to improve virus control.
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IV. Conclusion and perspectives 

Research on HIV-host interplay within the last decades led to a better perception of HIV 

life cycle and to the development of specialized inhibitors, improving life quality and 

expectancy of people living with HIV. However, current ART does not eliminate HIV, 

which persists in reservoirs. Thus, research efforts must be pursued in order to find a 

sterilizing cure, or at least reach long-term viral suppression in absence of ART. This can 

only be achieved by further deciphering HIV replication and latency mechanisms. In this 

context, a better perception of the permissive cellular landscape, necessary for 

successful replication, should also help better understanding the viral reservoirs, which 

is essential for developing efficient latency reactivation or block and lock strategies.  

One major obstacle to HIV cure resides in the large heterogeneity of HIV-infected cells 

and thus the variety of persistence or latency mechanisms, rendering difficult to target 

them with a one-for-all approach. The advent of single-cell technologies helped 

investigating cell heterogeneity related to various phenotypes. They allowed finer 

perception of the cellular proteins involved in HIV life cycle and enabled identifying rare 

cell types, so far masked in population-based analyses. Heterogeneity can be further 

fueled by differences in immune cell distribution, which can be further influenced by sex 

and age. It is noteworthy to highlight that these parameters were overlooked in most 

past studies. Indeed, the importance of considering women independently from men in 

clinical studies was only established in 2015, with introduction of novel policies by the 

National Institutes of Health (US). In this work, we aimed at further investigating cell 

heterogeneity at the cell and individual levels, as well as in response to HIV infection, 

using conventional and novel single-cell technologies, in order to identify novel players 

involved in HIV replication. 

Our first strategy was to investigate evolution of in vitro cellular permissiveness to HIV 

within donors of both sexes and various ages through activation kinetics. We observed 

that cells derived from men and donors aged 50 years or more were more susceptible to 

HIV infection, and that this phenotype was associated with cellular activation-related 

pathways. Further experiments will be required to validate these results and notably 

investigate the role of sex hormones, by controlling their levels at the time of blood 

sampling. Our second strategy took advantage of sc-RNA-Seq to refine the association 

between permissiveness to HIV and cellular activation. We characterized cell 

distribution changes over time p.-s. as well as differences in productive HIV infection. 

Finally, we identified a 53-gene signature of which expression level could predict cell 

permissiveness phenotype and thus infection success. 

Evidence provided by the first strategy allows pursuing the project using different 

approaches. First, genes identified as putative novel players in HIV replication should be 

investigated in vitro to characterize their role in the replication cycle. Differentially 

expressed sex-linked paralogs may be studied by generating single and double 

knockouts (KO) in primary CD4+ T cells derived from men and women donors (Fig. 

12A). This could be achieved by transfection of Cas9 and either one gRNA targeting one 

paralog, or a combination of two gRNAs targeting both paralogs at the same time. HIV 

infection success using HIV GKO vector could then be compared between KO and wild-
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type (WT) cells by flow cytometry, in order to determine whether infection is enhanced 

or reduced upon KO, and whether these genes play a role in higher HIV susceptibility of 

male cells. For example, increased USP9 expression was shown to facilitate 

gammaherpesvirus replication [229] and might thus also facilitate HIV replication, as 

USP9 was also shown to be expressed at higher levels in male cells. Second, we 

hypothesize that cellular activation potency is linked to viral latency reactivation 

efficiency. This may be investigated upon establishment of latent infection in primary 

CD4+ T cells from men and women of various age, followed by viral reactivation using 

immune checkpoint inhibitor blockade for example (Fig. 12B). Reactivation efficiency 

may then be assessed by both RT-qPCR and flow cytometry to discriminate viral 

reactivation occurring only at transcript level or also at protein level. Observation of 

higher HIV reactivation in cells from men and older donors would imply that activation 

potency is linked to HIV reactivation efficiency. Furthermore, data presented in this 

thesis may be refined by performing additional analyses. First, HIV infection data 

obtained by flow cytometry may be compared with transcriptomic data from each donor 

cells to find putative genes of which expression correlates with infection success, first in 

all donors, then by considering sex and age (Fig. 12C). Next, although single-cell analysis 

did not identify a sex bias in CD4+ T cell subtype composition between men and women, 

gene expression profiles may be further analyzed according to sex within each cell 

subtype to investigate putative transcript differences (Fig. 12D). In particular, we may 

focus and investigate genes related to activation and immunity: indeed, higher 

expression of genes related to activation combined with a downregulation of immunity 

may explain the higher susceptibility of male cells, which might be subtype-dependent. 

Finally, the expression of the 53-HIV resistance gene signature identified in our second 

project may be further exploited and used to interrogate our single-cell data to 

investigate whether its expression is enriched in one or several subtypes from female 

cells, which may be consistent with a higher resistance to HIV (Fig. 12E). In addition, the 

53-gene signature may also be assessed in bulk RNA-Seq data to investigate whether an 

enrichment can be found in women and younger donor cells, thereby explaining their 

reduced susceptibility. Similarly, this may also be verified using the refined 12-gene 

signature that was commonly identified between this study and Rato et al. [85]. 
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Figure 12: Possible studies to further investigate candidates involved in sex and age-related determinants of 

HIV permissiveness. (A) Pairs of sex-linked paralogs may be knocked out and infected by HIV to further investigate 

their impact on HIV replication efficiency. (B) HIV latent infection may be established and then reactivated, allowing 

correlating cell activation potency to HIV reactivation efficiency, using RT-qPCR and flow cytometry measurements. 

The influence of sex and age on reactivation efficiency may thus be considered. (C) Flow cytometry data of HIV-

infected cells may be correlated with transcriptomic data to highlight putative genes linked with infection success. (D) 

Single-cell data may be further analyzed to identify sex-associated DEG within CD4+ T cell subtypes. (E) Expression of 

53- or refined 12-gene signatures may be assessed in both single-cell and bulk RNA-Seq data to determine a putative 

bias according to sex and/or age. KO, knock out; WT, wild-type; DGEA, differential gene expression analysis; DEG, 

differentially expressed genes. 

Future work enabled by results from our second sc-RNA-Seq study may include further 

characterization of the 12-gene signature overexpressed in cells poorly permissive to 

HIV, and commonly identified between this thesis and Rato et al. [85]. This could be 

achieved by a similar approach than the one described to study the sex-linked paralogs, 

i.e. knocking-out the expression of these gene candidates by CRISPR-Cas9 (Fig. 13A). So 

far, an HIV inhibitory function was described for three of them (i.e. ISG15 [230], GBP5 

[82] and SLFN5 [231]). By contrast, limited information is available on the putative HIV 

inhibition mechanism of the nine remaining gene candidates (i.e. IFIT2, SAMD9, MX1, 

IFIT3, RSAD2, XAF1, IFI44L, ISG20 and SAMD9L). Furthermore, we performed a detailed 

stimulation kinetics over six days, and used sc-RNA-Seq to analyze the transcriptome of 

single cells before exposure to HIV, and then upon mock- and HIV GKO/BaL-infection 

every 24 hours. These data have yet to be processed and analyzed, but they will allow 

investigating further transcriptional features of cell subtype distribution and temporal 
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evolution of the intracellular environment, and how these may impact HIV infection (Fig. 

13B). This should allow characterizing the cellular landscape upon stimulation and 

therefore identifying cellular subtypes and factors responsible for increased cell 

susceptibility and permissiveness to HIV in early stimulation. Finally, enrichment of the 

53- and 12-gene signatures may be assessed overt time, upon stimulation and mock or 

HIV infection (Fig. 13C). Putative enrichment of these candidate genes before 

stimulation or long after stimulation might explain the reduced susceptibility and 

permissiveness to HIV. 

Overall, the present thesis brought further evidence that addressing cell and individual-

linked heterogeneity may help refining our understanding of HIV biology. We are 

convinced that a comprehensive characterization of permissive cells linked to cellular 

activation might pinpoint novel players involved in viral latency and reactivation 

potency, and ultimately lead to opportunities for specific reservoir targeting strategies. 

 

Figure 13: Future work using single-cell studies to further investigate candidates involved in HIV 

permissiveness. (A) The 12-commonly identified genes between this project and Rato et al. [85] may be knocked out 

and their impact may be investigated upon assessment of permissiveness to HIV replication. (B) Single-cell data 

following stimulation and infection kinetics may be analyzed over a six-day period in order to assess gene expression 

profile evolution. (C) Expression of the 53- or refined 12-gene signature may be interrogated over time, upon cell 

stimulation and infection. KO, knock out; WT, wild-type.  
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