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A B S T R A C T   

Although deep learning (DL) has demonstrated impressive diagnostic performance for a variety of computational 
pathology tasks, this performance often markedly deteriorates on whole slide images (WSI) generated at external 
test sites. This phenomenon is due in part to domain shift, wherein differences in test-site pre-analytical variables 
(e.g., slide scanner, staining procedure) result in WSI with notably different visual presentations compared to 
training data. To ameliorate pre-analytic variances, approaches such as CycleGAN can be used to calibrate visual 
properties of images between sites, with the intent of improving DL classifier generalizability. In this work, we 
present a new approach termed Multi-Site Cross-Organ Calibration based Deep Learning (MuSClD) that employs 
WSIs of an off-target organ for calibration created at the same site as the on-target organ, based off the assumption 
that cross-organ slides are subjected to a common set of pre-analytical sources of variance. We demonstrate that 
by using an off-target organ from the test site to calibrate training data, the domain shift between training and 
testing data can be mitigated. Importantly, this strategy uniquely guards against potential data leakage intro
duced during calibration, wherein information only available in the testing data is imparted on the training data. 
We evaluate MuSClD in the context of the automated diagnosis of non-melanoma skin cancer (NMSC). Specif
ically, we evaluated MuSClD for identifying and distinguishing (a) basal cell carcinoma (BCC), (b) in-situ 
squamous cell carcinomas (SCC-In Situ), and (c) invasive squamous cell carcinomas (SCC-Invasive), using an 
Australian (training, n = 85) and a Swiss (held-out testing, n = 352) cohort. Our experiments reveal that MuSCID 
reduces the Wasserstein distances between sites in terms of color, contrast, and brightness metrics, without 
imparting noticeable artifacts to training data. The NMSC-subtyping performance is statistically improved as a 
result of MuSCID in terms of one-vs. rest AUC: BCC (0.92 vs 0.87, p = 0.01), SCC-In Situ (0.87 vs 0.73, p = 0.15) 
and SCC-Invasive (0.92 vs 0.82, p = 1e-5). Compared to baseline NMSC-subtyping with no calibration, the 
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internal validation results of MuSClD (BCC (0.98), SCC-In Situ (0.92), and SCC-Invasive (0.97)) suggest that 
while domain shift indeed degrades classification performance, our on-target calibration using off-target tissue 
can safely compensate for pre-analytical variabilities, while improving the robustness of the model.   

1. Introduction 

Globally, there has been a significant increase in non-melanoma skin 
cancer (NMSC) incidence, especially in Caucasians (Samarasinghe and 
Madan, 2012). Seventy-five percent of NMSC cases correspond to basal 
cell carcinoma (BCC) which has a low risk of mortality (<0.1%) 
(Samarasinghe and Madan, 2012). The majority of the remaining NMSC 

cases are squamous cell carcinomas (SCC), which when left untreated 
are far more likely to metastasize to other organs (0.3–3.7%), leading to 
an increased risk of mortality (Samarasinghe and Madan, 2012). As 
such, an accurate differential diagnosis between BCC and SCC remains 
critical. SCC can be either SCC-In Situ (Bowen disease) or SCC-Invasive 
(Yanofsky et al., 2011). SCC-In Situ is a superficial form of SCC; how
ever, it has relatively high risk (3%− 5%) of progression to SCC-Invasive 

Fig. 1. The violin plot (a) illustrates the inter-site domain shift between Australian/Swiss skin cohorts in terms of brightness (mean intensity of each color channel), 
contrast, hue/saturation/value (HSV), and red/green/blue (RGB) values. Interestingly, the shift between the skin and lung cohorts from Switzerland (Swiss) is less 
pronounced, likely as a result of similar pre-analytic variables (e.g., staining protocol, scanner, tissue sectioning, and slide preparation factors). This similarity 
suggests the feasibility of using Swiss lung data as calibration templates for Australian skin slides. BCC cases from the (b) Australian and (c) Swiss skin cohorts show 
that Swiss skin slides are generally bluer, a concept quantitatively reflected in (a). Interestingly, (d) a lung sample from the Swiss site has a similar visual appearance 
to (c) the Swiss skin image, a notion again supported by the image metrics in (a). (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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(Yanofsky et al., 2011). Since approximately 1.1% of women and 2.4% 
of men with SCC-Invasive eventually develop tumor metastases, accu
rate diagnosis and close monitoring of SCC subtypes is warranted 
(Venables et al., 2019). 

The diagnosis of NMSC is performed by pathologists identifying 
characteristic histological features of each NMSC subtype from hema
toxylin and eosin (H&E) stained tissue specimens (Brown et al., 1979). 
BCC is a type of basaloid epithelial tumor arising from the basal layer of 
the epidermis (Elder et al., 2018; Mackiewicz-Wysocka et al., 2013). The 
basaloid cells form a regular palisade at the periphery of the tumor nest 
while their distribution in the middle of the nest is chaotic (Elder et al., 
2018; Mackiewicz-Wysocka et al., 2013). Necrotic bodies may develop 
in the center of the tumor nest leading to formation of cystic spaces 
containing mucinous material (Elder et al., 2018; Mackiewicz-Wysocka 
et al., 2013). One key feature distinguishing BCC from other basaloid 
tumors is the surrounding dense stroma with mucinous material (Elder 
et al., 2018; Mackiewicz-Wysocka et al., 2013). Another diagnostic 
feature of BCC is its empty peritumoral cleft due to the retraction of 
stroma (Elder et al., 2018; Mackiewicz-Wysocka et al., 2013). On the 
other hand, SCC is often characterized by its relatively large polyhedral 
cells with abundant, glassy eosinophilic cytoplasm with copious keratin 
formation (Elder et al., 2018). While the consensus among dermatopa
thologists tends to be high in identifying BCC (>95%), concordance is 
relatively lower for SCC (77%) (Onajin et al., 2015). In addition, it may 
be non-trivial to distinguish the subtypes of SCC in some cases, specif
ically SCC-In Situ versus SCC-Invasive. The development and applica
tion of computerized digital pathology solutions to distinguish between 
BCC vs SCC and also SCC-in Situ vs SCC-Invasive would meaningfully aid 
in providing improved diagnosis, prognosis, and treatment management 
of patients with NMSC (Jiang et al., 2019; Marka et al., 2019). 

Deep learning (DL) strategies are well suited to this multiclass clas
sification subtyping task and can enable the improved identification of 
benign tissue, BCC, and SCC (Jiang et al., 2019; Kimeswenger et al., 
2020; Marka et al., 2019; Wang et al., 2019). Unfortunately, there is 
mounting evidence that DL performance is brittle in the context of 
pre-analytical variabilities in slide preparation (e.g., staining protocol, 
slide scanner, tissue thickness), and we show that NMSC is not exempt 
from these issues (Shaban et al., 2019; Tellez et al., 2019). Each source of 
pre-analytic variance has a unique and additive impact both on the 
presentation of the tissue slide and its associated whole slide image 
(WSI) (Shaban et al., 2019). For example, there are visually perceivable 
differences in terms of image hue/saturation/value (HSV), red/blue/
green (RGB), contrast, and brightness values between similar BCC cases 
from two different sites (see Fig. 1(b) and (c)). These variabilities 
contribute to a phenomenon known as “domain shift” (Stacke et al., 
2019), wherein testing data (DV) lies on a different underlying distri
bution as compared to training data (DT). These differences in the un
derlying image distribution between DT and DV have been shown to 
heavily impact DL performance (Jiang et al., 2019; Tellez et al., 2019). 
This performance drop is exacerbated when deploying a trained DL 
model to a new site, where pre-analytical differences, and thus domain 
shift, are often most substantial. 

To compensate for domain shift, several domain adaptation tech
niques have been proposed that aim to “calibrate” the data from a 
source domain to a target domain, helping to ameliorate pre-analytic 
differences using post-image acquisition processing steps (e.g., stain 
normalization) (de Bel et al., 2019; Ganin and Lempitsky, 2014; Shaban 
et al., 2019; Tellez et al., 2019). More recent approaches have employed 
CycleGAN, a type of generative adversarial network (GANs) (de Bel 
et al., 2019; Guha et al., 2020; Shaban et al., 2019; Tellez et al., 2019; 
You et al., 2020a). In these studies, “template” images are often sampled 
from the target domain (e.g., testing site) as the reference to calibrate 
the source domain data (e.g., training site). Growing evidence (Bel et al., 
2021; Shaban et al., 2019) suggests that CycleGAN achieves superior 
performance in mitigating the impact of domain shift on downstream 
image analysis tasks as compared to handcrafted stain normalization 

approaches (Macenko et al., 2009; Reinhard et al., 2001). However, 
even current approaches for addressing domain shift suffer from two 
potential issues in terms of introducing artifacts and experimental 
design concerns. In the first case, aligning DV to the DT provides an 
opportunity for the introduction of artifacts including blur, checker
board artifacts (Aitken et al., 2017; Zhang et al., 2019), or texture dis
tortions. These artifacts, as well as compression artifacts, have generally 
been shown to have a negative impact on the performance of DL image 
analysis pipelines (Chen et al., 2020; Dodge and Karam, 2016), for 
instance in a recent DL-based tumor-stroma ratio algorithm (Foucart 
et al., 2018; Wright et al., 2021). To avoid this performance degradation 
on the DV, other approaches instead involve calibrating training images 
to more closely resemble the anticipated DV properties. This process 
yields a site-specific DL model, which can be directly applied to new test 
images, mitigating the possibility of artifact introduction. However, 
these approaches typically employ testing images from the same organ and 
task (i.e., on-target organ) as templates for DT calibration (de Bel et al., 
2019; Tellez et al., 2019). In such same-organ calibration (SOC) setups, 
data leakage may take place wherein the calibration model learns and 
then imparts information from the held-out DV into the DT, in other 
words violating the strict separation between DT and DV. Such leakage 
may subsequently inflate the model testing accuracy, degrading the 
generalizability of the model (Chiavegatto Filho et al., 2021; Dong, 
2022; Kaufman et al., 2012; Tampu et al., 2022). For example, a 
CycleGAN could impart the task-specific knowledge that BCC cells from an 
external test site are slightly larger, due to microns per pixel differences 
in the scanner, into training images by modifying their size. This then 
begs the question of whether the external site data can still be considered 
an independent DV for assessing the robustness of the machine classifier, 
now that the classifier has been inadvertently exposed to key attributes 
of the DV. It was also reported (Wei et al., 2019) that a CycleGAN model 
can easily render visual attributes of precancerous tissue onto normal 
tissue inputs, wherein the CycleGAN learned and transferred 
task-specific features from precancerous tissue templates to the training 
images. Moreover, Dong et al. suggest only preprocessing training data 
to prevent data leakage, therefore calibration of DT rather than DV is also 
in favor of reducing data leakage risk (Dong, 2022). Taken together, it 
stands to reason that a superior calibration approach could help disen
tangle and thereby learn site-specific pre-analytic variables, while being 
blinded from task-specific information, potentially contaminating classifier 
construction. 

We hypothesize that site-specific pre-analytic variables imparted 
into WSI are sufficiently similar between organs, such that images from a 
second “off-target” organ (i.e., an organ not employed in the training and 
testing of a corresponding diagnosis task) can be used as a template for 
calibration of the primary on-target organ, thus yielding performance 
improvements for the target task. The usage of off-target organs for on- 
target calibration is thus termed “cross-organ” calibration. To evaluate 
this hypothesis, we measure improvement in the performance of a DL- 
based non-melanoma skin cancer (NMSC) subtyping classifier after 
calibrating the skin training images with lung template images, an 
approach we term Multi-site Cross-organ Calibration Deep Learning 
(MuSClD). Our subtyping classifier is trained using an Australian cohort 
(n = 85) to distinguish between different subtypes of non-melanoma 
skin cancer: benign, basal cell carcinoma (BCC), in-situ squamous cell 
carcinoma (SCC), and invasive SCC. This NMSC-subtyping model is 
subsequently evaluated on an independent Swiss cohort (n = 352). Lung 
tissue samples from the Swiss site were employed as templates for 
MuSCID of the Australian data, in order to help mitigate domain shift 
effects. This lung tissue (see Fig. 1(d)) naturally shares similar variables 
associated with laboratory equipment (e.g., microtome, scanner, 
stainer) and biochemical properties (temperature, humidity, stain), 
resulting in similar image characteristics to that of skin samples (see 
Fig. 1(a)). Additionally, since the lung and skin tissue are unrelated to 
each other, the use of cross-organ information helps mitigate the pos
sibility of data leakage. We also demonstrate that despite the differences 
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in lung and skin tissue morphology, the fidelity of calibration outputs is 
retained. 

2. Related works and novel contributions 

Previous works in the NMSC space have mainly focused on the 

identification and classification of either BCC alone or BCC vs. SCC- 
Invasive. A recent review provides an excellent summary of 39 ma
chine learning-based NMSC detection algorithms, spanning both DL and 
non-DL-based methods (Marka et al., 2019). Kimeswenger et al. re
ported a DL-based model that was able to identify BCC lesions from 
WSI-level inputs, while Jiang et al. reported a similar application of the 
DL-based model not only in WSI but also in microscope ocular images 
(MOI) captured by smartphones (Jiang et al., 2019; Kimeswenger et al., 
2020). Although this collection of works mostly focused on the 

Fig. 2. (a) Overview of an example MuSCID (red box) being applied to an NMSC subtyping pipeline. Patches with a size of 512 × 512 at 20x magnification are 
obtained in the calibration stage (using CycleGAN model in the red box) as the input to the NMSC subtype classification network (using ResNext50_32 × 4d model in 
the green box). Tumor localization is visualized with a heat-map of patch prediction scores. (b) To obtain the WSI-level prediction, we collect the output probability 
of the predicted subtype of all patches in a WSI to form a patient-level subtype histogram. A simple fully-connected neural network was trained with these subtype 
histograms to predict the patient-level diagnosis. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 

Table 1 
Notation table for sites and organs.  

Notation Definition 

A Training Site 
B Testing Site 
S Skin Tissue 
L Lung Tissue 
AS Skin Slides from site A 
AL

S Skin Slides from site A calibrated with Lung Templates (MuSCID) 
AS

S Skin slides from site A calibrated with Skin Templates (SOC) 
BS Skin Slides from B 
BL Lung Slides from B 
G Generator networks in CycleGAN 
D Discriminator networks in CycleGAN 
MC Downstream classification model trained with calibrated data. 
MN Downstream classification model trained with un-calibrated data.  

Table 2 
Composition of Cohorts. WSIs in A were scanned at a magnification of 20x. WSIs 
in B were scanned at a 40x magnification and down-sampled to 20x during pre- 
processing to approximate the resolution of slides in A.   

Training Cohort from site A 
(Australia) 

Testing Cohort from site B 
(Switzerland) 

# Patients # WSI # Patches # Patients # WSI 

Benign 11 13 7905 9 9 
BCC 54 70 2652 131 131 
SCC-In Situ 10 12 3132 12 12 
SCC-Invasive 10 11 2216 200 200 
Total 85 106 15,905 352 352  
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identification of BCC and SCC-Invasive subtypes, DL-based approaches 
generally demonstrate clear superiority over non-DL-based approaches. 
Importantly, though, none of these works addresses the issue of dis
tinguishing SCC-In Situ from SCC-Invasive or explicitly addresses the 
issue of decreased classifier performance due to domain shift when 
validated on data from external sites. Jiang et al. reported a drop in AUC 
(10% ~ 20%) of their BCC recognition and segmentation model in both 
WSI and MOI cases when the model is applied to an external DV (Jiang 
et al., 2019). To help address the discrepancy in cross-site performance 
of DL models, several domain adaptation approaches have been intro
duced (de Bel et al., 2019; Ganin and Lempitsky, 2014; Tellez et al., 
2019). Some approaches perform domain adaptation by mapping the 
DL-extracted features in the source domain to the target domain (Ganin 
and Lempitsky, 2014). However, these approaches lack transparency, in 
the sense that it is difficult to visually assess and confirm the correctness 
of this mapping in the DL-feature space, and thus minimizes the op
portunity for quality control (Ganin and Lempitsky, 2014). Other 
CycleGAN-based algorithms instead directly modify test images such 
that they appear similar to their training image counterparts (de Bel 
et al., 2019; Shaban et al., 2019; Zhu et al., 2017). These approaches can 
provide more transparency, as image modifications can be qualitatively 
(e.g., manual inspection) and quantitatively assessed. CycleGAN 

approaches have been shown to be sufficiently powerful in their ability 
to not only transfer the desired pre-analytical variables (e.g., stain) 
across domains, but also modify the overall image “style”. For instance, 
a GAN has been shown to successfully “convert” arbitrary normal tissue 
images to corresponding realistic synthetic precancerous images (Wei 
et al., 2019). As previously alluded to, these approaches unfortunately 
may also facilitate data leakage. More critically, it remains difficult to 
quantify the extent and impact of such data leakage. Multi-Site Cross-
Organ Calibrated Deep Learning (MuSCID) (illustrated in Fig. 2), the 
approach presented in this work, offers a series of unique advantages 
over previously proposed approaches and is the first approach that is 
evaluated in the context of multi-class NMSC-subtyping. Specific unique 
attributes of this manuscript are detailed below.  

1 MuSCID builds on previous works in the NMSC-subtyping and 
domain adaptation fields (de Bel et al., 2019; Jiang et al., 2019; 
Kimeswenger et al., 2020; Marka et al., 2019; Shaban et al., 2019; 
Tellez et al., 2019). We extend our study in NMSC classification into 
a multi-site study to distinguish between BCC, SCC-In Situ, and 
SCC-Invasive subtypes.  

2 We further demonstrate the impact of domain shift in multi-site 
NMSC-subtyping, and provide a cross-organ (skin/lung) calibration 
approach to mitigate this issue. This MuSClD approach differs from 
these previous works in that it is not (a) solely focused on the iden
tification of BCC and SCC-Invasive but also focused on distinguishing 
SCC subtypes (i.e., SCC-In Situ versus SCC-Invasive), and (b) 
explicitly addresses potential data leakage endemic to many cross- 
site calibration based approaches.  

3 By only modifying DT, the introduction of artifacts (e.g., blur, 
checkboard) into DV is minimized, ensuring high-fidelity unaltered 
input data to the subtyping algorithm.  

4 By calibrating in a cross-organ fashion, pre-analytical variables are 
exposed for learning while data leakage from the DV to the DT is 
largely avoided. This ensures a genuine independent evaluation of 
our NMSC-subtyping algorithm on the external testing site. Lastly, to 
the best of our knowledge, this work is the largest comprehensive 
study involving automated diagnosis and subtype classification of 
BCC and SCC from H&E images involving independent training and 
testing sites with over 400 unique patients.  

5 We quantitatively illustrated the potential risk of data leakage during 
calibration. To our best knowledge, there is no study pointing out 
such risk, given the importance of calibration in multi-site studies. 

3. Multi-Site cross-organ calibrated deep learning (MuSClD) 

3.1. Notation 

We use A to represent the data of the training site, and B to represent 
data from the testing site. Unless otherwise specified, we use a to 
represent individual images of site A, and b to represent images of site B. 
For the notation ∀a ∈ A and ∀b ∈ B defined above, we use the subscript τ 
to denote the type of tissue organ that is either skin (S) or lung (L) tissue 
(τ ∈ {S, L}). For calibration outputs, we use the superscript μ to denote 
the type of tissue organ (S or L) that was employed as a template (μ ∈ {S,
L}). The relevant notation used in this work is illustrated in Table 1 
below. 

3.2. Algorithmic details of MuSCID 

A CycleGAN-based calibration framework was chosen and can be 
thought of as representing the mapping between two domains: A→B and 
B→A (See Fig. 2a). Path A→B consists of a generator model GA2B which 
accepts images produced from Site A and attempts to modify them such 
that they appear like images created from Site B (Goodfellow et al., 
2014; Zhu et al., 2017). Path A→B also consists of a discriminator model 
DB that attempts to determine for ∀a ∈ A, if GA2B(a) are distinguishable 

Table 3 
Description of comparison strategies. The letter E represents an experiment with 
the first subscript indicating the DT and the second describing the corresponding 
DV. AS, AL

S , AS
S and BS denote the original Australian skin data, the calibrated 

Australian skin (by Swiss lung), calibrated Australian skin (by Swiss skin), and 
the held-out DV of Swiss skin, respectively.  

Comparison Strategy DT DV Network Model Used 

EAS , AS AS AS Train from scratch. 
EAL

S , AL
S 

AL
S AL

S Train from scratch. 
EAS , AL

S 
AS AL

S Reuse EAS , AS 

EAL
S , AS AL A Reuse EAL

S , AL
S 

EAS
S , AS

S 
AS AS Train from scratch. 

EAL
S , BS AL

S BS Reuse EAL
S , AL

S 

EAS
S , BS AS

S BS Reuse EAS
S , AS

S 

EAS , BS AS BS Reuse EAS , AS  

Table 4 
The corresponding mean and standard deviation of image metrics reported for 
the corresponding violin plot are illustrated in Fig. 1(a). We highlight the entries 
between Australian (AS) and Swiss (BS) skin to illustrate the difference of the 
mean intensity values in the green and blue channels.   

Brightness Contrast RGB HSV 

AS 0.75 ± 0.05 0.72 ± 0.07 R 0.81 ± 0.07 H 0.43 ± 0.03 
G 0.63 ± 0.09 S 0.69 ± 0.08 
B 0.78 ± 0.05 V 0.78 ± 0.10 

BS 0.78 ± 0.05 0.77 ± 0.05 R 0.83 ± 0.04 H 0.53 ± 0.13 
G 0.72 ± 0.07 S 0.11 ± 0.04 
B 0.86 ± 0.03 V 0.90 ± 0.02 

BL 0.65 ± 0.08 0.81 ± 0.40 R 0.86 ± 0.04 H 0.78 ± 0.03 
G 0.76 ± 0.05 S 0.15 ± 0.04 
B 0.88 ± 0.02 V 0.89 ± 0.02  

Table 5 
The p-value is the result of the Wilcoxon Rank-sum test of color distribution in 
terms of the brightness between (1) AS and BS; (2) BL and BS. We also measure 
the difference in the mean of Red, Green, and Blue intensity values. We highlight 
the entries to reflect that BL and BS are closer to that of BS compared to AS in 
terms of distance in the distribution of green and blue intensity values.   

p-value Red Green Blue 

AS vs. BS 3 × 10− 105 0.02 0.09 0.08 
BL vs. BS 8 × 10− 218 0.03 0.04 0.02  
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Fig. 3. Violin plots (a) to (h) illustrate the distribution of 
RGB intensity, the contrast, the brightness, and the HSV 
values of each class (benign/BCC/SCC-In Situ/SCC- 
Invasive) across original AS (blue), BS (orange), and AL

S 

by MuSCID (green), and AS
S by SOC (red), respectively. 

These statistics show that after the calibration, differences 
in contrast and color distribution are mitigated. The 
original Australian skin tissue (i), the AL

S via MuSCID (j), 
the AS

S via SOC (k), and the BS show that after calibration 
(l), the Australian skin tissue more closely resembles the 
appearance of the Swiss skin tissue (bluish tinge). (For 
interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this 
article.)   
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from real images ∀b ∈ B. 
This process is aided by three loss functions (see Equation 1); the 

minimax GAN loss (LGAN), the identity loss LId, and the cycle consistency 
loss (LCyc) as illustrated below. 

LGAN(GA2B,DB, a, b) = E[logDB(b)] + E[1 − logDB(GA2B(a))]
LId(GA2B,GB2A) = E

[
||GA2B(b) − b||1

]
+ E

[
||GB2A(a) − a||1

]

LCyc(GA2B,GB2A) = E
[
||GB2A(GA2B(a)) − a||1

]
+ E

[
||GA2B(GB2A(b)) − b||1

]

(1) 

The notation E represents the expectation value. LGAN represents the 
adversarial component balancing between the DB and the GA2B. It 
measures DB’s ability to recognize whether an image is from Site B or 
has been generated by GA2B. Importantly, this loss is minimized when the 
Jensen-Shannon distance (Menéndez et al., 1997) between data from 
Site A matches those of Site B, after being modified by GA2B (Sinn and 
Rawat, 2018). Intuitively, this implies that for ∀a ∈ A, the associated 
GA2B(a) is similar to images in B, suggesting that the calibration from A 
to B was successful. Terms LCyc and LId serve as regulators encouraging 
GA2B to learn a model which produces images similar to those in B 
(Srivastava et al., 2017; Zhu et al., 2017). 

As previously mentioned, to prevent GA2B from learning task-specific 
knowledge from B (e.g., BS), we choose an off-target organ (e.g., BL) as a 
template to mitigate the potential for data leakage; as a result, the 
calibration strategy is “cross-organ”. Previous works have shown how
ever that GANs may affect the fidelity of tissue attributes in terms of 
morphology and cytology. For instance, GANs are known to introduce 
artifacts due to the loss of high-frequency content, and are also capable 
of learning histologic features other than pre-analytic variations (e.g., 

Table 6 
Class-wise mean intensity of R/G/B channels of Australian skin tissue before 
(AS) and after calibration (AL

S and AS
S), compared to Swiss skin tissue (BS). We 

highlight the entries where a significant change in intensity values after cali
bration was observed, resulting in greater similarity between the Australian and 
Swiss site images.   

AS AL
S BS AS

S 

Benign R 0.86 ± 0.05 0.86 ± 0.03 0.87 ± 0.03 0.87 ± 0.04 
G 0.69 ± 0.08 0.76 ± 0.05 0.77 ± 0.05 0.75 ± 0.07 
B 0.81 ± 0.04 0.89 ± 0.02 0.86 ± 0.02 0.88 ± 0.03 

BCC R 0.73 ± 0.06 0.78 ± 0.02 0.84 ± 0.04 0.74 ± 0.06 
G 0.57 ± 0.08 0.67 ± 0.04 0.74 ± 0.06 0.61 ± 0.07 
B 0.74 ± 0.04 0.85 ± 0.02 0.87 ± 0.02 0.83 ± 0.04 

SCC-In Situ R 0.79 ± 0.04 0.82 ± 0.03 0.82 ± 0.05 0.79 ± 0.05 
G 0.61 ± 0.08 0.71 ± 0.05 0.71 ± 0.07 0.63 ± 0.08 
B 0.77 ± 0.04 0.87 ± 0.02 0.86 ± 0.03 0.83 ± 0.04 

SCC-Invasive R 0.85 ± 0.04 0.84 ± 0.03 0.83 ± 0.03 0.86 ± 0.03 
G 0.65 ± 0.51 0.74 ± 0.04 0.70 ± 0.05 0.72 ± 0.04 
B 0.80 ± 0.02 0.88 ± 0.01 0.85 ± 0.03 0.87 ± 0.01  

Fig. 4. Wasserstein distance of different color space measurements between datasets are calculated and plotted as heat maps: plots (a) to (e) correspond to red/ 
green/blue intensity, contrast, and brightness measures respectively. From top left to bottom right, the 1st to 5th rows/columns of each heat map correspond to BS, 
BL, AS

S, AL
S, and AS. Darker blue colors represent smaller distance values, and show that (c) calibrated images (AL

S and AS
S) are more similar to BS and BLcompared to AS 

in terms of the blue color distribution. Likewise, (b), (d), and (e) also suggest that after calibration, AL
S and AS

S are more similar to BS compared to AS in terms of 
contrast and green color intensity distributions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 
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stain) from templates (Wei et al., 2019; Zhang et al., 2019). Conse
quently, an L1 reconstruction loss is added between the calibration input 
and outputs for both paths: a and GA2B(a), as well b and GB2A(b), 
∀a ∈ A; ∀b ∈ B. We use the notation Ha, Wa, and Ca to denote the height, 
width, and channel depth of an arbitrary input image a, respectively, the 
L1 reconstruction loss, which can then be defined as follows: 

L̃ =
E
[
||GA2B(a) − a||1

]

Ha × Wa × Ca
(2) 

Here L̃ helps to quantitatively measure and monitor pixel-wise 
changes between a and GA2B(a), during and after training of MuSCID. 
Pixel values during the computation of ̃L in Eq. (2) are normalized to be 
within the range [0,1]. The idea of a reconstruction loss is to help pre
serve the stylistic and spatial attributes in the tissue of a ∈ A after cali
bration. This approach was previously described (Johnson et al., 2016), 
where an L1 loss was chosen for its empirically demonstrated superior 
performance in obtaining high-fidelity output images (Zhao et al., 
2015). 

4. Experimental design 

4.1. Dataset description 

A summary of the cohorts employed in this study is illustrated in 
Table 2. The datasets comprised H&E WSI collections obtained from two 
international sites: (a) Cohort from site A (n = 85) patients used for 
training from Southern Sun Pathology, Australia, and (b) Cohort from 

site B (n = 352) patients from Kantonsspital Aarau, Switzerland used for 
testing. To model the pre-analytic properties anticipated in cohort B, 
four WSIs of lung specimens (BL) were employed from the B to calibrate 
skin slides from A (AS). BL were prepared in a similar manner (e.g., 
stainer, tissue thickness, and slide scanner) as BS, while coming from 
patients not part of the NMSC cohort. All data in B was collected at 40x 
magnification and down-sampled to 20x in order to approximate the 
resolution of the images originating from A. 

4.2. NMSC-subtyping implementation details 

A ResNext50_32 × 4D architecture was selected for the NMSC- 
subtyping DL classifier. This classifier was chosen given its previously 
demonstrated high predictive performance with comparatively few pa
rameters compared to other DL architectures (Xie et al., 2017). Image 
patches of size 512 × 512 were extracted at 20x from regions of tumor 
annotated by human dermatopathologists in slides from site A. As is 
common practice, stain augmentation was employed during training of 
all DL networks (details in the Section S1). Patient-level predictions 
were generated by aggregating patch-level predictions throughout the 
WSIs (Hou et al., 2016). Briefly, each patch was classified by the NMSC 
subtype classifier into one of four target classes: benign, BCC, SCC-In 
Situ, and SCC-Invasive. The ResNext50_32 × 4d classifier outputs the 
class prediction scores for each image patch. For each of the three cancer 
classes, a 32-bin histogram is created to aggregate the patch-level raw 
class output values (see Section S1). Each of the three histograms cor
responding to the three cancer classes was then normalized and 
concatenated, resulting in a 1 × 96 vector signature for each patient. 

Fig. 5. Comparison of keratin (or region with keratinization) between (a) AS (the 1st column), (b): AL
S (the 2nd column), and (c) BS (the 3rd column). All image 

patches showcased here are sampled from SCC-Invasive lesions. It may be observed that the (b) calibrated keratin is slightly bluer than the actual keratin in (c) Swiss 
data likely due to the lack of keratin in the lung template. 
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This vector was employed as the input for training a fully connected 
neural network for predicting the final patient-level output. 

MuSCID was trained until the reconstruction loss L̃ between a and 
GA2B(a) converged, and GA2B(a) qualitatively resembled the pre-analytic 
appearance (e.g., stain) of BL. The detailed network configurations and 
the hyperparameters are listed in Section S1. 

4.3. Experiment 1: Evaluation of MuSCID in terms of consistency of skin 
tissue components, color distribution, and potential data leakage 

The main premise behind Experiment 1 is that differences in image 
presentation between NMSC images from A and B can be ameliorated 
with MuSClD by using BL images from the Swiss site while not imbuing it 
with significant histologic variations. A variety of evaluation strategies 
were employed for Experiment 1 as described below. 

4.3.1. Inter- and intra-site color distribution of skin slide 
Image metrics capturing the (a) brightness, (b) root mean square 

(RMS) contrast, and (c) mean intensity of each of the red/green/blue 
(RGB) and hue/saturation/value (HSV) channels are computed from the 
skin and lung slides of both sites AS and BS to examine the relative inter- 
site variability. Swiss lung images, BL, are also analyzed in a similar 
fashion to determine their suitability for serving as template surrogates 

for BS. Violin plots were employed to visualize the image metric distri
butions. Besides the distribution distance, a Wilcoxon rank-sum test was 
also used to determine if image metric distributions between AS and BS 
are statistically significant. 

4.3.2. Inter-site and class-wise color distribution between calibrated 
Australian skin images and Swiss images 

MuSClD was employed to calibrate Australian NMSC images with BL 
(Swiss lung). If MuSClD is successful at compensating for pre-analytical 
variance between A and B, the distance between image metrics from AL

S 
and BS should be reduced. To demonstrate this reduction for each sub
type, two image metrics for all four subtypes (benign/BCC/SCC-In Situ/ 
SCC-Invasive) are computed between AL

S and BS. First, Wasserstein dis
tance, a commonly invoked metric for evaluation of domain shift (de Bel 
et al., 2019; Stacke et al., 2019; You et al., 2020b), was employed to 
compare RGB and contrast values, wherein smaller Wasserstein dis
tances indicate greater similarity. Additionally, A Wilcoxon rank-sum 
test was used to determine if the image metrics of AL

S are statistically 
different from AS. A reduction in Wasserstein distance between AL

S and 
BS would suggest that calibration was performed successfully and the 
previously identified domain shift had been ameliorated. It should be 
noted that, since Wilcoxon rank-sum test also considered other factors of 
distributions (e.g., distribution shape) than their distances, a statistically 

Fig. 6. Comparison of the calibration output with and without optimizing L̃ where columns (a) to (d) demonstrate benign, BCC, SCC-In Situ, and SCC-Invasive 
exemplars respectively. The first row illustrates the original AS. The second and third rows respectively show the calibrated output with and without L̃ being 
optimized. For reference, the fourth row is the corresponding output of SOC. It may be observed in (a) to (d) that the boundary of the epidermis is more pronounced 
when L̃ is optimized. More specifically in (d), without L̃, the color of the thickened epidermis within the green annotated region (3rd row) mostly resembles that of 
the dermis (the boundary between epidermis and dermis marked by red/green arrows), as opposed to its counterpart with optimized L̃ (boundary marked by red/ 
green arrows). Furthermore, without optimizing the L̃, similar color artifacts also occur in the SCC-In Situ showcase produced by SOC (the 4th row and the 3rd 
column). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 7. Wasserstein distance of different morphological fea
tures between datasets are calculated and plotted as heat 
maps. From top left to bottom right, the 1st to 5th rows/ 
columns of each heat map correspond to AS, AL

S, AS
S, BL, and 

BS. Darker blue colors represent smaller distance values, i.e. 
higher similarity. Plot (a) represents the mean nuclei area per 
patch extracted in each dataset. Plots (b) to (n) correspond to 
13 nuclei-wise Haralick texture features extracted from tiles 
in all datasets. It may be observed that, all skin tissue data
sets (AS, AL

S, AS
S, and BS) are relatively similar to each other 

compared to BL, in terms of the morphological feature. This 
in turn suggests that the calibrated output reasonably re
sembles the skin-specific morphological information. Mean
while, shown in all plots, the similarity between AS

S to BS are 
smaller compared to between AL

S and BS, demonstrating that 
employing skin images as the template may potentially incur 
the risk of leaking morphological information from BS into 
AS

S. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this 
article.)   
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significant p-value between AL
S and BS do not suggest that the calibration 

is unsuccessful (S2.7). 

4.3.3. Consistency of skin histologic components pre- and post-calibration 
To evaluate the benefit of including the reconstruction loss L̃ in 

MuSCID, we both qualitatively and quantitatively compared L̃ in the 
inference stage with and without optimizing ̃L during the training stage. 
We hypothesized that the inclusion of L̃ during the model optimization 
process would encourage the retention of consistency in the histologic 
appearance of the skin while limiting the introduction of lung 
morphology during the calibration of AS to AL

S. 
To visually and qualitatively assess the impact of calibration on AL

S, 
512 4096 × 4096 regions of interest (ROIs) were inspected by a der
matopathologist. These 512 ROIs consisted of: 51 benign, 336 BCC, 70 
SCC-In Situ, and 55 SCC-Invasive cases. During the inspection, the 
dermatopathologist was informed of the disease type of the ROIs, and 
requested to report any observed skin histology alterations or calibra
tion artifacts. 

For further comparison, skin templates BS were employed for cali
bration to produce AS

S. Discrepancies between AL
S and AS

S were visually 
evaluated in terms of tissue texture and color space qualities to better 

understand the potential consequences of data leakage. 

4.3.4. Similarity measurement of morphological feature distribution pre- 
and post-Calibration 

To the best of our best knowledge, a direct method to quantitatively 
assess data leakage during calibration does not exist. As a surrogate 
measure, Haralick texture features and mean nuclei area between AL

S and 
AS

S are compared. This allows us to estimate whether calibration in
troduces different morphological information into AS based on the 
template organ of choice. 

The publicly available HoverNet (Graham et al., 2018) model was 
used to perform nuclei segmentation. This model was selected as it was 
trained on over 200k nuclei from multiple data sources, and showed 
consistently robust model performance during validation. Here we 
leverage that generalizable performance across our datasets (AS, AL

S, AS
S, 

BS, and BL) to ensure that nuclei-level features were mostly captured in 
comparable nuclear regions. 

Thirteen nuclear-specific Haralick texture features (Haralick et al., 
1973) were extracted within the segmented nuclei regions, along with 
the mean nuclei area. Similar to Section 4.3.2, the Wasserstein distance 
between each of the feature distributions was computed. Additionally, 
to measure whether these morphological features are significantly 
different from each other, the Wilcoxon Rank-sum p-value of these 
feature distributions between datasets (AS, AL

S, AS
S, BS, and BL) was 

computed, with a p-value of 0.05 set to determine statistical 
significance. 

4.4. Experiment 2: Comparative evaluation of Mc and Mn in terms of AUC 
for NMSC diagnosis and classification 

We evaluate the NMSC-subtyping models trained with AS and AL
S, 

respectively on held-out DV sampled from BS and compare their sub
typing performance in terms of the area under the curve (AUC) of the 
corresponding receiver operating characteristic (ROC) curves produced 
by thresholding the output prediction score of NMSC-subtyping models. 
The one –vs. rest multi-class AUC (Rifkin and Klautau, 2004) is 
employed as the metric for the prediction. During the held-out testing 
phase, all patches from the tissue region without artifacts (blurry, 
pen-marker) are fed into the NMSC-subtyping model. Quality control of 
patches was assessed using HistoQC (Janowczyk et al., 2019), a WSI 
quality control tool (e.g., blurry and tissue folding identification), along 
with the manual inspection. The Delong test was used to assess whether 
the improvement between ROC curves is statistically significant 
(DeLong et al., 1988). An additional set of sub-experiments, examining 
combinations of DT and internal DV composed of AS and AL

S were 
investigated (see Table 3). 

4.4.1. Internal validation and evaluation of Dv 
DT from A was randomly split at the patient level into DT and internal 

DV using a ratio of 7:3, such that the distribution of each subtype is 
preserved. In the first four experiments in Table 3, models were trained 
and validated on the images coming from the same site, A. The rationale 
of these experiments is that if EAL

S , AL
S 

has similar performance metrics to 
that of EAS , AS then any potential image artifacts introduced by the 
calibration process minimally affected subtype prediction performance. 
On the other hand, a difference between performances in EAL

S , AL
S 

vs. 
EAS , AL

S 
and EAS , AS vs. EAL

S , AS , would suggest that domain shift between AS 

and AL
S degrades the ability of models to generalize. The impact of 

domain shift between A and B, as well as the benefit of calibration, is 
evaluated in the held-out tests EAL

S , BS and EAS , BS . To better understand 
the impact of potential data leakage, BS was employed as a template to 
calibrate AS to produce AS

S, this strategy has been previously employed 
in the past (de Bel et al., 2019; Shaban et al., 2019). An NMSC-subtyping 
model was subsequently trained with AS. Similar AUC values between 

Table 7 
(a) Patch-level and (b) Patient-level one-vs.-rest multiclass AUC of comparison 
strategies for the training and internal validation. The AUC of EAS , AS is close to 
EAL

S , AL
S
, indicating only limited error was introduced into DT by MuSCID, which 

may otherwise potentially degrade the model performance.  

Patch-level AUCs Benign BCC SCC-In Situ SCC-Invasive 

EAS , AS 0.99 0.99 0.97 0.99 
EAL

S , AL
S 

0.98 0.99 0.94 0.98 
EAS , AL

S 
0.98 0.91 0.76 0.97 

EAL
S , AS 

0.98 0.96 0.80 0.95 
EAS

S , AS
S 

0.98 0.99 0.92 0.86 
(a)  

Patient-level AUCs Benign BCC SCC-In Situ SCC-Invasive 

EAS , AS 0.97 0.98 0.92 0.97 
EAL

S , AL
S 

0.96 0.97 0.91 0.98 
EAS , AL

S 
0.99 0.94 0.78 0.91 

EAL
S , AS 

0.97 0.96 0.88 0.99 
EAS

S , AS
S 

0.90 0.95 0.85 0.94 
(b)  

Table 8 
(a) Held-out test of the ResNext50_32 × 4D NMSC-subtyping model with and 
without calibrating the DT using lung tissue templates from the testing site. (b) 
The held-out test result for the SOC counterparts and the corresponding Delong 
test p-value against the MuSCID. We highlighted the statistically significant p- 
value (SCC-Invasive), suggesting that the performance of NMSC-subtyping be
tween SOC and MuSCID is significantly different only in SCC-Invasive cases, 
with a 3% difference in AUC scores. The performance between SOC and MuSCID 
in regards to the AUC of NMSC-subtyping is similar in benign, BCC, and SCC-In 
Situ.   

Benign (p =
0.47) 

BCC (p =
0.01) 

SCC-In Situ (p =
0.15) 

SCC-Invasive (p =
1e-5) 

EAL
S , BS 

0.92 0.92 0.87 0.92 
EAS , BS 0.96 0.87 0.73 0.82 
(a)  

EAS
S , BS 

AUC p-value (vs. EAL
S , BS

)   

Benign 0.98 0.40   
BCC 0.95 0.052   
SCC-In Situ 0.85 0.84   
SCC-Invasive 0.95 0.03   
(b)  
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cross-site on- and off-target organ tests (i.e., EAS
S , BS

and EAL
S , BS

) would 
suggest that MuSCID effectively mitigates the domain shift in terms of 
the NMSC-subtyping performance, while also minimizing the risk of 
data leakage. The difference between the AUC values EAS

S , BS
and EAL

S , BS 

was again evaluated by the Delong test. 

4.4.2. Visual interpretation of NMSC-subtyping model 
DL models are often considered “black-box” since there is a lack of 

interpretability or understanding of what DL models learn in order to 
succeed. To obtain a WSI-level view of the DL’s capability of tumor 
localization, a heat-map of patch prediction scores is generated and 
overlaid on the original image. Grad-CAM is used to visualize regions in 
the patches that are most informative to the model when making a 
prediction (Selvaraju et al., 2016) (see S2.3 for more details). If these 
highlighted regions contain relevant information for identifying NMSC 
subtypes, it suggests that our DL model has successfully learned clini
cally discriminating features. Lastly, 2D t-distributed Stochastic 
Neighbor Embedding (t-SNE) plots of the high dimensional feature space 
created by the NMSC-subtyping model are shown (Arora et al., 2018) 
(see S2.1). The t-SNE shows whether the clustering of features is strat
ified by the disease type, and potentially identifies difficult cases falling 
on the boundary between the subtype clusters. 

5. Results and discussion 

5.1. Experiment 1: Evaluation of MuSCID in terms of consistency of skin 
tissue components, color distribution, and potential data leakage 

5.1.1. Inter- and intra-site color distribution of skin slide 
The impact of domain shift across the Australian (A) and Swiss (B) 

sites is evident, observable by the inconsistency between the intensities 
of the green and blue channels in Table 4. Fig. 1(a) illustrates the ne
cessity for calibration to mitigate the impact of such domain shift for the 
multi-site generalizability of NMSC-subtyping between A and B. The 
violin plot in Fig. 1(a) also shows that the intra-site color distribution 
difference between BS and BL is less severe than that of the inter-site 
color distribution difference between AS and BS, especially in terms of 
green and blue channel intensity statistics. There is also a large differ
ence in the saturation channel intensity statistics of the HSV represen
tation between AS and BS. Moreover, the Wilcoxon rank-sum test in 
Table 5 also illustrates that the domain shift in terms of the difference of 
color distribution between AS and BS is significant (p = 3 × 10− 105). 
Interestingly, Table 5 shows that BL is much closer to BS than AS in terms 
of the green (55% closer) and blue channels (75% closer), suggesting 
that BL may be suitable as a calibration template for BS. 

Fig. 8. Example of the WSI-level saliency maps 
produced using the NMSC-subtyping model on 
AL

S, with the rows from top to bottom illus
trating examples of BCC, SCC-In Situ, and SCC- 
Invasive cases respectively. Column (a) is the 
original WSI, (b) highlights the ground truth 
annotated by the dermatopathologist, and (c) 
shows the identified regions of BCC, SCC-In 
Situ, and SCC-Invasive respectively. The red 
color illustrates those regions identified with a 
higher probability of cancer, and the blue rep
resents those regions identified by the classifier 
as being more likely to be benign. It may be 
observed when comparing (b) and (c) that a 
large majority of the cancerous regions are 
successfully identified by the NMSC-subtyping 
network. (For interpretation of the references 
to color in this figure legend, the reader is 
referred to the web version of this article.)   
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5.1.2. Inter-site and class-wise color distribution between calibrated 
Australian skin images and swiss images 

Fig. 3, Table 6, and Fig. 4 show that post-calibration, the distribution 
of color metrics in AL

S and AS
S are closer to BS and BL compared to AS, 

especially in terms of the green (as much as 69% and 93% closer) and 
blue channels (85% and 89% closer). This suggests that the calibration 
indeed dampened the domain shift in both color channels. Fig. 4 and 
violin plots in Fig. 3 suggest that AL

S and AS
S are also similar in terms of 

color metrics, indicating MuSCID might be a suitable replacement for 
SOC. 

Keratinization is a potential explanation for the greater green and 
blue intensities in the Australian versus the Swiss SCC-Invasive lesions 
(see Table 6). Keratinization and keratin pearls are commonly observed 
in well-differentiated SCC-Invasive, and have a pink/red appearance in 
both AS and BS (Fig. 5(a) and (b)) (Brown et al., 1979; Samarasinghe and 
Madan, 2012; Yanofsky et al., 2011). However, keratin only exists in 
lung tissue under abnormal circumstances (e.g., lung squamous cell 
carcinoma), and no keratin was observed in BL. Subsequently, due to the 
absence of keratin in BL templates, the calibration of keratin regions in 
AS is likely affected, resulting in the keratin in SCC-Invasive of AL

S 
appearing bluer than the keratin in SCC-Invasive of BS, and thus 
potentially impacting the blue channel metrics (see Fig. 5 and Table 6). 
This suggests that a good candidate for off-target template organs is one 
that resembles the on-target organ, in terms of tissue type (e.g., 
epithelial or not), stain, and composition of tissue histologic structures 
(e.g., whether keratinization takes place). The keratinizing regions in AS

S 
more closely resemble the color of keratin pearls compared to AL

S (see 
Section S2.6), possibly due to the absence of keratinizing regions in BL 

during calibration of AL
S. 

5.1.3. Consistency of skin histologic components pre- and post-calibration 
When the objective L̃ is minimized during training, the final aver

aged value of L̃ across all pairs of images in AL
S and AS was 

0.076 ± 0.021, versus 0.085 ± 0.025 when it is not minimized. This 11% 
quantitative improvement appears to coincide with an improvement in 
the consistency of skin histology components (see Fig. 6). For example, 
when not minimizing L̃, epidermis regions presented in AS typically 
have darker colors compared to the dermis regions. With the optimi
zation of L̃, the epidermis (circled in green) in calibrated outputs of 
Fig. 6(a)-(c) are of similar color to the remaining dermis regions (circled 
in red). Fig. 6(d) shows that, without L̃, epidermis region color (green 
arrows) more closely resembles that of the dermis region (red arrows). 
During the inspection of the ROIs by the dermatopathologist, skin his
tologic features were appropriately preserved, with no lung-specific 
histology being introduced into the calibrated skin tissue. In addi
tional calibration examples, subtle changes in tissue texture details (e.g., 
nuclei textures) between MuSCID and SOC are highlighted (see S2.6 and 
Fig. S7). Importantly, these changes were inspected by the dermatopa
thologist, and nothing unreasonable was identified from a biological 
standpoint, suggesting MuSCID is appropriate for color calibration. 

5.1.4. Similarity measurement of morphological feature distribution pre- 
and post-calibration 

As shown by the Wilcoxon Rank-sum test p-values (see Fig. S8), 
morphological feature distributions between AS, AS

S, AL
S, BL, and BS are 

all significantly different from each other. Ideally, however, morpho
logical differences between AS, AS

S, and AL
S should not be statistically 

significant, since they contain the same images exposed to different sets 
of pre-analytic variations. This indicates CycleGAN may transmit 
different morphological features from templates images (BL or BS) to AS. 
To evaluate if such transmission is related to data leakage, more fine- 
grained comparisons were performed. 

First, all Wasserstein distance calculations between skin tissue 
datasets (AS, AS

S, AL
S, and BS) are notably smaller than compared to BL, an 

expected finding given that skin and lung cells present differently. For 
instance, in terms of the mean nuclei area in Fig. 7(a), the Wasserstein 
distance from AL

S to AS is 71.686, which is about 75% smaller as 
compared to BL (291.082). This quantitatively supports the dermato
pathologist’s visual findings with respect to the similarity of uncali
brated and calibrated skin tissue images (see Section 5.1.3), suggesting 
that both SOC and MusCID preserve morphological patterns that are 
specific to the skin. 

Further, these results support the notion that SOC may transmit skin- 
specific morphological information from BS into AS

S. For example, Fig. 7 
(a) to (n), shows the distance between AS

S and BS being smaller than that 
between AL

S to BS, with a mean nuclei size of AS
S 31% closer to BS (dis

tance 62.094) compared to from AL
S to BS (distance 91.545). This smaller 

distance suggests the presence of data leakage in SOC from BS templates. 
Taken together, these findings suggest that potential data leakage in 

SOC use cases may not be adequately ruled out, motivating the need for 
off-target normalization processes like MusCID. Examining Wasserstein 
distances between BL and BS, reveals the least amount of shared 
morphological information. This further provides evidence that the 
risk of data leakage in MuSCID is minimized due to organ-specific in
formation being unavailable for transmission from the onset. Moreover, 
AL

S reasonably preserves skin morphological features, in turn suggesting 
that MuSCID is an appropriate surrogate for SOC. 

5.2. Experiment 2: Comparative evaluation of Mc and Mn in terms of AUC 
for NMSC diagnosis and classification 

5.2.1. Internal validation and evaluation of Dv 
The similarity in AUC between EAL

S , AL
S

and EAS , AS suggests minimal 
error is introduced into the DT during the calibration process (see 
Table 7). On the other hand, differences in AUC were witnessed when 
comparing EAS , AL

S 
to EAS , AS , suggesting that the domain shift between AS 

and AL
S in DV is sufficient to degrade the performance of the NMSC- 

subtyping model. Conversely, when the MCwas employed on AS 
(EAL

S , AS vs EAL
S , AL

S
), diminished performance was again observed, as 

evidenced by patch-level AUCs. Taken together, these results support 
our hypothesis that domain shift degrades the performance of DL-based 
NMSC-subtyping models. Corresponding ROC curves of the AUC values 
in Table 7 are illustrated in Section S2.9. 

Next, to demonstrate that MuSClD aids in mitigating the domain shift 
between Australian and Swiss skin tissue images, AUC values between 
EAL

S , BS and EAS , BS were compared and found to be statistically signifi
cant for the subtyping of BCC and SCC-Invasive classification problems 
(see Table 8). While an improvement in AUC of almost 14% was 
observed after calibration, the improvement was not found to be sta
tistically significant for SCC-In Situ cases (p = 0.15), likely due to the 
limited sample size (n = 9 for benign and n = 12 for SCC-In Situ). 
Comparing EAS

S , BS 
to EAL

S , BS 
resulted in a statistically significant 

improvement only for the SCC-Invasive cases, with a 3% larger AUC 
value. This appears to suggest that MuSCID and SOC are similar in their 
performance of mitigating domain shift. Hence, MuSCID appears to be a 
suitable replacement for the more commonly employed SOC ap
proaches, with the added benefit of further minimizing the risk of data 
leakage. 

5.2.2. Visual interpretation of NMSC-subtyping model 
In addition to quantitative evaluation, a qualitative heat-map visu

alization of regions identified as BCC/SCC-In Situ/SCC-Invasive was also 
provided (see Fig. 8). The NMSC-subtyping model appears to adequately 
capture the cancerous regions. False positives, especially in SCC cases, 
do exist in certain regions due to the sectioning of the specimen and the 
lack of context (see Section S3). 
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6. Conclusion 

In this work, we presented Multi-Site Cross-Organ Calibrated Deep 
Learning (MuSCID), a new approach to mitigate the domain shift be
tween multiple sites and applied it to non-melanoma skin cancer 
(NMSC) subtyping use case. MuSCID appears to effectively mitigate 
domain shift across histopathological images from different sites, aiding 
in the quest for increased generalizability of DL-based computational 
pathology approaches. Specifically in this work, MuSCID was found to 
aid in the identification of cases of benign, basal cell carcinoma (BCC), in 
situ squamous cell carcinoma (SCC-In Situ), and invasive squamous cell 
carcinoma (SCC-Invasive). We evaluated the performance of MuSCID by 
(1) assessing changes in color-based image metrics pre- and post- 
calibration of training images; (2) examining the improved generaliz
ability of the NMSC-subtyping model across sites afforded by calibra
tion; (3) comparing the color distribution and held-out test AUC score of 
MuSCID to the SOC. We show that cross-organ calibration can aid in 
mitigating domain shift while mitigating the risk of data leakage. To the 
best of our knowledge, this multi-site NMSC-subtyping study is the 
largest to date, involving over 400 patients (n = 437) curated from two 
international institutions. 

Our study demonstrates that MuSCID performs comparably to more 
common SOC approaches both qualitatively and quantitatively, and thus 
may be able to act as a SOC replacement that minimizes data leakage 
risk. Notably, our approach only modifies DT in the calibration pro
cedure, mitigating the likelihood of artifact introduction into DV. 
Interestingly, we show that employing cross-organ calibration does not 
affect the underlying histologic fidelity of the DT. Specifically, this study 
shows that lung tissue can be employed for the calibration of skin tissue, 
and further aids in mitigating the decrease in performance due to the 
domain shift of an NMSC-subtyping model. 

Previous studies regarding the automated identification of NMSC 
mostly focused on BCC and/or invasive SCC cases only (Jiang et al., 
2019; Kimeswenger et al., 2020; Marka et al., 2019), and demonstrated 
that the performance of NMSC-subtyping suffers from domain shift. 
Here when employing MuSCID, the performance of a DL-based 
NMSC-subtyping was on par with previous intra-site studies, while 
also mitigating the effects of domain shift in cross-site evaluation. 
Moreover, this study expands prior NMSC classification problems 
(Marka et al., 2019) by the inclusion of SCC-In Situ disease. Our 
approach does not increase or decrease data storage overhead. While our 
approach performed well when identifying most of the different skin 
cancer subtypes, it was less successful in identifying SCC-In Situ disease; 
potential future directions to address this issue might involve charac
terizing the spatial context of the tumor bed. An additional direction for 
exploration in regard to MuSCID might include an evaluation of which 
organs are most apt to serve as templates for color calibration. For 
instance, we observed that organ-specific keratinization resulted in a 
less accurate coloring of keratin regions in SCC-Invasive cases. While 
this did not appear to affect the overall performance of the SCC-Invasive 
detector, the impact of template choice on the calibration quality clearly 
needs further and more rigorous study. While the availability of 
cross-organ WSIs is a strict requirement of our framework, many pa
thology laboratories and research facilities focus on multiple tissue/di
sease types. So while certain isolated specialized centers may not be able 
to take advantage of the improved experimental workflows afforded by 
MuSCID, we believe generalized facilities like hospitals and pathology 
labs will organically stand to benefit. 

Overall, our study shows that MuSCID successfully mitigates the 
domain shift between two sites of skin data by employing off-target 
organ calibration. Data calibrated with MuSCID showed improved 
subsequent cross-site NMSC-subtyping performance, while minimizing 
the potential risk of data leakage. 
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