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Synthesis Report 

In my first chapter, we investigate the use and utility of a family of statistical techniques called 

relative importance analysis. Relative importance analysis techniques are increasingly used in 

organizational research to assess the importance of various causes on their outcomes. These techniques are 

attractive because they promise to assess the importance of variables unambiguously and objectively. 

Regardless of their popularity, these techniques and their use have not been thoroughly scrutinized. We 

review the literature to see how relative importance techniques are used and critically assess if these tools 

are effective in addressing the problems they are used for. We find that researchers predominantly use 

relative importance techniques to assess the relative causal importance of variables, which these techniques 

are unsuitable for. We back our arguments with intuitive explanations, formal analysis of the relative 

importance techniques, and a Monte Carlo simulation comparing relative importance techniques against 

regression analysis. We show that regression provides a more accurate ranking of the relative causal 

importance of variables across a variety of scenarios. We conclude with practical guidelines on how to 

assess the relative causal importance of variables using the straightforward idea of comparable investments.  

In the second chapter of my thesis, we seek to settle the decades old debate about the social 

construction of leadership. Societies are facing numerous grand challenges and leaders are increasingly 

counted on to provide solutions. But can top-level leaders affect outcomes that unfold via various pathways? 

Some research streams have suggested that organizational outcomes may not be caused by, but are simply 

ascribed to the leader; leadership may merely be a consequence of causal attributions. We provide a rigorous 

test to determine whether leaders matter by exploiting a very controlled, though unusual leadership context, 

where leader discretion is restricted; that of U.S. state governorships. This context allows us to estimate 

precisely what role top-level leaders and their teams may play in determining institutional outcomes, 

measured on a standard metric. We quantify the “leadership effect” in a sample of 500 governors across the 

50 states of the U.S. and the district of Columbia. We implement state-of-the-science methodical advances 

in variance decomposition on a sample of 2,985 governorship-time observations, covering the periods 1963 
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to 2019, to explain variance in real yearly Gross Domestic Product (GDP) growth. After having partialed 

out time effects (0.47 of the variance in real yearly GDP growth), we show that governors and their 

administrations are responsible for 2.36% of the variation in real GDP growth, while state-effects only 

account for 0.77% of the variation in real yearly GDP growth. Our results contradict earlier research 

suggesting that top-level leadership may not matter (e.g., Salancik & Pfeffer, 1977)  

Finally, in my third chapter, I sought to trace the history of management research, critique its 

development, and provide guidance for its advancement. Isaac Newton once said: “If I have seen further, 

it is by standing on the shoulders of Giants”. The idea that knowledge advances by building on the 

foundations laid by the ancients is not new. Building upon the shoulders of these giants requires an 

awareness of the newest theoretical and empirical developments in our field. In addition, the shoulders of 

these giants must be sturdy: our theories must be valid, and empirically testable (Rudner, 1966, p. 10) and 

our empirical tests must be capable of assessing causality (Antonakis, Bendahan, Jacquart, & Lalive, 2010). 

In this article, I conduct a co-citation analysis on all articles published in the top 50th percentile core-

management journals from 1940 to 2022. This analysis allows me to summarize the development of the 

management literature, identify the major themes that constitute it, as well as the 20 publications that most 

influenced the field. I use these results to critically assess two of the most influential articles, which are 

representative of the broader literature, focusing on problems related to theory building and theory testing. 

I show that, despite being highly influential, these works contain circular theorizing and endogenous 

explanatory variables barring precise causal conclusions and hindering their ability to advance our 

knowledge of management phenomena. In all, the results of this analysis call for increased rigor in our 

efforts to both build and test theories. 
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Chapter 1: Examining the use and utility of Dominance and Relative Weights 

Analysis 

Abstract 

Tyler Kleinbauer, Mikko Rönkkö, John Antonakis 

Relative importance techniques are increasingly used in organizational research to assess the 

importance of various causes on their outcomes. These techniques are attractive because they promise to 

assess the importance of variables unambiguously and objectively. Regardless of their popularity, these 

techniques and their use have not been thoroughly scrutinized. We review the literature to see how relative 

importance techniques are used and critically assess if these tools are effective in addressing the problems 

they are used for. We find that researchers predominantly use relative importance techniques to assess the 

relative causal importance of variables, which these techniques are unsuitable for. We back our arguments 

with intuitive explanations, formal analysis of the relative importance techniques, and a Monte Carlo 

simulation comparing relative importance techniques against regression analysis. We show that regression 

provides a more accurate ranking of the relative causal importance of variables across a variety of scenarios. 

We conclude with practical guidelines on how to assess the relative causal importance of variables using 

the straightforward idea of comparable investments.  

Keywords: relative importance analysis, relative weights analysis, dominance analysis, 

Monte Carlo Simulation, OLS, Causal importance, Comparable investments 
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Chapter 1: Examining the use and utility of Dominance and Relative Weights 

Analysis 

Introduction 

Is organizational culture or leadership a more important determinant of organizational 

performance? Such questions are common in organizational research and other social sciences but can be 

difficult to answer. As a consequence, organizational researchers are increasingly turning to two relative 

importance techniques, dominance analysis (Budescu, 1993) and relative weights analysis (Johnson, 2000), 

which promise to answer just this type of question. Yet, despite their increased adoption, there is little 

critical analysis of these techniques. Do researchers use these tools appropriately? Do the tools deliver on 

their promises? Our answer to both questions is “No.”; the techniques do not accurately assess causal 

importance, which is the importance question that organizational researchers care about. Thus, using these 

techniques for causal questions can lead to false conclusions, flawed theories (Aguinis & Cronin, 2022), 

and ultimately, faulty policy recommendations. 

We start the article by presenting a systematic review of the use of relative importance techniques 

in organizational research. Thereafter, we critically examine the concept of importance as conceptualized 

in the relative importance literature and (a) contrast it to the well-established concepts of causal and 

predictive importance and (b) how organizational researchers view importance, showing that there is a 

mismatch between what the relative importance techniques do, and what they are currently used for. We 

use a Monte Carlo simulation to show that the relative importance technique produces misleading answers 

regarding the causal importance of variables. We conclude by providing recommendations on how to assess 

and rank-order variables on their causal importance. 

The use of relative importance techniques in organizational research 

To understand the purpose for which relative importance techniques are currently used in 

organizational research, we searched the Web of Science for articles citing any of the seminal articles on 
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relative importance (Azen & Budescu, 2003; Budescu, 1993; Johnson, 2000; Johnson & LeBreton, 2004; 

Tonidandel & LeBreton, 2011) in the “applied psychology”, “management” and “business” categories 

between 2016-2018. We believe this search yields a representative sample of the use of these techniques, 

whose popularity, across all disciplines, has been steadily increasing as can be seen in Figure 1. This search 

produced a list of 114 articles, of which 96 were empirical applications of the techniques and were coded 

further. Table 1 shows the frequency with which journals publish articles citing at least one of the five 

seminal articles on relative importance analysis between 2016 and 2018.  

[Insert Figure 1 about here] 

Table 1 shows that relative importance techniques were used mostly in the context of causal 

explanation, where causal terms such as determine, or effect were often employed. Frequently, explicit 

policy recommendations were given based on relative importance results. While some articles used 

predictive terms such as predictors, or prediction of the outcome, the context made it clear that these were 

used to reference causal concepts such as explanatory variables or causal importance. Besides determining 

causal importance, these techniques were also used as an attempt to address multicollinearity in the analysis 

stage, which was claimed to cause problems for normal regression coefficients. Relative importance was 

also used to assess incremental validity (Banks, McCauley, Gardner, & Guler, 2016, p. 635; Hoch, Bommer, 

Dulebohn, & Wu, 2018, pp. 502-503; Madrid, Totterdell, Niven, & Barros, 2016, p. 681), defined as “the 

unique contribution of predictors after accounting for other correlated predictors”  (LeBreton, Hargis, 

Griepentrog, Oswald, & Ployhart, 2007, p. 472). This concept is different from the interpretation of 

regression coefficients as unique effects in that it refers to incremental variance.  Finally, relative 

importance procedures were also used for other reasons like comparing the moderating effect of variables 

(Huang, Xu, Huang, & Liu, 2018) or validating the operationalization of the studied constructs (Beus & 

Whitman, 2017, p. 2153). In addition to these studies focusing on causal explanation, there were a few 

studies that did not make causal claims. We classified one study as predictive because the researchers were 

interested in predicting future credit scores (Liberati & Camillo, 2018). We also classified seven studies as 
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descriptive because the researchers were either interested in describing the correlational structure between 

key variables or developing new psychometric scales. 

[Insert Table 1 about here] 

Our review showed that the most common use of relative importance statistics is to quantify the 

importance or magnitude of phenomena, making these effect sizes (Kelley & Preacher, 2012). But before 

we proceed to compare relative importance techniques against other statistics that could be used for the 

same purpose, we need to clearly define what we mean by importance. 

What is importance? 

Tonidandel and LeBreton (2011) define relative importance as “the contribution a variable makes 

to the prediction of a criterion variable by itself and in combination with other predictor variables” (p. 2). 

Importantly, the definition remains agnostic towards statistical and practical significance and the concept 

of relative importance concerns only models with direct paths between the explanatory and the outcome 

variables. Whereas the definition is not itself problematic, the conclusions that are drawn by researchers 

from its operationalization are. For example, Bernerth, Whitman, Walker, Mitchell, & Taylor (2016) ask: 

is interactional or procedural justice more important to increase authority figures’ wellbeing? Using relative 

importance, they answer: “Interactional Justice climate has a stronger overall impact than Procedural Justice 

climate on authority figures’ well-being.” (p. 693). Clearly, in this study and most of the reviewed articles, 

relative importance is understood as a causal effect, not as a simple R2 decomposition. Conclusions of this 

sort are problematic because it is possible for a variable to be highly predictively important (i.e., to greatly 

increase the accuracy of the prediction, i.e., the R2, when added to the model) yet be causally irrelevant. 

Such a variable may then be attributed a large relative importance coefficient, which if interpreted as its 

causal effect will lead to faulty conclusions. 

The key problem is that importance can be understood in two different ways: as causal or as 

predictive importance, which is confounded in the relative importance literature. 
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Causal importance 

To define causal importance, we need to start from causal relevance. Causal relevance refers to the 

determinant of an effect; an event is causally relevant if the relationship between the event and the effect is 

not merely accidental, if that event precedes the effect, and if both the event and the effect are not caused 

by a common cause (Hitchcock, 2008). Causal relevance can be conceptualized using regularity, 

probabilistic, counterfactual, and manipulability theories of causation, which all postulate that causes make 

a difference in whether an effect occurs but differ on how making a difference is to be understood 

(Hitchcock, 2008, p. 324). Causal importance then refers to the degree to which a cause is relevant and 

makes a difference for an effect. If there were two relevant causes, C1 and C2, and C1 is twice as powerful 

a determinant of an effect E than C2, C1 would be twice as causally important that C2 (Achen, 1982, pp. 69-

73; Bi, 2012; Bring, 1994; Darlington, 1968; Grömping, 2015). Importantly, although it is possible to 

compare the causal importance of two variables, the concept itself concerns just one cause and does not 

depend on any information about the other causes. Operationalizing the concept of causal importance 

requires defining the research context by answering the “where”, “who”, “what” and possibly “when” of 

the research. Determining the context is key because the causal importance of a variable may differ by 

context, for example by location or population. 

Predictive importance 

In prediction, researchers are interested in forecasting a likely value of a variable, based on the 

other variables that they have. Predictive importance can thus be defined as the degree to which a variable 

brings unique information to the prediction model (Grömping, 2009; Hastie, Tibshirani, & Friedman, 2009, 

p. 367). In this definition, variables are not considered on their own but as a part of a specific prediction 

model also containing other variables. Consequently, a variable’s predictive importance can vary from 

application to application because the other variables may change. Additionally, because in prediction the 

focus is on the accuracy of the forecast, the “where”, “who”, “what” and “when” questions are of lesser 

importance so long as the predictor are predictively important. 
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The difference between causal and predictive analysis 

Beyond the questions of context, and the focus on a variable in isolation in causal importance, and 

as a part of a predictor set in predictive importance, we need to further consider the general difference 

between causal and predictive modeling (see Kleinberg, Ludwig, Mullainathan, & Obermeyer, 2015; 

Shmueli, 2010). This distinction has three important implications for research. First, in explanation the 

correct specification of the model is critical (Antonakis et al., 2010). Yet, in prediction, a misspecified 

model could perform better, as is evident from the large literature on improper linear models (Dana, Davis-

Stober, & Machines, 2016; Shmueli, 2010). Second, in prediction, researchers could only be interested in 

the predicted value and remain agnostic towards the predictors (Hastie et al., 2009, pp. 350-352). Third, 

because a causally irrelevant variable can be highly predictively important, measures of predictive 

importance can lead to invalid policy recommendations if used for assessing causal importance. A classic 

example is that sales of ice cream are highly predictive of deaths by drowning (Babbie, 2014, p. 94). 

However, deaths by drowning are not caused by ice cream consumption. Rather, sunny weather causes both 

an increase in ice cream consumption and an increased risk of drowning. This does not mean that predictive 

models are useless for policy making. Indeed, increases in ice cream sales may be a useful signal to station 

more lifeguards, even if the causal mechanisms remain unknown. However, policies banning ice cream 

sales would be ineffective to prevent drowning regardless of how good a predictor ice cream sales are. 

Statistical techniques for quantifying causal importance 

We now turn to the statistical techniques. The reviewed studies mostly used relative importance 

techniques to quantify the magnitude of various causal phenomena. This focus on magnitude makes these 

statistics effect sizes (Kelley & Preacher, 2012) which they are indeed presented as in the current 

recommendations (LeBreton et al., 2007, p. 479; Tonidandel & LeBreton, 2011, p. 6). Therefore, we will 

now compare relative importance against other effect size measures shown in Table 2. These techniques 

can be divided into effect magnitude techniques, which are slope-based and in the same unit as the original 

variable, and into variance explained techniques that s are based on the square of the slope and are thus in 



15 

 

the squared unit (Funder & Ozer, 2019). We focus on techniques that are applicable to cases where all X 

variables are exogenous. Extensions to more complex models (e.g. mediation) are presented in the 

discussion. 

[Insert Table 2 about here] 

Effect magnitude techniques 

We will now explain four different effect magnitude techniques. Effect magnitude techniques 

operationalize causal importance as: 

𝑪𝒂𝒖𝒔𝒂𝒍 𝒊𝒎𝒑𝒐𝒓𝒕𝒂𝒏𝒄𝒆 =  𝑨𝒎𝒐𝒖𝒏𝒕 𝒐𝒇 𝒕𝒉𝒆 𝒄𝒂𝒖𝒔𝒆 × 𝒕𝒉𝒆 𝒔𝒕𝒓𝒆𝒏𝒈𝒉𝒕 𝒐𝒇 𝒕𝒉𝒆 𝒄𝒂𝒖𝒔𝒂𝒍 𝒆𝒇𝒇𝒆𝒄𝒕 (1) 

The different techniques use the same regression estimate (i.e., strength of effect) but differ in the “amount 

of the cause” multiplier used and are thus useful in different scenarios. 

Raw regression coefficients  

Direct comparison of the raw regression coefficients, sometimes referred to as theoretical importance 

(Achen, 1982, pp. 69-71), is a simple way to assess causal importance. Raw regression coefficients retain 

the original unit and implicitly set the “amount of the cause” of equation 1 to one. However, for this 

comparison to be valid, the variables must be in the same unit, and this unit must be relevant to the research 

question. For example, suppose one interested in losing weight asks: “Should I spend an hour running or 

swimming?” but has data on the calories spent per kilometer of swimming and those per kilometer of 

running. The units is the same, but it is not the right unit to answer the question. 

Standardized regression coefficients  

Another approach is to compare standardized regression coefficients, or dispersion importance 

(Achen, 1982), which sets the “amount of the cause” to one standard deviation (Kline, 2019, p. 151). Of 

course, if the variables are of a different nature, standardization does not necessarily create comparability 

(Greenland, Schlesselman, & Criqui, 1986; Kim & Ferree Jr, 1981; King, 1986).  Consider again the 
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swimming vs. running example, but this time we have data on the calories spent per hour of swimming and 

those per kilometer of running. Because the units are not comparable, standardization can be useful. This 

technique assumes that the variances are comparable. Consider that an inactive runner runs 10km per week 

(-1SD from the mean) and an active runner runs 30km per week (+1SD from the mean) and a lazy swimmer 

swims 2h per week (-1SD from mean) and an active swimmer swims 6h per week (+1SD from mean). For 

standardization to be useful, the difference in exertion (or any other relevant quantity) between the two 

levels (lazy vs. active) must be comparable between the two sports (Cohen, West, & Aiken, 2003, p. 154). 

This reveals the key weakness of standardization: it introduces a potential confound between the effect of 

a variable and its variance (Baguley, 2009; Greenland et al., 1986).  

Many other effect size statistics are special cases of standardized regression coefficients. For 

example, Cohen’s d compares the standardized mean differences between two groups, which can be derived 

from the coefficient of a dummy variable in regression. Other special cases are partial, semi-partial, and 

zero-order correlations, which are similar to standardized regression coefficients, but differ in how 

standardization is achieved (Stevens, 2012, pp. 75-79). Another method of standardization is range-

standardization or min-max scaling which sets the range of a variable to [-1,1] or [0,1]. Because these are 

special cases of general techniques of quantifying dispersion importance (Achen, 1982), or techniques 

which are not commonly used, we will not discuss them further 

Level importance  

The third technique is to compare level importance which gives the effect of increasing a variable 

by its mean (Achen, 1982, pp. 71-73). This is similar to traditional standardization, but instead of 

multiplying by the standard deviation of the explanatory variable, we multiply by its mean (Hereford, 

Hansen, & Houle, 2004). A benefit of level importance is that when all contributions are summed, including 

the estimated intercept, the total equals the mean of the dependent variable. If a variable’s level importance 

is divided by the mean of the dependent variable and multiplied by 100, it becomes a percentage 

representing the mean percentage increase or decrease that the variable contributes to the outcome, the sum 
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of which totals 100%, allowing for a straightforward unconfounded comparison of variables (Achen, 1982; 

Kruskal, 1989). In the context of our sports example, using this approach would mean comparing these 

activities based on the number of calories spent by an average swimmer or runner. This technique could 

also be implemented using medians. Like standardization, this technique would be subject to confounding 

due to differences in popularity of the two sports because the means would be incomparable. 

Comparable investments.  

To generalize causal importance comparisons, we present the idea of comparable investments. To 

come up with a fair comparison in our example, we might start with the calories-per-kilometer estimates 

and multiply them by the number of kilometers-per-hour that a typical person can run or swim as a 

comparable investment. Yet, this simple strategy might be unfair because we can run directly from home, 

but swimming requires driving to the swimming pool. Thus, to swim for one hour, we may in fact need two 

or more hours. Therefore, the researcher could determine an “amount of the cause” that is deemed a 

comparable investment, for example, the calories spent in a two-hour window. This “amount of the cause” 

need not be in the same unit but must be comparable. This is the most robust method to compare variables 

because the scaling factor will be informed by theory and thus avoid dependence on a population quantity 

such as the mean, median, or standard deviation (Achen, 1982, p. 77). 

Variance explained techniques 

We now turn to the variance explained techniques, which are in a different class because their 

coefficients are in the squared unit (Funder & Ozer, 2019). Variance explained techniques are generally 

harder to interpret. Imagine you repeatedly play a coin-flipping game with a nickel (worth 5c) and a dime 

(worth 10c) (Darlington & Hayes, 2017, p. 216). If a coin comes up heads, you win the value of that coin. 

On each trial, you have a 25% chance of winning 15 cents, 10 cents, 5 cents, or nothing. One may ask:” 

What is the causal importance of the nickel and dime in determining my winnings?” To answer, we could 

observe the correlations between the coins and the winnings: rnickel = 0.447 and rdime = 0.894. The correlation 

of the dime is twice that of the nickel because the dime is worth twice as much as the nickel therefore the 
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dime is twice as causally important. If we square these correlations to obtain the variance explained, we see 

that the nickel and the dime account for 20% and 80% of the variation in winnings. Thus, despite accurately 

quantifying causal importance, these measures are unintuitive and could lead to false interpretations such 

as claiming that the dime is four times as causally important as the nickel. Despite this weakness, variance 

explained measures are popular, perhaps because they can be represented on a percentage scale. We will 

therefore briefly explain the most common techniques.  

ANOVA-based measures  

The oldest group of variance explained techniques, which decompose the total variance explained 

in experimental designs, are based on ANOVA, a special case of regression with categorical predictors. 

Critically, the cells of experiments are orthogonal, which makes this decomposition possible. A common 

measure is R2, called eta-squared in ANOVA. Eta-squared can be calculated for all, or a subset of variables 

by dividing the sum of squares of the target effects by the total sum of squares of the model. However, eta-

squared is a biased measure, as it overestimates the variance explained as additional variables are added to 

the model, particularly at small sample sizes. Several measures which attempt to limit this upward bias 

exist, such as omega-squared and epsilon-squared. Epsilon-squared is noteworthy because it is identical to 

adjusted R2 (Levine & Hullett, 2002). Other measures also exist such as partial eta, omega and epsilon 

squared, which quantify the variance explained by an effect after accounting for the variance explained by 

the other variable in the model. Surprisingly, these measures are not discussed in the relative importance 

literature, despite their seemingly similar goals. Other techniques can also be used to decompose R2 like 

Cohen’s f2, Cohen’s q or random forests (Grömping, 2009), but these are rarely used. Therefore, we will 

not discuss them further.  

Relative importance techniques  

These techniques fall into the variance explained category because they attempt to decompose the 

model R2. There are extensive reviews on relative importance techniques (Bi, 2012; Johnson & LeBreton, 

2004; Wei, Lu, & Song, 2015) however, we focus on the most popular techniques: dominance and relative 
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weights analysis. When the explanatory variables are orthogonal, variance explained techniques such as 

eta-squared sum neatly to the model R2. Unfortunately, this elegant result fails when variables are 

correlated. Dominance Analysis (Azen & Budescu, 2003; Budescu, 1993) and Relative Weights Analysis 

(Johnson, 2000), are presented as solutions by providing coefficients that sum to the model R2 even if 

variables are correlated (Azen & Budescu, 2003; Budescu, 1993; Johnson & LeBreton, 2004; Tonidandel 

& LeBreton, 2011). Thus, they are claimed to be measures of effect size (LeBreton et al., 2007; Tonidandel 

& LeBreton, 2011). In what follows, we will focus on the fact that the coefficients of these techniques are 

interpreted as a variable’s causal importance. The functioning of these techniques can be understood 

graphically with Venn diagrams. Though Venn diagrams have their limitations, they are commonly used to 

explain concepts of regression analysis (Kennedy, 2002).  

[Insert Figure 2 about here] 

Diagram A in Figure 2 shows a typical case of two explanatory variables x1 and x2 and a dependent 

variable y. The areas of the three circles present the total variance of each variable. The circles have four 

overlapping areas. The overlap between two circles represents the variance shared by two variables, which 

is quantified by a correlation. Areas a and b represent the unique variance explained by x1 and x2 

respectively. This unique variation is captured as a linear relationship by regression coefficients. Area c is 

the variance shared by all three variables and area d is the variance shared by x1 and x2. The overlap between 

x1 and y is a+c, the overlap between x2 and y is b+c, and the overlap between x1 and x2 is d+c. The combined 

area a+b+c represents the R2. The objective of relative importance techniques is to decompose the R2 into 

components attributable to x1 and x2. Because a should be attributed to x1 and b is attributed to x2, the 

decomposition question concerns the division of c between x1 and x2. In the next two sections, we provide 

a non-technical explanation of these techniques1.  

 
1 We will not evaluate the claim that the variance of correlated variables can unambiguously be decomposed 

by these techniques, which has been shown to be strongly biased by sampling error and measurement unreliability 

(Braun, Converse, & Oswald, 2019, p. 594) 
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Dominance Analysis. This technique determines if a set of variables can be ranked by estimating 

pair-wise relationships between all variables in a regression model (Budescu, 1993). It calculates a 

“dominance weight” for each variable, based on the average increase to R2 of that variable across all possible 

2𝑝 − 1 subset models, p being the number of independent variables. The variables are then ranked 

according to their contribution to R2. Suppose we have two variable, x1 and x2, and an outcome y, 

concentrating on diagram A in Figure 2, dominance analysis attempts partition the area c by running three 

regressions with three sets of predictors x1, x2, and both x1 and x2. The R2s of these regressions are then areas 

a+c, b+c, and a+b+c respectively. To calculate the dominance weight of x1, we first subtract the R2 of the 

model with x2 only (R2 = c+b) from the R2 of the full model (R2 = a+b+c) producing ΔR2= a. Then, we 

subtract the R2 of the model with the intercept only (R2 = 0), from the model with x1 only (R2 = a+c) 

producing ΔR2= a+c. The dominance weight is the average of these two quantities: a + c/2. 

Using a concrete example (R file in Appendix 2), suppose we want to study how gender identity 

and sex affect discrimination by sampling 2000 individuals from a large population that is half biologically 

female, and we measure their gender identity. Whereas gender identity and biological sex are highly 

correlated, they are conceptually distinct and their effects can be discriminated with sufficiently large 

datasets (Rönkkö & Cho, 2022). We generate our fictitious data so that discrimination depends on biological 

sex alone. We refer to the standardized predictor data as X and the standardized dependent variable as y2. 

Table 3 shows a subset of the data and Table 4 the correlation matrix of the data. To calculate the dominance 

weights and establish dominance relationships, we need to conduct the first three regressions in Table 5. 

To establish general dominance3, we must determine if the average of 𝑅𝐺𝑒𝑛𝑑𝑒𝑟
2  and (𝑅𝐺𝑒𝑛𝑑𝑒𝑟𝑆𝑒𝑥

2 − 𝑅𝑆𝑒𝑥
2 ) is 

larger than the average of 𝑅𝑆𝑒𝑥
2  and (𝑅𝐺𝑒𝑛𝑑𝑒𝑟𝑆𝑒𝑥

2 − 𝑅𝐺𝑒𝑛𝑑𝑒𝑟
2 ). Because the answer is negative, as seen in 

 
2 We use the convention of using bold capital symbols for matrices (many variables on columns, many 

observations on rows) and bold lower-case symbols or vectors (one variable in a single column, many observations 

on rows.) 
3 Azen and Budescu (2003) establish three dominance levels, complete, conditional, and general dominance, 

which vary in the strictness of the dominance definition. We concentrate on general dominance, whereby a variable 

dominates another if the overall average additional contribution to R2 is greater for that variable than another (Azen 

& Budescu, 2003, pp. 136-137), because it is the most commonly used measure. 
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Table 5, Sex dominates Gender (though the weights are almost indistinguishable differing by .02). Table 5 

also shows that the sum of dominance weights is equal to the model R2. 

[Insert Table 3, Table 4, and Table 5 about here] 

Relative Weights Analysis. This technique was developed as a less computationally intensive 

technique to decompose R2 (Johnson, 2000, pp. 2-3) and approaches the problem of decomposing area c 

differently. As shown in diagram C of Figure 2, relative weights projects x1 and x2 as two uncorrelated 

variables Z1 and Z2. The Z variables are defined so that areas a1+c1 and b2+c2 are as large as possible, 

maximizing the squared correlations. The relative weights are then calculated by multiplying the squared 

correlations that these areas represent. The relative weight for x1 is (a1+c1)2*a’2 + (a2+c2)2*b’2 and x2 is 

(b1+c1)2*a’2 + (b2+c2)2*b’2. 

Concretely, using the same dataset as before, computing relative weights requires three steps. First, 

the standardized original variables (X), are linearly transformed into new variables (Z) that are maximally 

related to the original4, but orthogonal to each other. Thus, the first step is a principal component analysis 

rotated so that each component is maximally correlated with one of the original variables. Second, the 

dependent variable y is regressed on the new variables Z. The coefficients of this regression are called β in 

the relative weights literature. Third, the relative weights are obtained by multiplying the squared regression 

coefficients with the squared correlations between the X and Z variables, which are called λ in the literature. 

The formula for the relative weight of variable j is thus 𝜀𝑗 = ∑ 𝛽𝑘
2𝑝

𝑘=1 ∗ 𝜆𝑗𝑘
2 , p being the number of predictors 

in the model. The relative weights sum to the model R2 (Johnson, 2000, p. 9). Highlighted in red in Table 

4 are the correlation used to derive the relative weights. Table 5 shows the original regression results, the 

regression used for relative weight analysis, the derivation of relative weights, and a demonstration that 

 
4 These variables are maximally related in the least squares sense Specifically, let X be a matrix containing 

the original variable and Z be a matrix containing the orthogonal variables, we minimize the sum of the squared 

elements of (𝑿 − 𝒁) as follows: 𝒕𝒓𝒂𝒄𝒆(𝑿 − 𝒁)′(𝑿 − 𝒁) = 𝒎𝒊𝒏 (Johnson, 1966). Additionally, X, Z and y are 

standardized to a mean of 0 and variance of 1 
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they sum to the model R2. Table 5 also shows that the relative weights for Sex and Gender are about the 

same size, though Sex has a slightly higher weight; again, the difference is .02. 

Criticism of the relative importance techniques 

Whereas mathematical demonstrations prove that the traditional techniques presented above can 

accurately quantify effect size and be linked to the concept of causal importance, such mathematical proofs 

are still lacking with regards to the relative importance techniques. In this section, we begin by discussing 

problems related to collinearity, followed by logical flaws in the techniques, and finally, issues related to 

prediction.  

Problems with the techniques when variables are correlated 

Relative weights, because of their orthogonalizing properties, are presented as a solution to 

multicollinearity. However, it is difficult to see how, of the two relative importance techniques, relative 

weights specifically can solve the multicollinearity problem, when both techniques are claimed to be 

interchangeable (Johnson & LeBreton, 2004; Tonidandel & LeBreton, 2011). Unfortunately, neither of 

these techniques are a solution to the multicollinearity problem because neither can determine causality. In 

Table 5, we show that both the relative and dominance weights for gender and sex are the same despite the 

data being such that discrimination depends on sex alone. If these techniques could disentangle variable 

importance in the presence of collinearity, they would attribute 100% of the variation to sex, and 0% to 

gender, as does OLS. Indeed, when Sex and Gender are regressed together the coefficient for Sex is 

significant and of the correct magnitude, while gender is non-significant. Below we will show graphically, 

and mathematically how these techniques behave in multicollinear situations, but before, we will present 

the multicollinearity problem.  

The multicollinearity problem 

Multicollinearity refers to the degree of correlation among the independent variables in regression 

(Wooldridge, 2013, pp. 94-98). When multicollinearity is high, at least one variable is well explained by 
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the others. The variance of the regression coefficients increases and the ability to say which variables have 

an effect is thwarted. Crucially, multicollinearity cannot be corrected in the analysis stage because it stems 

from the research design or context. Indeed, “claims that one can […] correct for multicollinearity are 

wrongheaded” (Wooldridge, 2009, p. xiv). In our previous example, because sex and gender identity are 

highly collinear, quantifying the effect of sex and gender identity on discrimination may be difficult when 

the sample contains few gender non-conforming individuals. In such a scenario, switching analysis 

techniques is futile. The only remedy is to gather more data, preferably on gender non-conforming 

individuals. From a mathematical perspective, when the OLS assumptions hold, OLS has been proven to 

be unbiased and efficient. Therefore, it is impossible to develop a more efficient (i.e., more precise) 

approach, if we require the estimates to be unbiased (i.e., correct on average).  

It is possible to calculate more precise estimates, but only at the cost of systematic errors. For 

example, we could shrink the coefficients of gender and sex closer to zero with ridge regression (Hastie et 

al., 2009, pp. 61-79) which is commonly used in prediction to address the bias-variance tradeoff when the 

focus is on individual predictions. It is occasionally useful to introduce some bias to reduce variance, which 

can increase overall prediction accuracy (Shmueli, 2010). However, the deliberate introduction of bias in 

explanatory settings seems unproductive because studies are often aggregated into holistic assessments 

(e.g., in a meta-analysis) and used for policy recommendations.  

Mathematical and graphical description of the behavior of these techniques when variables 

are correlated 

In this section, we explain how each relative importance technique states that the “importance” of 

correlated variables is about equal when they attempt to solve the multicollinearity problem. 

Consider a set of highly correlated variables x1 and x2 where x1 the sole cause of y, such as in 

diagram B of Figure 2. If we run a regression with just x1 or just x2, the R2 will be about equal in both cases 

because x1 carries most of the predictive information of x2 and vice versa. If x1 is already in the model, then 

adding x2 will hardly increase R2 and vice versa. Therefore, regardless of whether x1 or x2 is the true cause, 
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both receive a very similar dominance weight. Equations (2) and (3), which refer to diagram B of Figure 2, 

show how to calculate the dominance weight of x1 and x2. Thus, if x1 and x2 are collinear all the components 

of these equations will be almost equal, as shown in equation (4).  

𝐷𝑊𝑥1 =
1

2
∗ [𝑅𝑥1

2 + (𝑅𝑥1𝑥2
2 − 𝑅𝑥2

2 )] =    
1

2
∗ [(𝑎 + 𝑐) + ((𝑎 + 𝑐) − 𝑐)] =  𝑎 +

𝑐

2
 (2) 

𝐷𝑊𝑥2 =
1

2
∗ [𝑅𝑥2

2 + (𝑅𝑥2𝑥1
2 − 𝑅𝑥1

2 )] =  
1

2
∗ [𝑐 + ((𝑎 + 𝑐) − (𝑎 + 𝑐))] =

𝑐

2
   (3) 

𝑎 +
𝑐

2
= 𝑅𝑥1

2  ≅  𝑅𝑥2
2 = 

𝑐

2
| 𝑎 = (𝑅𝑥1𝑥2

2 − 𝑅𝑥2
2 )  ≅ (𝑅𝑥2𝑥1

2 − 𝑅𝑥1
2 ) = 0 (4) 

The bottom row block of Table 5 provides a concrete example, using Sex and Gender identity. This 

simple analysis shows two key problems of dominance analysis not covered in the prior literature. First, in 

the case of highly correlated variables, dominance analysis simply splits the area c into two halves, 

providing roughly equal dominance weights for both variables. Second, in cases like that of diagram B, 

where x1 is the sole cause of y, but x1 and x2 are highly correlated, one could expect the dominance weight 

of x2 to be zero because x2 is not a cause of y. Yet its dominance weight will be equal to c/2. For its the 

dominance weight to be zero, it must be uncorrelated with both x1 and y, which would both areas b and c 

of diagram A zero. 

In relative weights, the problem appears via a different mechanism. Consider diagram B in Figure 

2 again where x1 is the sole cause of y, but x1 and x2 are highly correlated. In the relative weights procedure, 

we construct orthogonal variables: Z1 and Z2, as in Diagram C, such that it be impossible for the correlation 

between x1 and Z1, and x2 and Z2 to be larger. We can see that relative weights analysis attempts to solve 

the problem of decomposing c (diagram A) by shifting it from the original variables to the transformed ones 

(diagram C). Unfortunately, this shift is not a solution. Because x1 and x2 are highly correlated, their 

correlation with Z1 and Z2 will be almost identical, as will the correlations between Z1, Z2, and y. 

Consequently, when these squared correlations are multiplied to produce the relative weights of x1 and x2, 
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the results will also be almost identical because (a1 + c1) ≈ (b1 + c1), (a2 + c2) ≈ (b2 + c2) and (a’) ≈ (b’) 5. 

This fact is illustrated in Table 4, if we inspect the correlation between XGender and XSex, and ZGender and ZSex, 

and ZGender and ZSex and y. 

As said previously, in predictive modeling, shrinkage estimators bias coefficients toward being 

closer to one another because the accuracy of a model is a function of bias and variance, and sometimes 

introducing bias increases overall prediction accuracy (James, Witten, Hastie, & Tibshirani, 2013, pp. 33-

36; Kelley & Preacher, 2012; Putka, Beatty, & Reeder, 2018). However, it is unclear how the relative 

importance weights can be used as shrinkage estimators. 

Logical and mathematical problems with relative weights 

Relative weights have severe logical and mathematical flaws. First, relative weights produces 

orthogonal components Z that defy meaningful interpretation. Specifically, if X contain conceptually 

distinct variables, then Z confound these distinctions because they are constructed from all variables in X. 

Thus, the construct validity that applied to X cannot apply to Z, which undermines the interpretation of a 

model that replaces X by Z as predictors of y. Second, there are problems with the derivation of the link 

between X and Z, which was greatly debated in the literature (Green, Carroll, & DeSarbo, 1978; Johnson, 

2000; Johnson & LeBreton, 2004). In an older method, Green, Carroll, and DeSarbo (1978) obtained the 

link between X and Z by regressing Z on X, which was criticized by J. W. Johnson (2000)6, leading him to 

regress X on Z instead. Yet, considering the regression of Z on X to be flawed does not imply that the 

reverse is correct, and in fact, reversing the order introduces a mathematical error, which prevents relative 

weights from being an accurate method for decomposing R2 (Thomas, Zumbo, Kwan, & Schweitzer, 2014). 

Thomas et al. (2014) show that whereas it is true that regressing X on Z yields the proportion of variance 

in X accounted for by Z, because the columns of Z are orthogonal, it is not true that one obtains the 

 
5 Recall that the formula to compute the relative weight of variable j is 𝜺𝒋 = ∑ 𝜷𝒌

𝟐𝒑
𝒌=𝟏 ∗ 𝝀𝒋𝒌

𝟐  
6 First, he claims this approach cannot accurately partition R2 because it reintroduces the problem of 

correlated predictors. Second he criticizes regressing Z on X because “we are going from the orthogonal variables 

back to the original variables” (Johnson, 2000, p. 8). 
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proportion of variance in Z accounted for by X, because the columns of X are not orthogonal. However, 

the proportion of variance in Z accounted for by X is what is needed to accurately partition R2. This 

difference occurs because the sum of the squared standardized regression coefficients equal the mode R2 

when the regressors are orthogonal. Thus, this results does not hold when regressing Z on X, because X are 

correlated. Failure to recognize this fact leads to the fallacy in Johnson’s (2000) argument. Thomas et al. 

(2014, p. 334) show, in a practical empirical example, that this mathematical error leads to relative weights 

that can depart by as much as 12% from dominance weights. This departure could be larger in other 

empirical contexts. In some scenarios, both techniques differ so much that they produce different orderings 

of variable importance (Thomas et al., 2014). This result is alarming when both techniques are considered 

interchangeable (Johnson & LeBreton, 2004; Tonidandel & LeBreton, 2011).  

Prediction 

In the case of prediction, it is unclear how the average contribution to R2 provided by a variable 

would be useful when unique contributions to R2 are the metric of interest. In fact, Bainter, McCauley, 

Wager, and Losin (2020) declare that dominance, and by extension relative weights analysis, are not useful 

for variable selection because they rank variables within a specified model. In the case of dominance 

analysis, it is unclear why all possible models should be compared because usually only one or a handful 

of models are considered. More generally, the relative importance literature is disconnected from the 

modern variable selection literature (Hastie et al., 2009, pp. 57-83; James et al., 2013, pp. 203-237). 

Furthermore, it is unclear what advantage relative importance based variable selection would have over 

other techniques like forward, backward or mixed selection, comparing competing models using Mallow’s 

Cp,  AIC, BIC, or adjusted R2 (James et al., 2013, pp. 78-79), or modern approaches like LASSO and other 

shrinkage techniques, which allow the inclusion of all variables and shrink the coefficients such as to obtain 

the best predictions (James et al., 2013, pp. 214-228). Until the superiority of relative importance-based 

variables selection has been demonstrated, we recommend using techniques with an established empirical 

and theoretical track record. 
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Monte Carlo simulation 

To assess the performance of the relative importance techniques in causal scenarios, we ran a Monte 

Carlo simulation to examine the properties of the techniques and to compare them to regression analysis. 

Additionally, we investigated the suitability of relative weights (Johnson, 2000) to deal with 

multicollinearity. We designed our simulation reflects the simplest possible real-world scenario. For 

example, we wanted the simulation context to reflect scenarios such as explaining test scores, using age, 

years of education, and other variables measured without error. As such, our simulation contains an 

outcome as well as a varying number of explanatory variables. The rationale here is to put these three 

statistical techniques to the test where they should function best. Their performance should be verified in 

this simple case first before moving on to more complex cases.  

Simulation design 

The experimental factors we’ve manipulated, along with the values at which we manipulate them 

are displayed in Table 6. The parameters were chosen to reflect common research scenarios found in our 

systematic review and applied psychology, management, and business research. For simplicity, our 

variables are normally distributed with means of zero and variances of one and will be correlated according 

to two arbitrary correlation matrices (see Appendix 1), which are then multiplied by a constant such as to 

obtain variance inflation varying levels of collinearity. We vary the noise present in the model such as to 

obtain R2 values of 5%, 10%, and 20%.  

To check whether the relative importance procedures can disentangle correlation from causation, 

we generated an additional highly predictively important, yet causally irrelevant variable, Q. To generate 

Q, we took the fitted values of Y based on the population regression model, to which we added varying 

amounts of normally distributed random noise. Adding noise allowed us avoid perfect collinearity, and 

manipulate the correlation between Q and the fitted values of Y. All models were run with and without the 

Q variable to analyze its effect.  
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Finally, we vary the causal importance of our explanatory variables in three different ways. In one 

condition, all variables have the same causal importance. In another, varying causal importance, from 0 to 

3. In the last condition, causal importance varies from -1 to 2 as shown in Table 6. Together, the parameters 

of our simulation allow us to investigate whether the relative importance techniques and regression analysis 

can determine the causal importance across an array of conditions. 

[Insert Table 6 about here] 

Following the simulation, we study the following metrics: the regression coefficients for all 

variables and their standard errors, the raw relative importance coefficients, and their bootstrapped 95% 

confidence intervals, and the model 𝑅2. These metrics will allow us to see whether (a) the relative 

importance techniques can correctly quantify relative causal importance, (b) relative importance techniques 

can disentangle correlation and causation (c) whether relative weights analysis solves the problem of 

multicollinearity. 

Because of its large size, the simulation was implemented on a computer cluster using R. We used 

the relaimpo package (Grömping, 2006) for dominance analysis and the R code provided by Tonidandel 

and LeBreton (2015) for the relative weight analysis. The number of experimental designs was 6’480 and 

we used 1000 replications per design, thus generating 6,480,000 data sets.  

Simulation results 

Comparison of the ordering capabilities of dominance analysis, relative weights analysis, and 

regression in a causal-explanatory context 

To compare the accuracy of regression, dominance analysis, and relative weights analysis, we 

tallied the number of times each technique produced a “correct” ordering. For example, if A has a causal 

importance of 3, B of 2, and C of 1 in data generation, A is more important than B and C, and B is more 

important than C. A correct ordering occurs only if the importance order, given by the estimated coefficient, 
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is A>B>C. In some situations, the population causal importance were equal. In those situation, we checked 

whether the estimated coefficients were within 5% of each other, which we deemed an appropriate cutoff 

for equality, taking the smallest estimate as the reference point. 

[Insert Table 7 about here] 

 

The Overall column of Table 7 shows that regression produces a correct ordering of causal 

importance about 15% more frequently than the relative importance techniques and all three techniques’ 

performance is about equal whether Q is included or excluded from the analysis. In Table 7, we have also 

decomposed these results by sample size. We can see that the frequency with which regression accurately 

rank orders increases as sample size increases, and that the rate at which regression becomes more accurate 

is higher than either dominance analysis or relative weights analysis. Indeed, regression outperforms the 

relative importance techniques by about 10% at a sample size of 100, but by more than 20% at 50’000.  

Relative importance of a causally irrelevant variable 

Next, we sought to understand whether the relative importance techniques can distinguish 

correlation and causation. To do so, we tallied the number of times Q, our causally irrelevant variable, was 

attributed the largest raw relative importance coefficient. The results can be seen in the first two rows of 

Table 8. Because Q contained all the information of the X variables, a lot of variation in the outcome can 

be attributed to it, and increasingly so with each additional independent variable. Q was falsely ranked the 

most important variable about 15% of the time for 2 predictors and about 45% of the time for 16 predictors.  

To investigate whether the estimates of Q were significantly different from zero, we approximated 

a significance test by inspecting the bootstrapped 95% confidence intervals for both techniques. We also 

computed the p-value from regression for the same purpose. We then compared how often the relative 

importance and regression coefficients for Q were significantly different from zero. The results of this 

analysis can be seen in the second-row block of Table 8. Alarmingly, this analysis shows that Q was almost 

always statistically significantly different from zero, according to the relative importance techniques. Thus, 
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they cannot distinguish between correlation and causation because Q has no causal effect on the outcome. 

Regression analysis on the other hand does not produce false-positive results more than 5% of the time, 

which is expected with an alpha level of 0.05. 

How do relative weights and regression analysis behave under situations of high collinearity?   

Many researchers use relative weights analysis in high collinearity scenarios because standardized 

regression coefficients are claimed to be flawed indicators of variable importance (Johnson & LeBreton, 

2004; Tonidandel & LeBreton, 2011). To investigate this claim, we ran the same analysis as in the first 

section, restricting our analysis to high multicollinearity scenarios (VIF=15). The results can be seen in the 

bottom row block of Table 7. As we can see, regression produces accurate ranking about 10% more 

frequently than both techniques and reacts better to sample size increases than do the relative importance 

techniques. We also did three Hotelling T2 tests, one for each variation of causal importance, testing whether 

the means of the estimated regression coefficients were equal to a vector containing the true population 

causal importance (see last row of Table 6). All three tests were non-significant showing the consistency 

and unbiasedness of regression, even under high multicollinearity. Thus, the disease of multicollinearity is 

simply cured by a large sample size, not relative weights (Wooldridge, 2013, p. 96).  

How to assess causal importance 

In this section, we briefly discuss how to assess relative causal importance. However, before 

operationalizing causal importance we must start by defining the context. Defining the context requires 

answering the “where”, “who”, “what” and possibly “when” of the research. Establishing the contexts for 

causal importance assessment is key to causal-explanatory research and has similarities to external validity 

assessment (Lucas, 2003; Lynch, 1999) in that it transcends statistical analysis and requires an 

understanding of the research context. After determining context, researchers can begin operationalizing 

causal importance. Operationalizing causal importance starts with having a research design and a statistical 



31 

 

model that supports causal claims (Antonakis et al., 2010). We begin by discussing models where all 

variables are exogenous, and then move on to more complex models such as mediation models. 

Causal importance in strictly exogenous models 

If the model is correctly specified and causal relevance can be established, we suggest using the 

decision tree in Figure 3 to decide which operationalization of causal importance to implement. The first 

step requires determining whether the units of the variables under study are the same and/or relevant to the 

research question.  

[Insert Figure 3 about here] 

If the units are the same and relevant, researchers need to consider whether the frequencies with 

which the variables occurs in the population, their base rates, are important and need to be considered. For 

example, suppose there are two diseases, A and B, which have a 5% and 50% mortality rate respectively. 

If we consider the entire population, and both diseases occur with the same frequency, then comparing 5% 

to 50%, would provide an accurate assessment of the causal importance of these diseases. However, if 

Disease B were rare and A comparatively more common, infecting only 0.0002% and 2% of the population 

per year respectively, multiplying the regression coefficients by the base rate of occurrence would be 

necessary. Indeed, disease A would have a mortality rate of 0.1% and disease B 0.01%. Thus, disease A 

would be a more causally important cause of death than disease B.  

Consider another example, drawn from our pool of reviewed studies. In her research, Tang (2016) 

hypothesizes that positive or negative personal turbulence (i.e., unplanned events occurring outside ones’ 

control) may affect entrepreneur creativity. Suppose she asks: is positive or negative turbulence more 

causally important in explaining creativity? Assuming that the latent scales are comparable, she must 

consider whether the frequency of occurrence of turbulence is relevant, which depends upon the specifics 

of her research question: is she interested in changes in creativity per unit of turbulence, or in the overall 

impact of turbulence on creativity? If she is interested in the former, then comparing regression coefficients 
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is appropriate. If she is interested in the latter, comparing level importance is appropriate. Indeed, if negative 

events occur twice as often as positive events, then negative events can have an overall greater impact on 

creativity than positive events, even if the regression coefficients are identical.  

If the variables are in different units, the researcher can convert the variables to comparable and 

relevant units. Suppose a researcher is interested in the average hospitalization cost of diseases A and B, 

but has data on hospitalization rates. Answering the research question requires converting the 

hospitalization rate into an average cost. This can be done by obtaining data on the daily average 

hospitalization cost, the average days spent in hospital after the contraction of either disease and multiplying 

the hospitalization rate by the average daily cost and average days spent in hospital. Of course, a better 

conversion could be done by obtaining data on the average treatment cost of diseases A and B. If this 

conversion is not possible the researcher can either determine comparable investments or compare 

standardized regression coefficients. However, we caution the reader that standardizing confounds the 

effect with the variance, and does nothing to solve apples-to-oranges comparisons. One could compare a 

one-standard-deviation increase in genes or financial status using standardized regression coefficients; 

however, genes remain immutable and of a different nature than financial status. 

Causal importance in more complex models 

It is common that the predictors in regression are themselves causally related (Hünermund, Louw, 

& Rönkkö, 2022). In this case, the causal graph needs to be considered when assessing causal importance. 

For example, consider the following mediation model: 

Studying → Learning → Exam performance 

If we regress exam performance on both studying and learning, the regression coefficient of 

studying would be zero when controlling for learning. Can we say that studying has no effect on exam 

performance or that it is causally irrelevant? Of course not. In such a case, the causal importance of studying 

is its total effect, i.e., the sum of its direct effect and its indirect effect. Because the effect of studying is 
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fully mediated through learning, it’s total effect is simply its indirect effect, which is obtained by 

multiplying the causal effect of studying on learning, by the effect of learning on exam performance. 

One can then wonder whether studying is more causally important than learning? A simple answer 

is no because it is not studying per se that makes a difference but the learning that it produces. A more 

complex answer is provided by considering two causal quantities: the expected exam performance given a 

comparable investment of studying or learning. This comparison becomes difficult because increasing 

studying is straightforward, whereas increasing learning without increasing study time, which is necessary 

for a relevant comparison, is not. Indeed, increasing learning without study time would require increasing 

the rate at which studying is converted into learning. 

Conclusions  

In this article, we reviewed the current use of relative importance techniques in the organizational 

literature, showing that researchers use these techniques to determine variable importance. However, the 

meaning of “importance” is distinct in causal or predictive scenarios. In causal research, concepts such as 

causal relevance and causal importance are paramount. We examined the techniques in-depth, both 

analytically, and using Monte-Carlo simulations. Overall, our results suggest abandoning the use of relative 

importance techniques when the focus is on causal explanations because these techniques cannot 

distinguish correlation from causation and are outperformed by regression in all scenarios. We review 

several techniques capable of operationalizing causal importance, including the straightforward idea of 

comparable investments. Finally, as operationalizing causal importance is context-dependent, we introduce 

a decision tree to aid researchers in selecting the appropriate operationalization method depending on their 

research context. In sum, using a statistical technique that fails to determine correlation from causation 

when the intent is to establish causal relevance then causal importance is as useful as screwing in nails: one 

can try, but will not succeed.  
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Figures 

Figure 1 

Average yearly citations received by the seminal relative importance articles compared to the average 

citations received by articles published in those journals in which the seminal articles were published.  
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Figure 2 

Venn diagrams illustrating; (A), a typical case of two explanatory variables x1 and x2, and an outcome 

variable y; (B), of two variables x1 and x2, and an outcome y, where x1 is a cause of y, and x2 is simply 

correlated with x1; and (C), two explanatory variables x1 and x2, orthogonal projections of these variables 

Z1 and Z2 and an outcome variable y.  
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Figure 3 

Decision tree for the operationalization of causal importance 
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Tables 

Table 1 

Summary of our literature review 

Purpose of 

analysis 

Reason for using 

relative importance 

Example quotes 

Causal 

explanation 

(N=88) 

Determining 

importance (N=44) 

[The] effects of ability and motivation on performance [indicated by the] relative 

weight for the ability-motivation interaction [are] for job performance (17.0%) […] 

(Van Iddekinge, Aguinis, Mackey, & DeOrtentiis, 2018, p. 265) 

Multi-collinearity 

(N=32) 

Because […] multicollinearity […] we used relative weights analysis to determine 

the relative contribution of behavioral beliefs to intention to apply […] (Adams, 

Görgens-Ekermans, & De Kock, 2018, p. 136) 

Distinctiveness of 

constructs (N=4) 

“[The analysis] was conducted with relative weight analyses to examine whether 

leader affective presence had incremental validity in predicting [dependent 

variables] above and beyond [other variables].” (Madrid, Totterdell, Niven, & 

Barros, 2016, p. 681). 

Other (N=6) 

“The fact that points scored represents the strongest single determinant [relative 

weights] of individual pay in the NBA offers support for our operationalization of 

[…] self-serving behavior.” (Beus & Whitman, 2017, p. 2153) 

No justification 

(N=2) 

 

Prediction 

(N=1) 

Multi-collinearity 

(N=1) 

 [ΔR2 and relative weights] have been chosen to investigate two complementary 

aspects of the variable’s importance: they consider the predictive power of a 

variable in isolation from and in combination with other variables in the presence 

of multicollinearity (Liberati & Camillo, 2018, p. 2000) 

Description 

(N=7) 

Determining 

importance (N=3) 

[…] the relative importance of each SCSI dimension in relation to outcomes, was 

tested using relative weights analysis. This analysis overcomes limitations 

associated with multiple regression when predictors are highly correlated, as is the 

case with the SCSI dimensions (Shockley, Ureksoy, Rodopman, Poteat, & 

Dullaghan, 2016, p. 142) 

Multi-collinearity 

(N=3) 

Dominance analysis is a useful and succinct way to parse out predictive 

relationships between competing correlated variables (Gray, Carter, & Sears, 2017, 

p. 24) 

Distinctiveness of 

constructs (N=1) 

[…] relative weight analyses […] demonstrated that perceived ED–A fit accounted 

for relatively high proportions of the overall model effects [while controlling for 

other variables] in the regression analyses (Diefendorff, Greguras, & Fleenor, 

2016, p. 15) 
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Table 2 

Summary of the effect-size measures presented 

Name of 

technique 

Stand 

ardized? 

Effect size 

dimension 

Short description of the measure The technique is useful when 

comparing 

Effect magnitude techniques 

Regression 

coefficients 
No 

Rate of change 

in original unit 

Linear relationship between two 

variables in the original unit 

Variables that are in a relevant and 

comparable metric  

Standardized 

coefficients 
Yes 

Rate of change 

in standardized 

unit 

Linear relationship between two 

variables in a standardized unit 

Variables that are not in a 

comparable or relevant metrics, but 

confounds the causal effect with the 

variance 

Level importance Yes 

Level in unit of 

the dependent 

variable 

Contribution of the mean to level 

of the dependent variable 

Variables that are not in 

comparable or relevant metrics, or 

have very different means 

Comparable 

investments 
Yes 

Level in unit of 

the dependent 

variable 

Specific net contribution to the 

level of the dependent variable 

Variables that are in a similar 

metric but are incomparable.  

Variance explained techniques 

Eta-squared, 

Partial eta-

squared, Omega 

Squared 

Yes 

Variance 

explained 

(squared unit) 

Proportion of variance explained 

by a variable 

Orthogonal variables that are not 

necessarily in the same unit.  

Dominance 

analysis/ relative 

weights analysis 

Yes 

Variance 

explained 

(squared unit) 

Claimed to assess proportion of 

variance explained by a variable 

Relative importance techniques do 

not seem to provide additional 

value beyond the other techniques 

presented in this table. 
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Table 3  

Fictitious scenario with two highly correlated variables: Gender and Sex, and an outcome variable 

Discrimination, which is caused by Sex. The first ten observations and first two gender nonconforming 

observations 

Observation 

number 

Raw data Standardized data Orthogonal predictors 

Discrimination Gender Sex yDiscrimination xGender xSex  zGender zSex 

1 -0.89 0 0 1.21 -0.99 -0.99 -0.70 -0.70 

2 -0.92 1 1 -1.24 1 1 0.71 0.71 

3 1.62 0 0 0.96 -0.99 -0.99 -0.70 -0.70 

4 0.51 0 0 0.00 -0.99 -0.99 -0.70 -0.70 

5 0.94 1 1 0.37 1 1 0.71 0.71 

6 0.70 0 0 0.16 -0.99 -0.99 -0.70 -0.70 

7 0.05 0 0 -0.39 -0.99 -0.99 -0.70 -0.70 

8 -1.31 0 0 -1.58 -0.99 -0.99 -0.70 -0.70 

9 -1.12 1 1 -1.42 1 1 0.71 0.71 

10 0.80 1 1 2.41 1 1 0.71 0.71 

… … … … … … … … … 

329 1.74 0 1 1.06 -0.99 1 -15.80 15.81 

… … … … … … … … … 

883 0.70 1 0 0.16 1 -0.99 15.81 -15.80 

Note. XGender and XSex are standardized versions of Gender and Sex, thus X takes values of -.99. 

Table 4 

Correlations for the full fictitious scenario with two highly correlated variables: Gender and Sex, and 

an outcome variable Discrimination, which is caused by Sex. X and y are the standardized raw data 

and Z is orthogonalized and standardized. 

 Mean SD 1 2  3  4  5  6  7  8 

1. Discrimination  0.51 1.16 1        

2. Gender 0.50 0.50 .44 1       

3. Sex 0.50 0.50 .44 .99 1      

4. y 0.00 1.00 1 .44 .44 1     

5. XGender 0.00 1.00 .44 1 .99 .44 1    

6. XSex 0.00 1.00 .44 .99 1 .44 .99 1   

7. ZGender 0.00 1.00 .3 .74 .67 .3 .74 .67 1  

8. ZSex 0.00 1.00 .33 .67 .74 .33 .67 .74 0 1 

Note: Italicized and highlighted in red are the correlations (called lambda (λ) in the relative weights 

literature (Johnson, 2000)) used for the calculation of relative weights 
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Table 5  

Regression models for discrimination, including the original regression, subset regressions for 

dominance analysis, and transformed regression for relative weights analysis 

Regression models 

 Original  Sex Gender Transformed variables 

Z 

Gender -.12  1.02***  

Sex 1.15** 1.03***   

ZGender    .30 *** 

ZSex    .33 *** 

R2 .198 .198 .196 .198 

Dominance weights 

DWGender 𝑅𝐺𝑒𝑛𝑑𝑒𝑟
2 + (𝑅𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙

2 − 𝑅𝑆𝑒𝑥
2 )

2
 =
. 196 + (.198 − 0.198)

2
= .098 

DWSex 𝑅𝑆𝑒𝑥
2 + (𝑅𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙

2 − 𝑅𝐺𝑒𝑛𝑑𝑒𝑟
2 )

2
 =
. 198 + (.198 − .196)

2
= .100 

R2 𝐷𝑊𝐺𝑒𝑛𝑑𝑒𝑟 +𝐷𝑊𝑆𝑒𝑥 = .098 + .100 = 0.198 

Relative weights 

RWGender 𝛽𝑍𝑠𝑒𝑥
2 ∗ 𝜆𝑋𝐺𝑒𝑛𝑑𝑒𝑟𝑍𝑆𝑒𝑥

2 + 𝛽𝑍𝐺𝑒𝑛𝑑𝑒𝑟
2 ∗ 𝜆𝑋𝐺𝑒𝑛𝑑𝑒𝑟𝑍𝐺𝑒𝑛𝑑𝑒𝑟

2 =. 332 ×. 672 +. 302 ×. 742 = .098 

RWSex 𝛽𝑍𝑠𝑒𝑥
2 ∗ 𝜆𝑋𝑆𝑒𝑥𝑍𝑠𝑒𝑥

2 + 𝛽𝑍𝐺𝑒𝑛𝑑𝑒𝑟
2 ∗ 𝜆𝑋𝑆𝑒𝑥𝑍𝐺𝑒𝑛𝑑𝑒𝑟

2 =. 332 ×. 742 +. 302 ×. 672 = .100 

R2 εGender+ εSex = .0981 + .1001 =.198 

N=2000. *** p < 0.01, ** p < 0.05, * p < 0.1.  

Note. The relative weights are calculated by multiplying the squared correlations between X and Z 

(These correlation are called lambda (λ) in the relative weights literature (Johnson, 2000) and are in red 

in Table 4) with the squared regression coefficient of y on Z and summing the products. Intercepts are 

not reported because all variables are standardized. 
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Table 6 

Design factors for the simulation 

Experimental factor Values 

Sample size 100, 200, 500, 1000, 50’000 

Number of explanatory variables 2, 4, 8, 16 

Correlations between predictors Matrix 1, Matrix 2 (see Appendix 1) 

VIF level (collinearity) 2 (low), 7 (medium), 15 (high) 

R2 level of the estimated model 5%, 10%, 20% 

Correlation of non-causal variable Q with y Q not used, 0, 0.25, 0.5, 0.75, 0.9 

Causal importance of variablesa 

Variation 1 = [-1, 0, 1, 2, -1, 0, 1, 2, -1, 0, 1, 2, -1, 0, 1, 2] 

Variation 2 = [0, 1, 2, 3, 0, 1, 2, 3, 0, 1, 2, 3, 0, 1, 2, 3] 

Variation 3 = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1] 

Note: (a) the vectors correspond to the causal importance of the explanatory variables in sequential 

order: [x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12, x13, x14, x15, x16] 

 

Table 7 

Percentage of correct causal importance ordering of regression, dominance, and relative weights 

analysis, by sample size across all levels of collinearity and for high levels of collinearity only.  

Technique Sample size 

 100 200 500 1000 50’000 Overall  

Analysis across all VIFs (2, 7, and 15) 

Dominance analysis 32.12% 31.94% 32.29% 33.21% 48.87% 32.39% 

Relative weights analysis 32.98% 33.06% 33.98% 35.55% 51.94% 33.98% 

Regression analysis 42.16% 45.06% 49.44% 53.14% 72.26% 47.46% 

Analysis restricted to high collinearity (VIF = 15) 

Dominance Analysis 31.74% 31.48% 31.78% 32.58% 48.87% 31.90% 

Relative weights analysis 32.82% 32.67% 33.41% 34.82% 52.65% 33.43% 

Regression analysis 38.96% 41.47% 44.88% 48.21% 67.74% 43.39% 

 

Table 8 

The frequency that the causally irrelevant variable Q is given the largest coefficient by technique and 

number of predictors.  

Technique Number of predictors 

2  4  8  16  

Frequency with which the coefficient of Q is largest 

Dominance Analysis 15.90% 38.30% 44.30% 46.30% 

Relative weights analysis 15.50% 38.50% 43.00% 44.20% 

Frequency of statistical significance of the coefficient of Q 

Dominance analysis 99.33% 99.05% 98.57% - 

Relative weights analysis 99.34% 99.09% 98.50% 96.29% 

Regression 5.00% 4.98% 4.99% 4.96% 

Note: We did not compute bootstrapped confidence intervals for dominance analysis because of 

computational demands. 
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Appendixes 

Appendix 1  

Non-uniform and uniform correlation matrices used to generate the correlational structure of the data 

in the Monte Carlo simulation 

a) Correlation matrix 1, non-uniform correlation 

 

b) Correlation matrix 2, uniform correlation 

  X1 X1 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 

X1 1                

X2 0.5 1               

X3 0.5 0.5 1              

X4 0.5 0.5 0.5 1             

X5 0.5 0.5 0.5 0.5 1            

X6 0.5 0.5 0.5 0.5 0.5 1           

X7 0.5 0.5 0.5 0.5 0.5 0.5 1          

X8 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1         

X9 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1        

X10 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1       

X11 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1      

X12 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1     

X13 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1    

X14 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1   

X15 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1  
X16 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1 

 

  

  X1 X1 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 

X1 1                

X2 0.5 1               

X3 0.2 0.2 1              

X4 0.4 0.2 0.2 1             

X5 0.7 0.5 0.2 0.4 1            

X6 0.5 0.5 0.2 0.2 0.5 1           

X7 0.2 0.2 0.2 0.2 0.2 0.2 1          

X8 0.4 0.2 0.2 0.4 0.4 0.2 0.2 1         

X9 0.7 0.5 0.2 0.4 0.7 0.5 0.2 0.4 1        

X10 0.5 0.5 0.2 0.2 0.5 0.5 0.2 0.2 0.5 1       

X11 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 1      

X12 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 1     

X13 0.7 0.5 0.2 0.4 0.7 0.5 0.2 0.4 0.7 0.5 0.2 0.4 1    

X14 0.5 0.5 0.2 0.2 0.5 0.5 0.2 0.2 0.5 0.5 0.2 0.2 0.5 1   

X15 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 1  

X16 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 1 
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Appendix 2 

R code used to demonstrate the computation of relative weights 

# 
# Tonidandel, S. & LeBreton, J. M. (2014). RWA-Web -- A free, comprehensiv
e,  
# web-based, and user-friendly tool for relative weight analysis. Journal 
of  
# Business and Psychology. doi: 10.1007/s10869-014-9351-z 
# 
# dominanceanalysis package 
 
 
################### 
# DATA GENERATION # 
################### 
 
# Remove all 
rm(list=ls()) 
 
set.seed(1) 
N <- 2000 
sex <- sample(0:1,N, replace = TRUE) 
 
# If 0.5% of the population are transgender or gender nonconforming  and h
alf of  
# these people indicate identification to a gender opposite to their biolo
gical 
# sex, then 0.25 or one in 400 indicate gender other than their sex 
conforming <- runif(N)>0.0025 
gender <- sex*conforming + (1-sex)*(1-conforming) 
 
# Discrimination, determined by sex but not gender 
discrimination <- 1*sex + 0*gender + rnorm(N) 
 
# Make data frame 
mydata <- data.frame(discrimination, gender, sex) 
 
# Clean up workspace 
rm(conforming, discrimination, gender, sex) 
 
 
###################### 
# Dominance Analysis # 
###################### 
library(dominanceanalysis) 

## Warning: package 'dominanceanalysis' was built under R version 4.1.2 

# dominance anaylsis 
lm.da <-lm(discrimination~gender+sex, data = mydata) 
da <- dominanceAnalysis(lm.da);da 
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##  
## Dominance analysis 
## Predictors: gender, sex  
## Fit-indices: r2  
##  
## * Fit index:  r2  
##        complete conditional general 
## gender                              
## sex        gndr        gndr    gndr 
##  
## Average contribution: 
##    sex gender  
##  0.100  0.098 

###################### 
#       RWA-Web     # 
###################### 
 
# Tonidandel, S. & LeBreton, J. M. (2014). RWA-Web -- A free, comprehensiv
e,  
# web-based, and user-friendly tool for relative weight analysis. Journal 
of  
# Business and Psychology. doi: 10.1007/s10869-014-9351-z 
 
# https://link.springer.com/article/10.1007/s10869-014-9351-z 
# https://relativeimportance.davidson.edu/Tonidandel&LeBreton(2011)_JBP_Re
lative%20Weights.pdf 
# https://relativeimportance.davidson.edu/multipleregression.html 
 
numVar<<-NCOL(mydata)                                                            
Variables<<- names(mydata)[2:numVar]                                             
 
mydataCor<-cor(mydata, use="pairwise.complete.obs")                             
# Correlations between variables 
RXX<-mydataCor[2:numVar,2:numVar]                                               
# Correlations between X variables 
RXY<-mydataCor[2:numVar,1]                                                      
# Correlations between Y and X variables 
 
RXX.eigen<-eigen(RXX)                                                           
# Eigenvalues of the correlation of X variables 
D<-diag(RXX.eigen$val)                                                          
# Create diagonal matrix with eigenvalues 
delta<-sqrt(D)                                                                  
# Take the square root of the eigenvalues 
 
lambda<-RXX.eigen$vec%*%delta%*%t(RXX.eigen$vec)                                
# Q*LAMBDA*Q' (eqivalent to regression of X on Z) 
lambdasq<-lambda^2                                                               
beta<-solve(lambda)%*%RXY                                                       
# Obtain the coefficients of the regression of y on Z 
rsquare<<-sum(beta^2)                                                            
 
RawWgt<-lambdasq%*%beta^2                                                       
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# Mutliplying lambda^2 by beta^2 
import<-(RawWgt/rsquare)*100 
# End of RWA-web code 
 
###################### 
#   Alternative RWA  # 
###################### 
 
# Calculation of the orthogonal variables Z                                     
# Using the method described in (Johnson, 1966) 
X <- as.matrix(scale(mydata[,2:3])) 
Q <- eigen(t(X)%*%X) 
D<-diag(Q$val) 
delta<-sqrt(D) 
delta.1<- solve(delta) 
T <- Q$vec%*%delta.1%*%t(Q$vec)  
Z <- scale(X%*%T) 
 
# Calculation of the relative weights 
Y <- scale(mydata[,1]) 
lm.yz <- lm(Y~Z)                                                                
# First regression of y on Z 
coef.yz <- lm.yz$coefficients[2:3]                                              
# Equivalent to beta in RWA-web 
coef.yzsq <- coef.yz^2 
 
lm.xz <-lm(X~Z)                                                                 
# Second regression of X on Z 
coef.xz <- lm.xz$coefficients[2:3,]                                             
# Equivalent to lambda in RWA-web 
coef.xzsq <- coef.xz^2 
 
raw.weights <- coef.xzsq%*%coef.yzsq                                            
# Multiplying lamdba^2 by beta^2 
 
# End of alternative computation of Relative weights analysis 
 
 
# Display that weights are the same (note: must run 2 preceeding sections) 
RawWgt;raw.weights 

##            [,1] 
## [1,] 0.09802530 
## [2,] 0.09997918 

##          [,1] 
## Z1 0.09802530 
## Z2 0.09997918 

######################################################################## 
#   Orthogonolizing procedure of RWA is like PCA with target rotation  # 
######################################################################## 
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# Libraries 
library(psych) 

## Warning: package 'psych' was built under R version 4.1.2 

library(GPArotation) 
 
# Data generation 
rm(list=ls()) 
set.seed(1) 
N <- 1000 
sex <- sample(0:1,N, replace = TRUE) 
conforming <- runif(N)>0.0025 
gender <- sex*conforming + (1-sex)*(1-conforming) 
discrimination <- 1*sex + 0*gender + rnorm(N) 
mydata <- cbind(discrimination, gender, sex) 
rm(conforming, discrimination, gender, sex) 
 
# Generation of Z variables 
X <- as.matrix(scale(mydata[,2:3])) 
Q <- eigen(t(X)%*%X) 
D<-diag(Q$val) 
delta<-sqrt(D) 
delta.1<- solve(delta) 
T <- Q$vec%*%delta.1%*%t(Q$vec)  
Z <- scale(X%*%T) 
 
# PCA with target rotation 
pcaResult <- principal(X, nfactors = 2,  
                       rotate = "TargetT", Target = matrix(c(1,NA,NA,1),2,
2)) 
 
# Comparing Z to PCA results 
cor(cbind(Z,pcaResult$scores)) 

##                                          RC1           RC2 
##      1.000000e+00 -1.034477e-12 1.000000e+00 -3.957656e-06 
##     -1.034477e-12  1.000000e+00 3.957655e-06  1.000000e+00 
## RC1  1.000000e+00  3.957655e-06 1.000000e+00  3.753259e-15 
## RC2 -3.957656e-06  1.000000e+00 3.753259e-15  1.000000e+00 

summary(pcaResult$scores) 

##       RC1               RC2           
##  Min.   :-9.9690   Min.   :-10.0291   
##  1st Qu.:-0.6738   1st Qu.: -0.7334   
##  Median :-0.6738   Median : -0.7334   
##  Mean   : 0.0000   Mean   :  0.0000   
##  3rd Qu.: 0.7437   3rd Qu.:  0.6833   
##  Max.   :10.0390   Max.   :  9.9790 

summary(Z) 

##        V1                V2           
##  Min.   :-9.9690   Min.   :-10.0290   
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##  1st Qu.:-0.6738   1st Qu.: -0.7334   
##  Median :-0.6738   Median : -0.7334   
##  Mean   : 0.0000   Mean   :  0.0000   
##  3rd Qu.: 0.7437   3rd Qu.:  0.6833   
##  Max.   :10.0390   Max.   :  9.9789 
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Chapter 2: Do leaders matter? Evidence from 56 years of U.S. governor 

successions 

Abstract 

Tyler Kleinbauer, Mikko Rönkkö, John Antonakis 

 

Societies are facing numerous grand challenges and leaders are increasingly counted on to 

provide solutions. But can top-level leaders affect outcomes that unfold via various pathways? Some 

research streams have suggested that organizational outcomes may not be caused by, but are simply 

ascribed to the leader; leadership may merely be a consequence of causal attributions. We provide a 

rigorous test to determine whether leaders matter by exploiting a very controlled, though unusual 

leadership context, where leader discretion is restricted; that of U.S. state governorships. This context 

allows us to estimate precisely what role top-level leaders and their teams may play in determining 

institutional outcomes, measured on a standard metric. We quantify the “leadership effect” in a sample 

of 500 governors across the 50 states of the U.S. and the district of Columbia. We implement state-of-

the-science methodological advances in variance decomposition on a sample of 2,985 governorship-

time observations, covering the periods 1963 to 2019, to explain variance in real yearly Gross Domestic 

Product (GDP) growth. After having partialed out time effects (0.47 of the variance in real yearly GDP 

growth), we show that governors and their administrations are responsible for 2.36% of the variation in 

real GDP growth, while state-effects only account for 0.77% of the variation in real yearly GDP growth. 

Our results contradict earlier research suggesting that top-level leadership may not matter (e.g., Salancik 

& Pfeffer, 1977).  

Keywords: Leadership, Variance decomposition, Economic growth, Leader performance, GDP, 

Political Leadership, Maximum likelihood, Autoregression.   
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Chapter 2: Do leaders matter? Evidence from 56 years of U.S. governor 

successions 

Tyler Kleinbauer, Mikko Rönkkö, John Antonakis 

Introduction 

The question of leadership in society today is of capital importance. Political leaders, business 

leaders, and even social leaders (i.e., influencers) are all assumed to affect their relevant audiences, and 

thus face high levels of scrutiny. Leadership is an important question in academia too. Vroom (1976) 

tells us:  

There are few problems of interest to […] scientists with as much apparent relevance to the 

problems of society as the study of leadership. The effective functioning of social systems [to 

countries] is assumed to be dependent on the quality of their leadership. This assumption is 

reflected in our tendency to blame a football coach for a losing season or to credit a general for 

a military victory (p.1527).  

Vroom’s quote highlights the implicit assumption that leaders have an effect, and in fact most 

laypeople believe that “the buck stops” with leaders (Antonakis & Day, 2012). But are leaders truly 

responsible for the outcomes that depend upon the coordinated work of hundreds or thousands of 

people, or are the outcomes simply ascribed to them? Indeed, observers seem to ascribe favorable or 

unfavorable outcomes to the leader, regardless of the actual leader behavior (Lord, Binning, Rush, & 

Thomas, 1978; Rush, Thomas, & Lord, 1977). Leadership may therefore merely be the results of a 

causal attribution process, whereby the coordinated actions of teams generate favorable outcomes, but 

those outcomes are ascribed to the leader (Gemmill & Oakley, 1992; Meindl, 1995). There are 

conflicting empirical results supporting both perspective.  

On one hand, there are multiple studies in the CEO Performance literature estimating the 

“leadership effect” to be responsible for about 13% to 30% of the variation in firm performance 

(Crossland & Hambrick, 2007; Crossland & Hambrick, 2011; Fitza, 2014; Mackey, 2008; Thomas, 

1988). In fact, Quigley & Hambrick (2015) show that the CEO effect has steadily increased over time 
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suggesting that leaders do have an effect, and increasingly so. However, these studies are challenged 

whereby the performance effects of randomness – a lucky turn of events leading to increased firm 

performance - would have been wrongly attributed to the CEO (Fitza, 2014, 2017). In these studies, 

Fitza shows that the CEO effect may be much closer to 5% and that this effect may be indistinguishable 

from chance (Fitza, 2014, 2017).  

Because of its important policy implications, knowing whether leaders and their teams matter 

is of major importance both for leadership scholars and for society. For leadership scholars, 

understanding whether leaders are one of the drivers of important outcomes such as organizational 

performance can lead to more precise research, with important implications for leader selection and 

training; of course, it can also help settle the decades old debate whether leadership is merely a process 

of causal attribution. For society, understanding whether leadership matters can help sustain our faith 

in the ability of our leaders to solve crises, while highlighting the importance of those leaders that we 

have elected.  

Our research contributes to the literature in a least three ways. First, we provide a robust test to 

see whether leaders and their teams matter for economic growth. We use as unique sample, U.S. state 

governorships from 50 US states and Washington DC from 1963 to 2019, to determine if variation in 

state GDP growth depends on the effect of the governor, the state or other factors. This context is one 

where leader discretion is restricted and where a leadership effect, if present, would take a while to 

unravel and to be detected at a state level; thus, this context provides for a very strong examination of 

whether leadership may matter. Second, we estimate this effect in a highly controlled context; by using 

US governors and their administrations, we compare objective, publicly observable outcome metrics 

(yearly GDP growth) at the state level, and thus can tease out comparable state (i.e., institution) effects 

versus comparable leadership (i.e., governors and their administrations) effects while accounting for 

common shocks to state-level GDP. Finally, we showcase a state-of-the-art method to decompose 

variance; we integrate the latest methodological insights in variance decomposition and use a custom 

maximum likelihood function in R with an autoregressive component, to estimate whether leadership 

matters. Importantly, our aim is to analyze only whether leadership impact economic growth, and our 
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methodology will not allow us to investigate why, or under what conditions leadership impacts 

economic growth.  

Attempts at quantifying the leadership effect 

Leadership is a universal phenomenon seen in humans and in animals (Bass & Bass, 2009; Van 

Vugt, 2006). At its most fundamental level, leadership solves coordination problems like moving from 

point A to point B (Couzin, Krause, Franks, & Levin, 2005; King, Johnson, & Van Vugt, 2009) or 

coordinating on more complex tasks like sharing a public good (Antonakis, d’Adda, Weber, & Zehnder, 

2021). Thus, despite poignant arguments on leadership merely being a causal attribution process, 

leaders believe, and are believed to have an effect on important outcomes; politicians promise to reduce 

crime, increase employment, and stimulate the economy; CEOs of failing companies are replaced with 

the expectation that they can turn a difficult situation around; leadership scholars produce thousands of 

research articles on the effects of leadership.  

Many scholars have found evidence for the causal effect of leaders at multiple levels of analysis; 

in small teams (Englmaier, Grimm, Grothe, Schindler, & Schudy, 2021; Güth, Levati, Sutter, & Van 

Der Heijden, 2007; Levati, Sutter, & Van der Heijden, 2007), as leaders of organizations (Crossland & 

Hambrick, 2007; Crossland & Hambrick, 2011; Day, Rönkkö, & Antonakis, unpublished; Hambrick & 

Quigley, 2014; Mackey, 2008; Quigley & Hambrick, 2015; Rönkkö, Maheshwaree, & Schmidt, 2018; 

Thomas, 1988) and leaders of nations (Jones & Olken, 2005; Rizio & Skali, 2020). In the next two 

sections we will review several studies at the level of the organization and nation because this context 

is most like ours, in that a leader is at the helm of a large organization.  

The leadership effect at the level of the organization 

The CEO performance literature is large and spans multiple fields from strategic management, 

to economics, to corporate finance. In economics and corporate finance, several studies find that 

overconfident CEOs have a differential impact on corporate investments, which has downstream effects 

on firm profitability (Malmendier & Tate, 2005a, 2005b). Another study found that firm performance 
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decreased following the reception of an award by the CEO, while documenting an increase in CEO 

activities unrelated to the role of CEO (Malmendier & Tate, 2009).   

In strategic management, researchers attempt to quantify the “CEO effect”, or “leadership 

effect” on various metrics such as return on assets (ROA), market-to-book ratio, or cumulative abnormal 

returns (Crossland & Hambrick, 2007; Mackey, 2008; Quigley, Crossland, & Campbell, 2017). Some 

studies investigated stock market reactions to the unexpected death of the CEO (Quigley et al., 2017; 

Worrell & Davidson III, 1987). In the case of unexpected deaths, the researchers found that the stock 

market reacted in a manner consistent with the idea that CEOs have an influence over their organization. 

These studies are highly informative because the cause of CEO succession is exogenous. However, they 

do not directly measure the CEO effect.  

In those studies that attempt to quantify the “leadership effect”, most apply a variance 

decomposition approach to determine the percentage of variation in performance attributable to the 

CEO. The sources of variance of the expected value of the dependent variable in CEO effect studies are 

generally modelled as random effects, in accordance with current recommendations (Quigley & Graffin, 

2017). A key assumption in many CEO effects studies is that the effects of industry, firm, CEO and 

year-to-year random variations can be modeled as additive. Therefore, total performance is the sum of 

each variance component allowing for a straightforward decomposition. Oftentimes, several sources of 

variation are modeled such as an industry level effect (stable and/or changing), a firm effect (stable 

and/or changing), CEO effects, and then year to year random variation. Various estimation techniques, 

like sequential ANOVA and Multilevel models, have been used and estimate the CEO effect to be 

anywhere from 5% (Fitza, 2014, 2017; Thomas, 1988) to 38.5% (Hambrick & Quigley, 2014). Most 

studies quantify more modest effects however, ranging from about 10% to 30% (Crossland & 

Hambrick, 2007; Crossland & Hambrick, 2011; Fitza, 2014; Mackey, 2008); thus, it appears that the 

CEO is responsible for a non-trivial amount of variation in performance.  

These studies suffer from certain methodological shortcomings. The greatest concern is the 

endogenous nature of CEO succession both with regards to the timing of the succession—which often 

coincides with poor performance—and with regards to the choice of successor, who is often selected to 
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fit the needs of the organization. These issues create an endogeneity problem, that will bias any model 

estimates. Moreover, because timing and choice of successor are intentional this bias may be quite large. 

Other shortcomings also exist.  First, CEOs are assumed to have a constant performance during their 

tenure. This assumption is unrealistic because CEOs are subject to learning effects whereby time spent 

within a company confers specific knowledge about its functioning leading to higher performance. 

Moreover, because variations in performance depend on the five parameters detailed above, omitting 

any of these will lead to inflated estimates of the CEO effect. This bias is called the problem of “triple 

confounding” by Blettner, Chaddad, and Bettis (2012), whereby disentangling persistent firm effects, 

CEO effects and time effects is difficult because they are collinear. Furthermore, a low number of 

observations can also be a concern because CEO tenures are generally short. The use of multilevel 

models has shown to resolve issues related to having a small number of observations, and avoid 

confounding the CEO effect with both the stable firm effect and random year-to-year variation (Quigley 

& Graffin, 2017).  

Despite these methodological advances, accounting for changing firm-level difference remains 

a key challenge because the presence of this effect implies that firm performance correlates over time 

(Fitza, 2017). Therefore, methodological writings recommend the introduction of an autocorrelated 

error term to account for correlated firm performance (Bliese & Ployhart, 2002; Short, Ketchen Jr, 

Bennett, & du Toit, 2006), which allows each firm to have its own performance trajectory (Guo, 2017); 

in this way, one can disentangle the CEO effect from persistent firm effects which would otherwise be 

perfectly correlated. Two recent studies apply this learning (Day et al., unpublished; Rönkkö et al., 

2018). Day, et al (unpublished) investigate the “leadership effect” in the context of scientific journal 

editors and their effects on the journal impact factor. They use an exponential link function to account 

for the multiplicative effects between journals and editors, and find that editors have a significant effect 

on journal impact factor. Specifically, the number of citations received by an article published by the 

best editors is expected to receive twice as many citations as those published under the worst editors 

(Day et al., unpublished). When using an additive model, they show that journal editors account for 

15.7% of the variance in performance. Rönkkö, et al. (2018) investigate the effect of CEOs on ROA 
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using an additive variance decomposition model with an autoregressive error term. They show that the 

CEO effect accounts for 11.5% of the variance in ROA.  

The leadership effect at the level of the nation 

Many researchers have studied leadership at the level of the nation. We will discuss two studies 

here because of their ability to make causal claims with respect to leader effectiveness, which is our 

aim as well. Jones and Olken (2005) studied the effectiveness of national leaders, as measured by 

changes in GDP growth, using a dataset of 1108 different national leaders of 130 countries from the 

post-world war II period to 1990. Their dataset contains autocratic and democratic countries, which has 

consequences for the amount of power the leader wields. By pure misfortune, several leaders died while 

in office, which the authors capitalized on as an exogenous source of variation. In total, 105 leaders 

died in office and the analysis was conducted on 57 of those deaths. The results of their analysis show 

that for all leaders – autocratic and democratic – one standard deviation increase in leader quality 

increases GDP growth rate by 1.47% which is quite a dramatic effect. If the analysis is conducted for 

autocrats only, they find that a one standard deviation increase in autocrat quality yields an increase in 

2.1% GDP growth rate. However, the deaths of democratic leaders produce no detectable effect on 

growth, presumably because institutions are very strong.  

In another research stream, Rizio and Skali (2020) investigate the benevolent autocrat 

hypothesis, whereby they tests if benevolent dictators are supposedly good for a country’s economic 

growth and social wellbeing. Using data on the leaders of 188 countries from 1840 to 2015, they find 

that autocratic leaders do matter for growth. However, they find that growth-positive autocrats are found 

to occur only as often as chance would predict. Indeed, they find that growth-positive autocrats seem to 

simply be “at the right place, at the right time” and have no effect on growth. Growth-negative autocrats, 

on the other hand, occur much more frequently than chance levels. Together, these studies provide 

mixed results regarding the power of leaders to affect economic growth. It would seem like leaders can 

affect economic growth only if they are unconstrained in the amount of power they can wield.  
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Justification for our context, potential mechanisms, and hypothesis development 

As is evident from the review of the literature, so far, a robust and fair test with a large sample, 

comparable metrics, and controls is missing. Thus, we sought out a context that could address the 

limitations in previous findings. As the study setting, we chose the USA, which is a very large country, 

having about 330 million inhabitants, and is composed of 50 states (plus the district of Columbia). In 

addition, the USA is adequately representative of other western democracies providing some 

generalizability. Each U.S. state is a semi-sovereign republic, under the umbrella of the United States 

Federal government. States have several rights and responsibilities such as holding elections, creating 

local governments, ratifying constitutional amendments and regulating intrastate commerce. Each state 

has its own constitution and government consisting of three branches: executive, legislative and judicial. 

Each states’ executive branch is headed by a governor (whereas Washington D.C. is headed by a 

mayor).  

These executives have several responsibilities and powers, including formal and informal 

powers (Bernick, 1979), which constitute plausible mechanism through which governors and their 

administrations can affect state GDP growth. Scholars distinguish up to fourteen different forms of 

power wielded by governors. (Bernick, 1979; Beyle, 1968; Dometrius, 1987). Theses powers can vary 

widely between states indeed according to some measures the least powerful governors may have half, 

or even a third of the powers of the most powerful governors (Beyle, 1968; Dometrius, 1987). Some of 

the key powers of governors are the ability to control the state budget, to appoint many officials 

including state judges, and to veto legislation, including vetoing line items. Thus, governors can, to 

varying degrees, control which activities receive funds, the political leanings of state agencies, and the 

direction of legislation, all of which can affect the social and economic wellbeing of a state. 

The factors outline above, and others, make the US context attractive for research because the 

context is highly controlled. A controlled environment is the key which enables a rigorous analysis to 

isolate, and accurately quantify an effect, and therefore answer a research question.  There are three 

important factors that make our context highly controlled. First, real state GDP is an objective, reliably 

observed, and easily comparable quantity across states. Real GDP measures the inflation adjusted 
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monetary value of all final goods and services produced in a specific place, within a specific time period. 

Real GDP growth measures the change in real GDP over time. It is a broad, well established and reliable 

indicator of economic performance. Furthermore, it is computed according to a standard methodology 

making it reproducible by independent parties, and close to impossible to manipulate (in particular by 

the ruling administration). Second, every state is similar in its structure and organization, and has the 

same legal relationship to the federal government. For example, the power ceded to the states by the 

federal government is identical in each state. Moreover, each state is subject to the same federal laws 

and economic policies, especially monetary policy (e.g., interest rates, or other policies specified by the 

Federal Reserve). Third, each state hold gubernatorial elections at fixed intervals, usually four, making 

changes in leadership occur on an exogenous schedule; that is, the election trigger is not determined by 

the performance of the governor (unless there has been impeachment, which is very infrequent; for the 

timeframe of our study only two Governors have been impeached in 1988 and 2009—Arizona and 

Illinois respectively)7. All the above reasons suggest that this highly standardized context is ideal for a 

robust scientific test into the effect of leadership. 

Given the extant CEO performance and leader succession literature, and the effects quantified 

therein we develop the following hypothesis. 

Hypothesis: The “Governorship effect”, the share of variance in GDP growth attributable to 

state government successions, will be non-zero. 

Methodology 

In this section we discuss the type of data we have collected, the context in which we will 

estimate a model and our modelling approach. For our study, we collected data on the district of 

Columbia and the 50 states and of the United States of America from 1963 to 2019. The earliest 

available state-level economic data is from 1963. We used various sources including the bureau of 

economic analysis, the US Census Bureau, and the bureau of labor statistics. Thus, we obtained the 

 
7See https://www.history.com/news/us-governors-impeached-convicted-left-office for a list of 

impeached governors.  

https://www.history.com/news/us-governors-impeached-convicted-left-office
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identity of each state governor, as well as real state GDP8 from 1963 to 2019, yielding 2895 unique 

observation of real GPD on 500 governors. In some cases, the governor left or was removed from office 

before the end of the term. In such cases, we had two governors governing during the same year. In 

these cases, we attributed the economic performance of entire year to the governor that was in power 

longest during that year: that is, if that governor governed for more than 6 months, we counted as if that 

governor governed the entire year. In one case, a governor left office at exactly the mid-year mark. In 

this case, we attributed governorship to the exiting governor, because we believed the exiting governor 

would have a stronger effect on the economy than the entering governor.  

The US context 

In the USA, as in other locations, random year-bound shocks like energy or raw material 

shortages, or other shocks, may affect GDP growth. It is impossible to model every year-dependent 

event that could affect GPD growth; thus, the failsafe solution is to use dummy variables to capture 

these fixed effects of time. Furthermore, although states have similar legal structures, they are rather 

idiosyncratic in terms of culture, laws, geography, demography, available natural resources, and as 

discussed above, the power afforded to the governor, which allows for the possibility of having strong 

between state variability in outcomes. For instance, one state may be highly hospitable to technology 

companies due to its legislations, while another may contain large reserves of natural resources. These 

factors can naturally affect state GDP growth, and as such need to be modelled. We account for these 

idiosyncratic factors using a state random effect. 

In addition, each state holds elections at regular intervals to elect a governor. Governors serve 

as chief executive officers of each of the fifty states and have considerable, yet moderated, practical 

powers. As such, governors can have a real effect, via policy or otherwise, on the economic health and 

wellbeing of a state. As such, we model a time-indexed governor random effect, which is also the 

variable of interest in our study. Finally, state GDP growth is also subject to various trends. For example, 

were a new high growth organization to settle in a state, it would contribute to the growth of that state 

 
8 Real GDP shows the Gross Domestic Product in constant terms, adjusted for inflation. Our data is 

measured in 2010 dollars. 
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for a significant amount of time. To account for these trends, we model a state, governor and time 

indexed autocorrelated error term.  

Modelling Approach 

The model we estimate, with our own custom likelihood function in R, includes both Governor 

and State effects, and a within-state autocorrelated error structure. This model consists of yearly 

observations (Level 1) nested in Governors (level 2), nested in States (level 3), using State real GDP 

growth as the dependent variable. In our analysis, we mean-center the data by year (Certo, Withers, & 

Semadeni, 2017; Wooldridge, 2013, pp. 484-486), which is equivalent to including year dummies, 

allowing us to control for macroeconomic trends. Following recommendations from the methodological 

literature (Bliese & Ployhart, 2002; Short et al., 2006), we specify a within state autocorrelated error 

term. The autocorrelation allows the model to account for an evolving state-level context and to 

disentangle the governor effect from these persistent state effects, which would otherwise be perfectly 

correlated. Because common statistical software (e,g. Stata) allows only autocorrelated errors in the 

lowest level groups (i.e., at the Governor level) we built a custom maximum likelihood estimator in R 

using the maxLik package (Henningsen & Toomet, 2011) to allow state-level autocorrelated errors. We 

obtained starting values for our custom estimator using Stata’s mixed command. In addition, we used 

Stata’s mixed command to validate our custom estimator by estimating a simpler version of our model 

in Stata and comparing the results, which were identical. The regression equation we estimate is 

displayed in Equation 5 

Equation 5 

Regression equation estimated by our model 

∆𝐺𝐷𝑃𝑠𝑡𝑔 = 𝛽0 + ∑𝛽1 𝑡𝑌𝑒𝑎𝑟𝑡⏟            
𝑓𝑖𝑥𝑒𝑑 𝑝𝑎𝑟𝑡

+ 𝑢𝑠 + 𝑢𝑠𝑔  + 𝑢𝑠𝑔𝑡⏟          
𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑎𝑟𝑡

 

s = state / t = year / g = governor 

We specify that GDP growth in a particular state, at a particular time, and under the leadership 

of a particular governor, depends on fixed and random part. 𝛽0 + ∑𝛽1 𝑡𝑌𝑒𝑎𝑟𝑡 corresponds to the fixed 
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part of our model where 𝛽0 is the grand intercept and ∑𝛽1 𝑡𝑌𝑒𝑎𝑟𝑡 time indexed dummy variables. The 

random part of our model consists of the sum of three sources of variance: 𝑢𝑠 a state indexed random 

intercept, 𝑢𝑠𝑔 a state and governor indexed random intercept (i.e, the “Governor Effect”), and 𝑢𝑠𝑔𝑡 a 

state, governor, and time indexed autocorrelated error term. The random part of the model can be 

defined as the sum of three matrices, seen in Equation 6. In fact, Equation 6 is the equation we estimate 

with our custom likelihood function, after having accounted for the fixed part of the model. 

Equation 6 

Equivalent variance-covariance matrices of the random part of Equation 5 

𝚺𝒖 =  [
𝜎𝑠
2 ⋯ 𝜎𝑠

2

⋮ ⋱ ⋮
𝜎𝑠
2 ⋯ 𝜎𝑠

2
]

⏟        
𝑠𝑡𝑎𝑡𝑒 𝑒𝑓𝑓𝑒𝑐𝑡

+

[
 
 
 
 
 
 
 
 
 
𝜎𝑠𝑔
2 ⋯ 𝜎𝑠𝑔

2

⋮ ⋱ ⋮
𝜎𝑠𝑔
2 ⋯ 𝜎𝑠𝑔

2

𝜎𝑠𝑔
2 ⋯ 𝜎𝑠𝑔

2

⋮ ⋱ ⋮
𝜎𝑠𝑔
2 ⋯ 𝜎𝑠𝑔

2

𝜎𝑠𝑔
2 ⋯ 𝜎𝑠𝑔

2

⋮ ⋱ ⋮
𝜎𝑠𝑔
2 ⋯ 𝜎𝑠𝑔

2
]
 
 
 
 
 
 
 
 
 

⏟                              
𝐺𝑜𝑣𝑒𝑟𝑛𝑜𝑟 𝑒𝑓𝑓𝑒𝑐𝑡

+

[
 
 
 
 
𝜎𝑠𝑔𝑡
2 𝜌𝐴𝑅1𝜎𝑠𝑔𝑡

2 ⋯ 𝜌𝐴𝑅1
𝑛 𝜎𝑠𝑔𝑡

2

𝜌𝐴𝑅1𝜎𝑠𝑔𝑡
2 𝜎𝑠𝑔𝑡

2 … 𝜌𝐴𝑅1
𝑛−1𝜎𝑠𝑔𝑡

2

⋮ ⋮ ⋱ ⋮
𝜌𝐴𝑅1
𝑛 𝜎𝑠𝑔𝑡

2 𝜌𝐴𝑅1
𝑛−1𝜎𝑠𝑔𝑡

2 ⋯ 𝜎𝑠𝑔𝑡
2

]
 
 
 
 

⏟                        
𝑎𝑢𝑡𝑜𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑒𝑑 𝑒𝑟𝑟𝑜𝑟 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

 

s = state / t = year / g = governor 

The first matrix contains the variance component due to the state-level random intercept 𝑢𝑠. 

Because 𝑢𝑠 is a state-level random intercept it is constant within a state, but varies between states. It is 

therefore perfectly correlated over repeated observations of the state. The second matrix in Equation 6 

contains a block diagonal, which represents the fact that the governor effect 𝑢𝑠𝑔 is independent between 

governor tenures, but constant and perfectly correlated within the same governor. The last matrix 

contains the error variance 𝑢𝑠𝑔𝑡 with first order autoregression (AR1). Whereas the first two matrices 

were defined by one 𝜎 random effect parameter, the error variance matrix is defined by two parameters, 

the error variance 𝜎𝑠𝑔𝑡
2  and the autoregressive parameter 𝜌𝐴𝑅1. Each matrix can be estimated separately. 

Results 

Our analysis was conducted in two steps. First, we estimated the fixed part of  
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Equation 5 in Stata, before estimating the random part in R using our custom likelihood 

function. We began by year centering our data to account for the fixed effects of time: We regressed 

GDP growth on our year indicator variable, and took the predicted values. This procedure removes any 

variation due to macro-economic trends: indeed, using this procedure, time explains 0.47 of the variance 

in GDP. We use the predicted values for the rest of our analysis and the results can be seen in Table 9. 

Our analysis shows that state random effects account for 0.77% of the variation in state GDP growth. 

The state effect reflects how much states differ from the country average across all governors and time 

periods. The governorship random effect, the “leadership effect,” accounts for 2.36% of variation in 

state GDP growth supporting our hypothesis. The governor effect reflects how much states differ from 

the country average while under the leadership of a specific governor and his or her administration. The 

error variance accounts for 49.88% of variation in state GDP growth. Finally, the first order 

autocorrelation is 0.29. Again, it is important to recall that we have removed time effects from this 

specification (which do account for a hefty amount of the variation).  

[Insert Table 9 about here] 

Discussion 

In this section we discuss the results of our analysis, explain what they mean, and contrast them 

with other leadership literatures. We also explore the exogeneity of leadership transitions and tentatively 

propose that the leadership effect quantified herein can be considered causal.  

On the effects we have quantified and their meaning 

In our study, we have examined time, states, and governors as sources of variation in GDP 

growth. In Equation 5, we show that the random part of our model is represented by 𝒖𝒔 + 𝒖𝒔𝒈  + 𝒖𝒔𝒈𝒕, 

the state, and governor random effects, and the error variance respectively. Each of these u terms are 

point estimates of variance, however before estimating these we estimate the fixed effect of time on 

GDP growth. We show that 47% of the variation in state GDP can be attributed to the passage of time, 

which is unsurprising. Indeed, each successive year brings with it changes in a states’ capability to 

grow. Perhaps world demand for products and serviced increase due to information one year, or perhaps 
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OPEC cut oil production, which lead to spikes in petrol prices (which may benefit some oil producing 

states though be costly for other states). Whatever the case may be, and how these shocks affect 

particular states is irrelevant to our specification give that we remove this source of variation from our 

GDP growth variable and hence focus on the random part of Equation 5.  

The State effect, 𝑢𝑠, is state specific. It represents the difference between the average GDP 

growth of state s and the average GDP growth of the nation. This means that over the 56-year period 

covered by our study, states differ from the country average by 0.77%, which is the effect we have 

estimated. This difference could be due to various idiosyncratic state factors. For instance, some state 

may contain extremely fertile soil, while others may contain large reserves of natural resources, and 

both could generate surplus growth. This average difference of 0.77% can be seen visually in Figure 4, 

where we have plotted real state GDP per capita from 1963 to 2019. We have also plotted real national 

GDP per capita, which is represented by a black, dashed, bold line. In this figure, we can see that state 

growth does not differ much from national growth9. This result is to be expected, because the states are 

united in a federal republic, which redistributes resources to those state which may need economic 

stimulation. Indeed, economic surplus from highly urban states can be used to subsidize farming and 

agriculture in more rural states, which enables these states to have higher growth than otherwise 

possible, and “keep up” with the national average. 

[Insert Figure 4 about here] 

The Governorship effect, 𝑢𝑠𝑔, represents the difference between the average GDP growth of 

state s under the leadership of governor g and his or her administration, and the average GDP growth 

of that state s. This measure captures any type of growth-affecting policy implemented during the tenure 

of a governor and his or her administration. If the growth due to this policy extends beyond the tenure 

of a governor, then it is captured by the error variance, which we interpret below. The governorship 

effect also captures organizations’ future policy expectations. Indeed, organizations may choose to 

make investments shortly after the election of a new governor because they expect the policies 

implemented under this administration’s leadership to be conducive to growth. We find a governor 

 
9 We can see that the District of Columbia, in brown, constitutes one notable exception.  
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effect of 2.36% which means that averaged across all governor tenures, governors and their 

administrations make state GDP growth deviate by 2.36% from the average state growth across all time 

periods.  

The fact that governors and their administrations have such a pronounced effect on GDP 

growth, relative to the state effect, is remarkable because the United States government is specifically 

constituted to limit the power of elected officials. Indeed, the USA has a federalist system which 

distributes powers across the federal and state levels, and powers not delegated to the federal 

government or explicitly denied to the states are reserved to the states (U.S. Const. amend X.). Further, 

the USA has a tripartite system at the federal and state level, which separates the legislative, executive, 

and judicial branches of power granting each branch independent powers and responsibilities. The 

legislative branch, composed of an Upper and Lower house10, has the sole power to create law, the 

executive branch governs and enforces law, and the judicial branch interprets law. These separations 

guarantee a system of checks and balances and prevents abuses of power. In addition to the federalist 

and tripartite systems, state officials must be elected which puts hopeful candidates in a competition for 

votes and thus imposes constraints on political vision through the median voter theorem (Downs, 1957). 

If elected, officials continue to face constraints on their power by other elected members which may 

have opposing viewpoints. Given all these constraints on governors, it is remarkable that we find 

support for our hypothesis and an effect as large as 2.36%.  

The final random effect, accounting for both random year-to-year noise and changing state-

level effect is the error variance with first-order autocorrelation, which amounts to 49.88% of the 

variation in state GDP growth. The error variance may seem large at first glance. However, we argue 

that this result is expected because the random part of our model consists of only two variables. Because 

we remove all year bound shocks affecting growth by year centering, the error variance does not contain 

any variation that would be shared by all observations such as reductions in growth due to supply-

shocks. The error variance then captures every other longer-term trend which is not explained by the 

state or governor effects. For example, lingering economic effects due to supply shocks, such as 

 
10 All states except Nebraska have a bicameral legislature 
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bankruptcies which affect a state’s economy, are captured by the error variance. Other trends such as 

increases in productivity due to greater computing power, more efficient communication and 

collaboration, and effective state-level economic policies are also captured by the error variance. 

 ecause so much of economic growth depends on these trends, which are outside of any leader’s 

control, and orthogonal to state-specific resources, it is unsurprising for the error variance to account 

for 49.88% of the variation in GDP growth. Furthermore, we estimate a first-order autocorrelation of 

0.29 indicating that the longer-term state-level economic trends - due to the administration’s policies 

for example - correlate by 0.29 year-to-year. This shows that the performance trends at the state level 

are quite low, which could indicate that these performance trends are short lived, or that state-level 

performance shocks have effects far in the future, and are not captured by a one-year autocorrelation. 

On the exogeneity of Leadership Change and the causality of our estimate 

In this section, we argue that our study occurs within a highly controlled setting, allowing us to 

accurately isolate and quantify a causal governor effect. The most straightforward way of capturing a 

causal effect is to use an estimation procedure when the focal independent variable is exogenous. When 

regressing a dependent variable on an endogenous independent variable, the estimated coefficient will 

contain bias (Antonakis, Bendahan, Jacquart, & Lalive, 2010; Wooldridge, 2013 Chapter 2). There are 

multiple threats to a variables’ exogeneity, however these threats usually materialize when there is a 

relationship between an independent variable and the error term.  

In the CEO performance literature, CEO successions are not exogenous because they are 

generally contingent upon poor performance. Election cycles on the other hand, are an exogenous 

source of variation because they occur on a fixed, unchanging schedule. Most states also have term 

limits, which limits the time governors can stay in power even when performance is high. Additionally, 

governors usually complete their term duration in full, even when performance is low.  

It is a common belief that economic conditions affect the outcomes of elections. However, this 

belief is only equivocally supported by the empirical data. Indeed, some studies do find that economic 

conditions affect electoral outcomes (Chubb, 1988; Fair, 1978; Happy, 1986; Kramer, 1971; Levernier, 
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1992; Rees, Kaufman, Eldersveld, & Freidel, 1962; Tufte, 1975), however many do not support this 

finding (Adams & Kenny, 1989; Arcelus & Meltzer, 1975; Erikson, 1990; Peltzman, 1987; Stigler, 

1973). Four studies focus specifically on gubernatorial elections (Adams & Kenny, 1989; Chubb, 1988; 

Levernier, 1992; Peltzman, 1987); these show that neither the growth of state per capita personal 

income, nor the difference between state and federal per capita income growth significantly affect 

gubernatorial election outcomes. Adams and Kenny (1989) find similar results. However, Chubb  

(1988) finds that federal, and state per capita income growth both positively affect gubernatorial election 

outcomes. He also finds that national economic conditions have a stronger impact than state economic 

conditions. Finally, Levernier (1992) finds that per capita income growth has only a weak effect on 

election outcomes. Taken together, these studies suggest that in our context, changes in leadership may 

not be linked to performance. In fact, some suggest that voters do not view governors as being able to 

noticeably influence a state’s economy, and do not hold them responsible nor accountable for state 

economic conditions (Levernier, 1992; Stein, 1990). Voters therefore evaluate gubernatorial candidates 

on non-economic positions suggesting that governor succession is at least exogenous with respect to 

performance.  

Furthermore, states usually vote “red” or “blue”. Indeed, in our dataset we can see that 9 out of 

50 states see a change in party leadership in more than 50% of elections held. Furthermore, most states 

are either republican or democrat dominated. In Table 10, we can see, in those cells that are not 

highlighted11, that 16 out of 50 states elect democrats or republicans about 50% of the time. The data 

contained in Table 10 therefore provide additional evidence that the choice of governor may be 

unrelated to performance. Indeed, key policy proposals are usually similar between members of the 

same political party. 

[Insert Table 10 about here] 

In addition, the link between candidate competencies and organizational needs, when compared 

to CEO successions, is less clear. Indeed, the entrant CEO is generally hand-picked in response to the 

 
11 We have highlighted the cells where either democrats or republicans govern more than 55% of the time. 
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organizational context whereby the CEOs competencies will fit the needs of the target firm. When it 

comes to governor successions, most states have party primaries (except for California, Louisiana and 

Washington). Thus, voters are faced with two choices – from both parties – who have been selected 

from a larger pool of candidates. Furthermore, although the focus of social issues may be different, both 

political candidates generally promise to tackle the same economic issues - such low wages for the 

working class - regardless of their party. The difference lies then not in the economic issue that is 

identified, but in the means to tackle it: some promise that wage will rise after tax cuts, and others after 

tax increases. This process means that voters are faced with a choice that is closer to random because 

which tactics will be effective at the time of voting are unclear.  

The final key element allowing us to accurately isolate and quantify the leadership effect is the 

highly controlled context within which our study takes place. Indeed, as discussed above, state GDP 

growth is a standardized, objective and publicly available measure and is comparable across states and 

states are similar in their structure and organization. Together, this makes our context a robust candidate 

to isolate and accurately quantify the causal effect of leadership on economic performance.   

On the accuracy of our estimate: its magnitude compared to other studies 

In this section, we compare the leadership effects of our study with those from the CEO 

performance and national leadership literatures. Leadership can occur at multiple levels, and with 

varying amounts of power. Thus, comparing these effects could be considered apples-to-oranges 

comparisons. Nevertheless, and despite the endogenous nature of CEO successions, it may be 

informative to compare our estimates to those of other literatures.  

Compared to governors and national leaders, CEOs may have the most latitude to affect 

organizational performance. Indeed, CEOs can simultaneously create, enforce, and interpret whether 

organizational rules are broken, thus they have access to all three “branches of power” and are relatively 

unconstrained. The most recent study of CEO effects, which integrates the newest methodological 

developments, estimates the CEO effect at 11.5% (Rönkkö et al., 2018). We propose that a governor 

effect of 2.36% is realistic in contrast to a CEO effect of 11.5%, because the power CEOs wield is 
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greater than that wielded by governors, and most CEO effect studies contain positive bias. Interestingly, 

Rönkkö et al. (2018) find that the firm effect accounts for 21.8% of the variation in performance, 

whereas we find a state effect of 0.77% which may indicate that idiosyncratic organizational factors, 

such as culture, play a larger role in smaller institutions. Alternatively, this discrepancy may provide 

evidence for the power of the federal government to erase most organizational differences via 

redistribution. 

Furthermore, we argue that, while national leaders may have more power than governors to 

affect average national economic growth, governors may have more power than national leader to affect 

the economic growth of any particular state. Indeed, as briefly discussed above, governors in the United 

States have more power than their national leader to affect the economic policies of their particular 

state. Indeed, in addition to the President, many governmental agencies such as central banks, and 

institutions such as Congress, play a large role in organizational performance. In addition, national 

leaders must govern larger bodies than governors, which may dilute performance effects. This 

hypothesis seems to be corroborated by Jones and Olken (2005), who find no effect of national leader 

succession on GDP growth in democratic countries. We therefore find it realistic that our gubernatorial 

estimates are non-zero. Taking these considerations into account, our study provides strong evidence 

for the importance of leadership on organizational performance. 

Conclusion 

In this research we have sought to settle the decades old debate on the causal attribution of 

leadership. We have provided strong evidence that leaders and their administrations do matter for 

economic growth by estimating this effect in a novel, highly controlled and comparable context: a 

sample of US governors from 50 US states and Washington DC from 1963 to 2019. We have shown 

that governors and their administrations are responsible for 2.36% of the variation in state GDP growth, 

despite multiple constraints on their power. To estimate this effect, we have used state of the art methods 

and integrate the latest methodological learnings to decompose the variance explained by changes in 

leadership.  
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Following our findings, and an extensive leadership literature we claim that leaders do matter 

for performance. Furthermore, against a bleak backdrop of a changing climate, mounting national debt, 

widening inequalities, and a worldwide pandemic, leaders have perhaps never mattered as much as now. 

The challenges our societies’ are facing have never been greater, and are increasing in magnitude. 

Leadership scholars can play a role in this crisis by moving on from whether leaders matter on average, 

to determining why they matter and when they matter. In this way, we can empower leaders with sharper 

behavioral tools for increasingly effective policy. Indeed, we propose that future research determine the 

specific leader behaviors that enable and promote performance, and the conditions where those 

behaviors matter more or matter less.  
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Figures 

Figure 4 

Plot of state real GDP per capita from 1963 to 2019, with national GDP per capita in black, 

bold and dashed. 
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Tables 

Table 9  

Mixed effects regression of state GDP growth (after accounting for macroeconomic trends) 

 Model estimates Percentage of variance 

Fixed Effects   

Intercept 1.0700000 

(0.0048100) 

 

Random Effects   

State 0.000008692  

(0.0000031588) 

0.77% 

Governor 0.000026765  

(0.000005989) 

2.36% 

Error variance 0.0005671  

(0.000009646) 

49.88% 

AR1 (within state) 0.29900000 

(0.02090000) 

 

Log likelihood 5775.70800000  

Note: AR1 is in correlation metric.  
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Table 10 

Frequency with which a democrat or republican governor is in power, and frequency of 

switches in governing party relative to number of elections held in that state. 

State Democrat Republican Other Party 

Switches 

Number of 

elections 

Frequency of party 

switch 

Alabama 52.63% 47.37% - 5 15 33.30% 

Alaska 42.11% 40.35% 17.55% 10 14 71.40% 

Arizona 40.35% 59.65% - 8 16 50.00% 

Arkansas 63.16% 36.84% - 7 21 33.30% 

California 45.61% 54.39 - 6 15 40.00% 

Colorado 64.91% 35.09% - 3 15 20.00% 

Connecticut 57.89% 35.09% 7.02% 5 15 33.30% 

Delaware 64.91% 35.09% - 4 14 28.60% 

Florida 49.12% 50.88% - 5 15 33.30% 

Georgia 70.18% 29.82% - 1 15 6.70% 

Hawaii 85.96% 14.04% - 2 14 14.30% 

Idaho 42.11% 57.89% - 2 15 13.30% 

Illinois 40.35% 59.65% - 6 15 40.00% 

Indiana 38.60% 61.40% - 3 14 21.40% 

Iowa 31.58% 68.42% - 3 18 16.70% 

Kansas 50.88% 49.12% - 9 18 50.00% 

Kentucky 78.95% 21.05% - 5 15 33.30% 

Louisiana 57.89% 35.09% 7.02% 8 14 57.10% 

Maine 43.86% 35.09% 21.05% 8 15 53.30% 

Maryland 80.70% 19.30% - 5 15 33.30% 

Massachusetts 45.61% 54.39% - 5 16 31.30% 

Michigan 29.82% 70.18% - 5 16 31.30% 

Minnesota 15.79% 42.11% 42.11% 8 15 53.30% 

Mississippi 57.89% 42.11% - 3 14 21.40% 

Missouri 59.65% 40.35% - 7 14 50.00% 

Montana 61.40% 38.60% - 3 14 21.40% 

Nebraska 42.11% 57.89% - 7 16 43.80% 

Nevada 50.88% 49.12% - 6 15 40.00% 

New Hampshire 49.12% 50.88% - 7 29 24.10% 

New Jersey 50.88% 49.12% - 8 14 57.10% 

New Mexico 57.89% 42.12% - 8 17 47.10% 

New York 57.89% 42.11% - 3 15 20.00% 

North Carolina 71.93% 28.07% - 6 14 42.90% 

North Dakota 45.61% 54.39% - 3 15 20.00% 

Ohio 28.07% 71.93% - 6 15 40.00% 

Oklahoma 49.12% 50.88% - 6 15 40.00% 

Oregon 64.91% 35.09% - 3 15 20.00% 

Pennsylvania 50.88% 49.12% - 7 15 46.70% 

Rhodes Island 50.88% 49.12% - 5 23 21.70% 

South Carolina 42.11% 57.89% - 5 15 33.30% 

South Dakota 14.04% 85.96% - 2 18 11.10% 

Tennessee 49.12% 50.88% - 7 15 46.70% 

Texas 42.11% 57.89% - 5 18 27.80% 

Utah 35.09% 64.91% - 2 14 14.30% 

Vermont 57.89% 42.11% - 9 29 31.00% 

Virginia 57.89% 42.11% - 6 14 42.90% 

Washington 71.93% 28.07% - 4 14 28.60% 

Washington D.C. 100% - - 0 12 0.00% 

West Virginia 66.67% 33.33% - 7 14 50.00% 

Wisconsin 40.35% 59.65% - 8 17 47.10% 

Wyoming 49.12% 50.88% - 4 15 26.70% 

MEANS 52.12 46.01 1.87 - - 33.55%a 

Notes: The mean of the frequency of party switches is significantly less than 50%. 95% CI [0.29;0.38] 
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Chapter 3: A Frankensteinian patchwork: a co-citation network analysis and 

critique of management articles from 1940 to 2022 

Tyler R. Kleinbauer – University of Lausanne 

Abstract  

Isaac Newton once said: “If I have seen further, it is by standing on the shoulders of Giants”. 

The idea that knowledge advances by building on the foundations laid by the ancients is not new. 

Building upon the shoulders of these giants requires an awareness of the newest theoretical and 

empirical developments in our field. In addition, the shoulders of these giants must be sturdy: our 

theories must be valid, and empirically testable (Rudner, 1966, p. 10) and our empirical tests must be 

capable of assessing causality (Antonakis, Bendahan, Jacquart, & Lalive, 2010). In this article, I conduct 

a co-citation analysis on all articles published in the top 50th percentile core-management journals from 

1940 to 2022. This analysis allows me to summarize the development of the management literature, 

identify the major themes that constitute it, as well as the 20 publications that most influenced the field. 

I use these results to critically assess two of the most influential articles, which are representative of the 

broader literature, focusing on problems related to theory building and theory testing. I show that, 

despite being highly influential, these works contain circular theorizing and endogenous explanatory 

variables barring precise causal conclusions and hindering their ability to advance our knowledge of 

management phenomena. In all, the results of this analysis call for increased rigor in our efforts to both 

build and test theories. 

  



78 

 

Chapter 3: A Frankensteinian patchwork: a co-citation network analysis and 

critique of management articles from 1940 to 2022 

Tyler R. Kleinbauer – University of Lausanne 

Introduction 

“If I have seen further, it is by standing on the shoulders of Giants”  

– Isaac Newton 

The idea that knowledge advances by building on the foundations laid by the ancients is not 

new, and stretches back at least until the 12th century when Bernard of Chartres said: nanos gigantum 

humeris insidentes, or “Dwarves mounted on the shoulders of giants”. This idea has become trite and 

even serves as the tagline for Google Scholar. Nevertheless, it remains at the core of the scientific 

enterprise: we cite others to build on the work of those who came before us. Standing on the shoulders 

of giants means building upon the cutting-edge, which requires an awareness of the newest theoretical 

and empirical developments in our fields. The field of management has grown immensely in recent 

years (see Figure 5) and reading summaries has become a useful way of keeping up. Indeed, 11’071 

articles were published between the years 2018 and 2020 in the top core-management journals, 

compared to 437 between 1940 and 1942.  

[Insert Figure 5 about here] 

Narrative reviews and meta-analyses are useful qualitative and quantitative ways of centralizing 

and summarizing current knowledge. However, those methods focus on specific topics. As of now, 

there are no broad, systematic, and objective reviews of the field as a whole, and its evolution over time. 

A useful way of visualizing the entire field, and its evolution, is a co-citation network analysis. A co-

citation analysis (McCain, 1990) uses co-citation counts to construct measures of similarity between 

documents, authors, or journals. Co-citation is defined as the frequency with which two units are cited 

together (Small, 1973). Importantly, the assumption behind a co-citation analysis is that the more two 

items are cited together, the more likely it is that their content is related (Zupic & Čater, 2015). Co-
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citation analysis can then be enhanced with network visualization. The benefit of using co-citation 

analysis is that it reveals both the most influential publications, and thematic clusters allowing to 

uncover seminal publications and knowledge foundations of a field or research program (Donthu, 

Kumar, Mukherjee, Pandey, & Lim, 2021). When examined over time, co-citation networks can help 

detect paradigm shifts (Kuhn, 1970), and changes in schools of thought, shedding light on the major 

themes underpinning the intellectual structure and development of a field (Donthu et al., 2021; 

Pasadeos, Phelps, & Kim, 1998).   

Co-citation analysis thus groups cited references into thematic clusters. These clusters are the 

giants whose shoulders we wish to stand on. To stand, however, the shoulders of these giants must be 

sturdy: our theories must be valid, and empirically testable (Rudner, 1966, p. 10) and our empirical tests 

must be capable of assessing causality (Antonakis et al., 2010). Yet, some argue that many 

organizational-level theories are so vague they can never be empirically tested (Bacharach, 1989). 

Others argue that, because of current publication pressures, authors generate theory for theories’ sake, 

which may then be inconsistent and of questionable validity (Aguinis & Vandenberg, 2014; Antonakis, 

2017; Ferris, Hochwarter, & Buckley, 2012; Tourish, 2020; Van de Ven, 1989). Consequently, our 

theories grow in a disjunct, ad-hoc and unsystematic manner hindering the very way science and 

understanding progress (Antonakis, 2017). 

 However, a good theory is valuable because it can provide “revelatory insight” (Corley & 

Gioia, 2011), which allows us to: “see profoundly, imaginatively, unconventionally into phenomena we 

thought we understood” (Mintzberg, 2005, p. 361). Claims of inconsistent and invalid theories seem to 

be borne out by the facts because most theoretical statements are never empirically tested (Edwards, 

2010; Edwards, Berry, & Kay, 2014; Kacmar & Whitfield, 2000). Furthermore, those rare theoretical 

propositions that do get empirically tested often contain endogeneity (Antonakis, Bastardoz, & Rönkkö, 

2021; Fischer, Dietz, & Antonakis, 2017; Hamilton & Nickerson, 2003), which biases estimates and 

hinders causal interpretability (Antonakis et al., 2010). The consequence of poor theorizing on the one 

hand, and lack of and/or faulty empirical testing on the other is lack of replicability, lack of impact in 
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terms of influencing policy, and ultimately a potential drying up of resources dedicated to researching 

management phenomena. 

Because of the need for a broad, systematic, and objective review of our field, both in terms of 

its structure and evolution, I performed a co-citation analysis and network visualization of the field of 

management from 1940 to 2022. To understand the forces that shaped this literature, I used this analysis 

to identify the most influential research themes in each period, and the contribution of different 

disciplines like economics and psychology to management research. Furthermore, because management 

is in dire need of valid, empirically testable theory (Aguinis & Cronin, 2022; Cronin, Stouten, & van 

Knippenberg, 2021), and sound, causally interpretable empirical work (Antonakis et al., 2021; Fischer 

et al., 2017; Hamilton & Nickerson, 2003), I identified and summarized the 20 most influential works 

over the 1940-2022 period, and critically assess the theoretical and empirical soundness of two 

exemplars of the broader literature. Together, I believe my summary and critique can help identify 

where the field has been, and where it should go in the future to make new scientific advances.  

Literature Review 

In this section, I will provide a brief history of the development of the field of management, 

give a definition of management based on its historical purpose, discuss two modes of contribution to 

the scientific literature - theory building and theory testing – and provide a brief summary of desirable 

properties, and threats to the validity of both modes of contribution.  

History and definition of management 

Research in the social sciences has a long history. Disciplines and bodies of scholarly thought 

such as economics, psychology, and sociology originated in the late 18th and early 19th centuries 

(Agarwal & Hoetker, 2007) whereas management, as a discipline, is much younger and arose in the late 

19th century from a practical need for skilled business managers. Indeed, the first business school was 

founded in 1881 at the University of Pennsylvania by Joseph Wharton who thought "it would be sensible 

for young men to learn to do something useful in College and not merely how to conjugate Latin verbs 

or strum upon the mandolin” (Silk, 1964, p. 421). Mr. Wharton thought that American college education 
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was failing young Americans and sought to create a college that would fit those attending “for the actual 

duties of life”. His college would teach them of the necessity “of organizing under single leaders or 

employers great amounts of capital and great numbers of laborers and of maintaining discipline among 

the latter” such as to produce a class of men “ready to assume leadership and command in practical and 

civil affairs” (Silk, 1964, p. 422). The purpose of management education is thus to understand and 

master the functioning and command of organizations. From then on, the number of business schools 

increased rapidly, particularly in the post-World War II era, prompted in part by a growing demand for 

professional managers (Agarwal & Hoetker, 2007;  ennis & O’Toole, 2005). However, in an influential 

report published in 1959, Gordon and Howell noted that: "[The] business literature is not, in general, 

characterized by challenging hypotheses, well developed conceptual frameworks, the use of 

sophisticated research techniques, penetrating analysis, the use of evidence drawn from relevant 

underlying disciplines - or very significant conclusions (Gordon & Howell, 1959, p. 379). Following 

this critique, business schools sought to improve their rigor and by the end of the 20th century, many 

business schools began offering a curriculum of academic distinction ( ennis & O’Toole, 2005).  

Despite these efforts, significant progress remains to be made, both in terms of the theoretical, 

and empirical work conducted in our field. For example, Miner (1984) found that out of 32 reviewed 

theories, only 11 were rated high in scientific validity. 19 years later, Miner (2003) shows that out of 

73 reviewed management theories, only 25 were rated high in scientific validity. These studies show 

severe deficits in the quality of management theorizing. Similarly, several scholars show that a vast 

majority of theoretical propositions are never empirically tested (Edwards, 2010; Edwards et al., 2014; 

Kacmar & Whitfield, 2000). In terms of those propositions that are empirically tested, several scholars 

have found that about 80 to 90% of quantitative management articles contain at least one of the 7 threats 

to validity illustrated in Table 11, which biases the estimated coefficients and hinders causal 

interpretability (Antonakis, Bastardoz, Liu, & Schriesheim, 2014; Antonakis et al., 2021; Antonakis et 

al., 2010; Fischer et al., 2017). These threats to validity will be discussed in a lower section. Because 

scientific advances in management can be categorized either as theory building or theory testing 
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(Colquitt & Zapata-Phelan, 2007), which both rest on different modes of reasoning (Mantere & 

Ketokivi, 2013), I will discuss both in turn in the next section.  

Two approaches to advancing management research: theory building and theory testing 

Scholarly work can be divided into two broad approaches: theory building and theory testing 

(Colquitt & Zapata-Phelan, 2007). Each approach is undergirded by a different mode of reasoning. 

Consider the classic example by Peirce (1878):  

1. All the beans in this bag are white (The Rule) 

2. These beans are from this bag (The Explanation) 

3. These beans are white (The Observation) 

When building theory, scholars are interested in inferring the rule (1) from the explanation (2) 

and the observation (3), which is why some advocate for building theory from case studies (Eisenhardt, 

1989). Because theory building begins with the observation and an inductive approach, it is often 

associated with but is not limited to, qualitative research. When testing theory, scholars adopt a 

deductive approach whereby they deduce the observation (3) from the rule (1) and the explanation (2). 

Because of the many existing estimation techniques and statistical tests, which enable the quantification 

of relationships and the testing of hypotheses in a relatively objective way (see chapter 4 of Wooldridge, 

2013), quantitative approaches are particularly well suited to theory testing. Quantitative approaches, 

given a properly specified statistical model, allow researchers to tentatively reject the absence of a 

causal effect between two variables, which is a prerequisite for accurate and ethical policy 

recommendations (Antonakis et al., 2010). Another form of reasoning, abductive reasoning, also exists 

whereby the researcher infers the explanation (2) from the rule (1) and the observation (3) (Mantere & 

Ketokivi, 2013). This form of reasoning is useful when selecting which theoretical explanation fits the 

data best. Next, I delineate desirable properties of both theoretical and empirical work. 
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Desirable properties in theory building 

Theory is a statement of a set of falsifiable causal relations among concepts, including lawlike 

generalizations, within a set of boundary assumptions and constraints. The purpose of theory is to 

parsimoniously organize and clearly communicate these relations (Bacharach, 1989; Rudner, 1966, p. 

10; Whetten, 1989). In other words, theory is the answer to the question: “what is going on?” (Aguinis 

& Cronin, 2022). Therefore, theory goes beyond a mere description of raw data, typology, and metaphor 

(Bacharach, 1989), that is, in addition to explaining the “what”, a theory must explain the “when”, 

“how”, and most importantly the “why” (Whetten, 1989). In this way, theories can both explain why 

something has happened, but also predict if it will happen again (Aguinis & Cronin, 2022; Hunt, 1991, 

p. 149).  

Building on the work of many scholars (Bacharach, 1989; Hunt, 1991; McKelvey, 1997; Priem 

& Butler, 2001; Rudner, 1966; Whetten, 1989), three criteria can be used to evaluate whether a set of 

statements can be considered a scientific theory: these statements must be lawlike in that they (1) are 

generalized conditionals, (2) have empirical content, and (3) have nomic necessity. First, generalized 

conditionals are if/then statements, such as: if leaders display increased amounts of individualized 

consideration, then follower job satisfaction will increase. An if/then structure is necessary for a 

statement to qualify as a generalized conditional. Second, the empirical content criterion addresses the 

semantics and logic of a theory. It helps separate purely analytical statements from synthetic statements. 

Analytical statements, because of their either/or form, or because of the way the terms of the statement 

are defined do not necessitate empirical investigation to determine their veracity. For example, 

statements such as, “it is either raining or not raining”, or “outgoing individuals will score higher on 

extraversion” are true by definition. Synthetic statements, such as “as new employees are socialized in 

the organization, their performance will increase” can only be known to be true after investigation 

(Hunt, 1991). Third, nomic necessity is the criterion that demands that “the occurrence of some 

phenomenon must be associated with some other phenomenon; the relationship cannot be, simply, by 

chance” (Hunt, 1991, p. 111). Taken together, these three criteria, which by themselves are necessary 
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but not sufficient, allow the assessment of the validity of a set of statements. If all three criteria are 

satisfied, a set of statements can be considered scientifically valid. 

Desirable properties in theory testing 

Theory testing, the purpose of which is establishing causal relations between a set of variables, 

requires following the hypothetico-deductive model, whereby theoretical propositions are formulated 

into testable hypotheses (Bacharach, 1989). The researcher then attempts to falsify these hypotheses 

with observation (Sankey, 2013). Failing to falsify a hypothesis makes it accrue “money in the bank” 

or a “good track record” (Meehl, 1990). Our confidence in the truth of the causal relationship between 

the hypothesized variables should increase proportionally to the amount of “money in the bank” this 

relationship has accrued (Meehl, 1990). The gold standard for establishing causality is the experiment, 

particularly the randomized field experiment (Antonakis et al., 2010; Lonati, Quiroga, Zehnder, & 

Antonakis, 2018). However, conducting randomized field experiments may not always be feasible. 

Therefore, other methods, like instrumental variable estimation, also exist that permit the establishment 

of causal relationships in the absence of exogenous manipulation (Antonakis et al., 2010; Ketokivi & 

McIntosh, 2017).  

Consider two variables, x, and y. If the relation between x and y is due, in part, to other 

reasons, then x is endogenous (Antonakis et al., 2010; Ketokivi & McIntosh, 2017). Technically, in 

the context of OLS regression, endogeneity refers to the situation where an independent variable 

correlates with the structural error term in a model (Wooldridge, 2002, 2013). Failure to exogenously 

manipulate a variable or to implement the appropriate statistical method results in endogeneity. 

Antonakis et al. (2010) identified 7 categories of threats to the validity of quantitative analyses. These 

threats are reproduced in Table 11, If one of these threats is present, endogeneity bias becomes a 

concern.  

[Insert Table 11 about here] 

Endogeneity bias is severely problematic because it can bias regression coefficients upward, or 

downward and can even change their sign, hindering the causal interpretability of these estimates 
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(Antonakis et al., 2010; Ketokivi & McIntosh, 2017). In a later section, I will critique two highly 

influential scientific articles using the criteria discussed in the two previous sections. These articles are 

representative exemplars of the broader management literature. Before however, I will discuss the 

methods I have used to conduct a broad and objective co-citation analysis of the management literature.  

Methods 

Data selection 

A crucial part of my analysis was selecting a core set of documents to be analyzed. I wanted 

my analysis to identify seminal articles and research programs in the field of management, and how 

these evolved. The challenge was therefore to select a broad enough base of articles such that they are 

representative of the field and its evolution, while also limiting their scope to a manageable size. I, 

therefore, limited my analysis to articles published in the most influential core management journals, 

from 1940 to 202212 for three reasons. First, I assume that seminal articles have a higher probability of 

being published in a top journal. Second, I assume that seminal articles have a higher probability of 

being published in a generalist journal. Third, few management-centric journals existed before the 1950 

to 1960 period (see Table 11), indicating that management as a discipline was not fully developed yet. 

However, because co-citation analysis analyzes citation patterns, influential books and articles 

published outside of the selected journals, or selected periods would still be included in the analysis.  

To select journals that fit these criteria, I downloaded a list of all journals categorized as 

“management” on the Web Of Science SSCI, along with their respective 2020 impact factors. I then 

eliminated the bottom 50th percentile of management journals according to their impact factor, before 

manually inspecting the list to remove all non-core-management journals13. For example, I eliminated 

journals such as the Journal of Service Management, Tourism management, or MIS quarterly. The final 

list of journals that I used as a basis for downloading scientific articles can be seen in Table 12. 

 
12 The data were downloaded on the 23.03.2022. The exact search can be seen using the following link: 

https://www.webofscience.com/wos/woscc/summary/bda7b37c-0f94-4027-94c6-4b192df628e8-

2065f0ed/relevance/1. The time range must be adapted to those specified in Table 13 
13 Non-core-management journals are management journals dedicated to a specialist domain 

https://www.webofscience.com/wos/woscc/summary/bda7b37c-0f94-4027-94c6-4b192df628e8-2065f0ed/relevance/1
https://www.webofscience.com/wos/woscc/summary/bda7b37c-0f94-4027-94c6-4b192df628e8-2065f0ed/relevance/1
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[Insert Table 12 about here] 

After finalizing the list of source journals, I proceeded to search the Web Of Science Core 

Collection for all articles published in the journals listed in Table 12. I searched for all articles published 

in these journals from 1940 to 2022, separated in the time ranges listed in Table 13. I chose these time 

ranges for three main reasons. First, I wanted the width of these time ranges to reflect the speed at which 

science advanced, which I operationalized as the number of published scientific articles in a given 

period. In Table 13, we can see that, excluding the 2021-2022 period, the number of published articles 

oscillates between 5200 and 11’000. Second, because time also plays a role in the advancement of 

knowledge - ideas take time to assimilate - I wanted to avoid redundant analyses by creating too narrow 

time bins. Thus, I chose a minimum time bin of 3 years. Third, I wanted to avoid computational issues 

which arise when too many references are included in the co-citation network. The chosen time ranges 

allow us to see the evolution of research over time. I then downloaded the full citation and all cited 

references for each article. 

[Insert Table 13 about here] 

Data analysis strategy 

One of the key challenges was generating a co-citation map that accurately, yet parsimoniously 

represents the field over the chosen periods. Because I was interested in the main research paradigms, 

I chose to limit my analysis to approximately the top 1% most influential articles per period. I 

operationalized the influence of an article by its citation count which has certain drawbacks because 

citations are a noisy indicator of influence. To limit my analysis, I adjusted the minimum number of 

times a reference must be cited to be included in the co-citation map (see Table 13). The number, and 

nature of the clusters did not substantially change if I chose a higher or lower cutoff than the one 

displayed.  

I used the VOSViewer software to analyze the bibliometric data (Van Eck & Waltman, 2010). 

The software allows the direct upload of Web Of Science data. I used the software to perform a co-

citation analysis and a network visualization. Together, these analyses create a visual map allowing one 
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to easily see clusters of highly co-cited works. Sometimes, the Web Of Science data was incomplete, 

whereby in place of the reference name, [no title captured] was displayed. Because VOSviewer is unable 

to distinguish these cases from real references, I manually excluded [no title captured] from the analysis. 

After the identification of the co-citation network for each selected period, I downloaded the title and 

abstract for the five most highly cited articles for each cluster, yielding a list of 456 abstracts and titles, 

of which 225 were unique. I used these titles and abstracts to identify the major theme of each cluster. 

Clustering and mapping algorithms  

Three types of maps can be distinguished in bibliometric research: distance-based maps, graph-

based maps and time-based maps. VOSViewer creates distance-based maps, which are maps in which 

the distance between two items reflects the strength of the relation between the items. Several 

algorithms can be used to create such maps and VOSViewer uses the “visualization of similarities” (i.e., 

VOS) technique which has distinct advantages over other popular techniques (Van Eck, Waltman, 

Dekker, & Van Den Berg, 2010), and is a consistent approach borne out of the same underlying 

principles and assumptions (Waltman, Van Eck, & Noyons, 2010).  

VOSViewer constructs a map in three steps. First a similarity matrix is calculated based on the 

co-occurrence matrix. To obtain the similarity matrix, the co-occurrence matrix must be normalized by 

correcting the latter for differences in the total number of occurrences or co-occurrences of items. To 

do this it uses a similarity measure known as the association strength (Van Eck & Waltman, 2007; van 

Eck, Waltman, van den Berg, & Kaymak, 2006). Second, a map is constructed by applying the VOS 

mapping technique to the similarity matrix. This techniques constructs a map such that the distance 

between two items reflects their similarity: a small distance reflects high similarity, whereas a large 

distance reflects low similarity. The idea of the VOS mapping technique is to minimize the weighted 

sum of the squared Euclidean distances between all pairs of items. Third, the map is translated, rotated 

and reflected to ensure that the solution to the minimization problem of step two is globally optimal. 

For the mathematical details of the VOS technique see Van Eck and Waltman (2010) and Waltman et 

al. (2010). 
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Results of the Network Analysis 

In this analysis, I identified 92 clusters over the 16 time periods. The results of the analysis are 

presented in Table 14 and Table 15. Table 14 presents the results of the analysis from the years 1940 to 

1999 and Table 15 from the years 2000 to 2022. The tables display the major theme of each cluster, for 

each period, which I’ve identified using the five most highly cited articles for each cluster. Thus, I used 

456 abstracts and titles, of which 225 were unique to extract the extract and identify the major theme. 

The five most highly cited articles per cluster, per period, and the co-citation map can be seen in the 

appendix. To the right of the major theme, I have added the proportion of cited references attributed to 

each research area. This proportion indicates the activity of each major research theme in that period. 

For a list of the top five most cited articles per cluster, which were used to identify the major theme of 

each cluster, see Appendix 3. 

[Insert Table 14 about here] 

[Insert Table 15 about here] 

Contribution of disciplines to the selected references 

A researcher generally adopts a disciplinary perspective – psychological, sociological, or 

economic, when conducting research. To understand the evolution, and contribution of these various 

disciplinary perspectives to the chosen literature, I categorized the 225 unique references into 1 of 8 

categories: Mathematics, Anthropology, Sociology, Management, Economics, Psychology, Statistics, 

and Biology. These eight categories were selected inductively as I was parsing through the 225 

references. To categorize each reference, I used the definition of each discipline displayed in Table 16.  

[Insert Table 16 about here] 

[Insert Figure 6 about here] 

In Figure 6, we see that the three most dominant perspectives used to conduct research in our 

selected sample are Management, Psychology, and Sociology. We can see that between the years 1940 

to about 1990, psychology was the dominant perspective used to study management phenomena. 



89 

 

Nevertheless, management was already an influential perspective in the 1940s and is the dominant 

perspective in 2022. During the period between 1940 and 1970, sociology only had a weak influence 

on the selected sample. However, it became an important perspective from the 1980s onward, carried 

by influential work such as that of Pfeffer and Salancik (1978) and DiMaggio and Powell (1983). 

Economics became increasingly important, starting in 1975 with the work of Williamson (1975). Its 

importance continued to rise, peaking between 1991 and 1993 in particular because of the work of 

Amos Tversky and Daniel Kahneman birthing behavioral economics. Statistical and methodological 

work has been steadily influential from the 1940s to the present. Other perspectives such as 

mathematics, biology, and anthropology have had only a small influence on the field.  

Most influential articles 

In addition to the major themes and disciplinary perspective of the field, and their evolution, it 

is useful to study the most influential works too, to understand which ideas gripped the field. Indeed, 

these works were often seminal to new research programs. To understand in greater detail the articles 

with the most influence on the field, I tallied the number of times each of the 225 unique articles were 

in the top five most cited articles of one of the clusters, across the 16 time periods. The top 20 most 

important articles are displayed in Table 17. This analysis provides a more accurate assessment of the 

most influential article than simply looking at the number of times an article is cited. Indeed, an article 

can have an outsized influence on a smaller research area, while garnering fewer citations than less 

influential articles in more highly active research areas. Furthermore, using raw citations as a measure 

of influence favors older articles. As a general tendency, we can see that most of the highly influential 

management articles were published between 1970 and 1990.  

[Insert Table 17 about here] 

Discussion 

Trends and research programs 

As discussed in the introduction, the management literature has been increasing non-linearly 

(see Figure 5). This fact is explained by at least two factors: (a) by a growth of the scientific community, 
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or (b) by a growth of interest in the field. Although this research does not provide evidence for (a), I 

argue that the multidisciplinary nature of management provides evidence for (b). In total, I’ve identified 

8 different disciplinary perspectives that were used for research.  

From 1940 to 1970 

Figure 6 shows that, until the mid-to-late 80s, psychology was the dominant perspective 

employed to study management phenomena. This result is unsurprising because most of the earliest 

scientific journals that published management research were psychologically oriented. Indeed, before 

1954, the four outlets for management were the Journal of Applied Psychology, Harvard Business 

Review, Human Relations, and Personnel Psychology. In 1954, Management Science entered print, 

followed by Administrative Science Quarterly in 1956, and Academy Management Journal in 1958. 

From 1958 onwards, most new journals seem to become more management-focused (see Table 12). 

This gradual shift away from psychology as the dominant perspective, towards management, may 

reflect the fact that management, as its own discipline, became truly legitimate in the 1950-1960 period.  

In terms of the topics that were studied during the 1940 to 1960 period, most research can be 

classified into two categories: either researchers were interested in the correlates, psychological or 

otherwise, that are associated with worker productivity, or they were interested in creating measurement 

instruments and diagnostic tools to better increase person-job fit. For instance, some of the work in 

clusters 1 and 9 of this period fit into the first category because it deals with overcoming resistance to 

change or identifying the differences in leadership between high- and low-productivity teams. Other 

clusters, such as clusters 3, 5, and 7 fit into the second category. Research interests shift away from 

measurement instruments in the 1961-1970 period. While the work of Fleishman in cluster 9 is mostly 

focused on the effect of leaders on worker productivity, most research now focuses on the inner working 

of the mind and, with the work of Herzberg and Maslow in particular, on motivation.  

From 1970 to 1999 

Beginning in the 1971-1980 period, we can see the appearance of a new research stream: 

Organizational Theory. This research area, broadly speaking, takes the organization as the unit of 

analysis and examines its behavior as a function of internal or external factors. The emergence of 
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Organization Theory as a research program marks the emergence of a new dimension of management 

research: research taking the individual or the organization as the unit of analysis. This finding is 

corroborated by others who make distinctions between micro and macro research (Agarwal & Hoetker, 

2007; Schminke & Mitchell, 2003). This axis can be seen visually in the co-citation network 

visualization of the 1971-1980 period in Appendix 3. On the right side of the network, we can see the 

Organizational theory cluster emerging out of the “New Management” cluster.  

Between 1980 and 1990, many considered management departments to be the repositories of 

multidisciplinary research ( ennis & O’Toole, 2005; Corley & Gioia, 2011) where several disciplinary 

perspectives were used, and valued, to investigate the same phenomenon. For instance, the Strategic 

Management cluster from the 1981-1985 period (see Appendix 3) contains at once management, 

sociological, and psychological perspectives. Porter (1980) and Chandler Jr (1962) are both interested 

in the efficient and effective administration of an organization. Both Thompson (1967) and Child (1972) 

study the behavior and structure of the organization as a function of its context and March and Simon 

(1958) give useful information on how to structure the organization to facilitate information processing, 

which has important implications for strategic management. Despite multidisciplinarity, the rift 

between the individual or the organization as a unit of analysis continues to increase, as seen in the co-

citation network for the 1981-1985 period, and even more so in the 1986-1990 period (see Appendix 

3). On the left side of the network visualization, we have research taking the organization as the unit of 

analysis, and on the right, research taking the individual as the unit of analysis with little communication 

between the two.  

Starting in 1991, we see the emergence of a new research area. This area, which Hambrick and 

Mason (1984) call the “upper echelons perspective” focuses on the relationship between the 

characteristics of top management and organizational outcomes. Interestingly, the “upper echelons” 

literature is situation closer to research areas focusing on the organization (see 1991-1993 period in 

Appendix 3), perhaps due to the upper echelons perspective focusing largely on organizational 

outcomes rather than the characteristics of upper management. 
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Besides this emergence, research interests remain stable between 1991 and 1999 and there is 

little change in the shapes of the co-citation networks. Despite this stability, the rift between individuals 

and organizations as the unit of analysis continues to solidify. Furthermore, we begin seeing a reduction 

in the multidisciplinarity of management research, a trend that was rising since the 1970s. Indeed, 

Figure 6 shows that the influence of psychology, sociology, and economics on management research 

has been trending downwards since about 1991. This downward trend may be explained by borrowing 

from the work of Gort and Klepper (1982) and others, on the diffusion of innovation. They explain how, 

in the beginning, a nascent industry has very little industry-specific knowledge, and thus has a malleable 

institutional environment that needs legitimacy (Aldrich & Fiol, 1994; Hannan & Freeman, 1977). To 

gain legitimacy, a nascent industry can borrow knowledge and practices from related industries. As the 

nascent industry acquires legitimacy and matures, its stock of industry-specific knowledge, rules, and 

routines increases (Gort & Klepper, 1982), and the value of knowledge from outside the industry’s 

boundaries become less relevant. Analogously, in its early years, management turned to related 

disciplines not only for their theories but also for their methods. As the field matured and developed its 

own theories and methods, the need for borrowing decreased (Agarwal & Hoetker, 2007).  

From 2000 to 2022 

Between the years 2000 and 2002, a new and important research area emerged: Strategic 

Human Resource Management, pioneered by the work of Huselid (1995). From the 2000s onwards, 

Strategic Human Resource Management, along with Organizational Psychology, Organizational 

Theory, and Strategic Management become staples of Management research, and interest in these areas 

continues in 2022. Sometimes, in addition to the four staples, a new research area appears, such as 

Embeddedness and Organization Networks between 2003 and 2005, but is quickly subsumed into 

another cluster. Inspecting the co-citation networks in Appendix 3, from the 2000s to 2022 reveals an 

interesting insight: the Strategic Human Resource Management literature is situated between research 

focused on the individual, and research focused on the organization. This may indicate that Strategic 

Human Resource Management bridges this divide by tying individual psychology to organizational 

performance.  
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Another interesting trend, which truly set in the 2012-2014 period but began in the 2000s, is a 

gradual disconnect between Organization theory and Organizational psychology. This disconnect marks 

the emergence of a new dimension: the qualitative-quantitative dimension. Indeed, from 2012 onward, 

quantitative and qualitative methods become the most cited articles in the Organizational psychology 

and Organization theory literature respectively. In addition, this disconnect is seen in the entire clusters, 

not only in the top-cited articles. Of the 824 articles contained in the Organizational psychology cluster, 

a majority are quantitative, whereas, of the 432 articles contained in the Organizational theory cluster, 

a majority are qualitative.  

The trends identified above continue today. If we look at the 2018-2020 and 2021-2022 co-

citation networks, we can see the four staple research areas, active since the 2000s, the Organization-

Individual axis, as well as the Qualitative-Quantitative axis. In addition, we can see that “hybrid” 

perspectives such as the Upper Echelons perspective in the 2018-2020 period, Research methods in the 

2021-2022 period, and Strategic Human Resource Management in both periods bridge the 

Organization-Individual divide and even the Qualitative-Quantitative divide to a limited degree.  

Most influential authors and ideas 

Description of the 20 most influential articles 

Table 17 shows the 20 most influential articles in my selected sample. These articles are influential 

because they are one of the top 5 most cited articles of one cluster. To better understand the ideas that 

had an outsized influence on the field, I’ve summarized the core ideas of these works in Table 18. We 

can see that most of these selected works are dedicated to understanding the behavior of organizations. 

These works view the organization in different ways; as dependent on its environment for survival 

(Pfeffer & Salancik, 1978), as a bundle of resources (Barney, 1991), or as a nexus of contracts (Jensen 

& Meckling, 1976). These works seek to understand the behavior, capabilities, and structure of the 

organization. The remainder is split into two areas. One part focuses on the psychology of individuals 

(Hofstede, 1980; Vroom, 1964), while another is about qualitative and quantitative methods (Aiken, 

West, & Reno, 1991; Baron & Kenny, 1986; Eisenhardt, 1989; Podsakoff, MacKenzie, Lee, & 

Podsakoff, 2003).  
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[Insert Table 18 about here] 

As discussed in the introduction, management is traversing a crisis. Many of our theories are of 

dubious validity (Aguinis & Vandenberg, 2014; Antonakis, 2017; Ferris et al., 2012; Tourish, 2020; 

Van de Ven, 1989), and most have never been empirically tested (Edwards, 2010; Edwards et al., 2014; 

Kacmar & Whitfield, 2000), and those that have are not assembled into programmatic theories (Aguinis 

& Cronin, 2022; Cronin et al., 2021). For example, building on an earlier review (Miner, 1984), Miner 

(2003) shows that out of 73 reviewed management theories, only 25 were rated as high in scientific 

validity. On the empirical side, our literature is plagued by endogeneity, whereby about 80 to 90% of 

articles contain at least one threat to validity (see Table 11), which leads to biased, causally 

uninterpretable results (Antonakis et al., 2021; Antonakis et al., 2010; Fischer et al., 2017; Hamilton & 

Nickerson, 2003). Unfortunately, these issues span the entire field, and the 20 most important articles 

are no exception. The fact that the most influential theories also contain theoretical and empirical 

problems highlights the importance of course correction. In what follows, I will provide a critique of 

two of the 20 most important articles, highlighting common problems in theoretical and empirical 

research. 

Critique of two exemplars: theory building and theory testing 

In this section, I critique two articles that are both exemplars of contributions in theory building 

and theory testing and contain common theoretical and empirical problems found in the management 

literature. I begin with a critique of the Resource-Based View, introduced by Barney (1991), showing 

that his theoretical arguments are, in part, tautological. Then, I critique the work of Huselid (1995), 

which was seminal to the Strategic Human Resource Management literature, arguing that the statistical 

models presented are uninterpretable because of endogeneity.  

Critique of Barney (1991) 

In many ways, Barney (1991) in his expository article introduced the resource-based view 

(RBV) of the firm. This view has grown in popularity, and his seminal article garners now more than 

85,000 citations on google scholar and is one of the most cited macro, or organizational level theories 

to date (Colquitt & Zapata-Phelan, 2007). In what follows I will give a summary of the RBV, and offer 
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some critiques of it as a theoretical system. For a detailed critique of the RBV see the work of Priem 

and Butler (2001), which inspired this summary. 

The RBV rests on two fundamental axiomatic assumptions: (1) resources are distributed 

heterogeneously across firms, and (2) these productive resources cannot be transferred from firm to 

firm without cost (Barney, 1991). Given these axioms, Barney (1991) offers two theoretical 

propositions:  

1. Resources that are both rare (i.e., held by few firms) and valuable (i.e., contribute to the efficiency 

and effectiveness of the firm) can produce a competitive advantage.  

2. When rare and valuable resources are also not imitable, not substitutable, and not transferrable those 

resources can produce a sustainable competitive advantage.  

I will now evaluate these two propositions considering the three necessary criteria for a 

scientific theory which are: (1) Generalized conditionals (i.e., if/then statements), (2) Empirical content 

(i.e., statements which require empirical testing and are not true by definition) and (3) nomic necessity 

(i.e., that two variables are causally related). First, the RBV clearly contains generalized conditionals. 

For example, this view states that if a firm resource or attribute is rare and valuable, then that resource 

or attribute can give the firm a competitive advantage. Moreover, if such a resource is nonsubstitutable 

and hard to imitate, then it can provide the firm with a sustainable competitive advantage. Second, to 

examine the empirical content of a statement, to determine if it is analytical or synthetic, it is often 

useful to replace the terms in that statement with their definition. Let us examine the first theoretical 

proposition: resources that are both rare and valuable can produce a competitive advantage (Barney, 

1991, p. 107). He defines firm resources as: “firm attributes that may enable firms to conceive of and 

implement value-creating strategies” (Barney, 1991, p. 101). Furthermore, he defines firm resources as 

valuable when: “they enable a firm to conceive of or implement strategies that improve its efficiency 

and effectiveness” (Barney, 1991, p. 106). Finally, he says that a firm has a competitive advantage 

when: “it is implementing a value-creating strategy not simultaneously being implemented by any 

current or potential competitors.” (Barney, 1991, p. 102). Thus, substituting these definitions in the first 
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theoretical proposition yields: “Firm attributes that may enable firms to conceive of and implement 

value-creating strategies that are both rare and that enable a firm to conceive of or implement strategies 

that improve its efficiency and effectiveness can produce a value-creating strategy not simultaneously 

being implemented by any current or potential competitors.” Substituting the definitions of firm 

ressources, valuable ressources and competitive advantage into the first proposition reveals that the 

RBV is an analytical statement, it is true by definition because it is tautological. Third, the basic 

statements of the RBV cannot be examined for nomic necessity, because the statement is tautological. 

This simple analysis reveals that the Resource-Based View, as exposed in (Barney, 1991) cannot be a 

fruitful theoretical perspective. 

Critique of Huselid (1995) 

The work of Huselid (1995) is considered groundbreaking by many because it showed a link 

between a set of HR practices termed high-performance work systems (HPWS) and turnover, 

productivity, and corporate profits (Gerhart, Wright, & McMahan, 2000; Kaufman, 2010; Paauwe, 

2009; Wright, Gardner, Moynihan, & Allen, 2005). His work has also been the recipient of considerable 

amounts of criticism on topics such as measurement error (Gerhart et al., 2000), conceptual soundness 

(Kaufman, 2015), and the direction of causality in his model (Wright et al., 2005). The premise of his 

study is that systems of High-Performance Work Practices (HPWP), which are bundles of individual 

Human Resources practices, can have important effects on employee turnover, productivity, and overall 

corporate financial performance (Huselid, 1995). Furthermore, the degree of complementarity between 

the individual human resource practices that make up the overall HPWP bundle, as well as the alignment 

between the HPWP bundle and the overall corporate strategy moderates these relationships. The basic 

model, omitting control and moderating variables is presented in Figure 7. Tautologies, similar to those 

presented above, could be present because the strategic human resource paradigm is largely based on 

the RBV (Allen & Wright, 2007; Wright, Dunford, & Snell, 2001). However, in what follows, I will 

focus solely on methodology. 

[Insert Figure 7 about here] 
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The main issue in Huselid (1995) comes from the fact that HPWPs are endogenous. Looking 

at Figure 7, it is easy to imagine a multitude of omitted variables (see Table 11) that may simultaneously 

cause both HPWP (the independent variable) and turnover, productivity, and corporate financial 

performance (the dependent variable). For example, high-quality corporate leadership, because of their 

intelligence, experience, or skill, may choose to implement bundles of HPWP and cause a low turnover 

and financial performance simultaneously. Similarly, corporate culture, if it is focused on efficiency, 

may be the cause of both HPWP and employee productivity. When omitted variables are causes of both 

the independent and dependent variables, the estimated regression coefficients become difficult to 

interpret: they may be upwardly or downwardly biased, and may even be of a different sign (Antonakis 

et al., 2010; Ketokivi & McIntosh, 2017). Detecting endogeneity is possible with a Hausman test 

(Hausman, 1978). If endogeneity is present, it can be corrected for using instrumental variables 

estimation (Wooldridge, 2002 (see chapter 5); 2013 (see chapter 15)). Critically, both detecting and 

correcting for endogeneity requires instrumental variables. Instrumental variables are variables that do 

not correlate with the omitted cause, that is they are uncorrelated with the structural error term in a 

model, but are correlated with the endogenous independent variable (Antonakis et al., 2010; Ketokivi 

& McIntosh, 2017). Huselid (1995, p. 666) makes a case that endogeneity due to simultaneity is not a 

concern. He bases this case on the non-significant results of a Hausman test. However, he does not 

present nor discuss exogenous instrumental variables, thus it is difficult to see how a proper Hausman 

test could have been conducted.  

 In all, I believe the critiques I’ve presented help highlight common problems in management 

theorizing and empirical work. It is only by recognizing the current problems in our literature that we 

can move the field towards more meaningful theories, sound empirical work, and ultimately 

consequential, ethical, and accurate policy recommendations. 

Limitations & Future Directions 

Like all work, mine is not without its limitations. Whereas co-citation network analysis excels in 

identifying core research programs, which was the aim of this research, it is ill-suited to identify smaller, 

niche research programs. Other methods, such as bibliographic coupling are better suited for this 
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purpose. Because core areas were once niche, future research could focus on niche research programs 

that are active today, to detect the trends of tomorrow.  

Because some elements of a co-citation network analysis are closer to art than science (Zupic 

& Čater, 2015), my analysis contains an element of subjectivity. For example, the widths of the periods 

were selected so that each period would accurately match the speed at which research advances, while 

also avoiding redundant analyses. Other ways of splitting periods could have been chosen. Furthermore, 

I chose to adjust the cutoff for inclusion into the network such as to include the top 1% of the most cited 

articles into this analysis. Other cutoffs could have been chosen such as 2% or 5%. Nevertheless, when 

conducting preliminary analysis to determine the final cutoff value, a cutoff of 2% or 5% did not change 

the results substantially. Unfortunately, computational limitations also limited the number of articles 

that could be included in the analysis, particularly in the 2018-2020 period.  

Noteworthy too, as discussed above, is that citations counts are noisy indicators of an articles’ 

influence and high citation counts do not necessarily translate into consequential work. Indeed, authors 

cite work for various reasons and citations may be “boiler-plate” and meant to indicate priviness to 

specific literatures. Therefore, operationalizing the influence of an article by its citation count may lead 

to including highly cited but unimportant work, while excluding low citation count but highly influential 

articles from our sample.  

An element of subjectivity also entered my analysis when identifying the theme of each cluster. 

Indeed, co-citation analysis simply groups items according to citation patterns but does not indicate 

why these items were co-cited. To identify each cluster, I analyzed the title and abstract of the five most 

cited items in each cluster. These themes were therefore extracted based on my understanding of the 

factors that united these items into a cluster. Although this method provides objectivity, future work 

could use natural language processing methods to identify the most frequent words in the abstracts and 

titles of all items included in a cluster. Finally, the construction of Figure 6 was based on a classification 

of items into a disciplinary category. Whereas most items clearly employed a disciplinary perspective, 

others were multidisciplinary in nature. In those cases, my classification was based on the most 

dominant perspective, which may not fully capture the breadth of some work.  
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Conclusion 

In conclusion, the field of management has greatly grown and evolved over the studied period. 

It largely began as an outgrowth of psychology, but rapidly became its own disciplinary perspective. 

Beginning in the 1980s, other disciplinary perspectives such as economics and sociology began to be 

used to investigate management phenomena leading to a new dimension characterizing the field: 

research focused on the individual or the organization. Today, the field of management is largely 

comprised of four core mostly self-contained research programs: Organizational Theory, Strategic 

Management, Organizational Psychology, and Strategic Human Resource Management. Furthermore, 

there appears to be a new dimension of research dependent on the choice of qualitative or quantitative 

methods.  

As noted above, the management literature is traversing a crisis. Our theories are of dubious 

validity (Aguinis & Vandenberg, 2014; Antonakis, 2017; Ferris et al., 2012; Miner, 1984, 2003; 

Tourish, 2020; Van de Ven, 1989), and most have never been empirically tested (Edwards, 2010; 

Edwards et al., 2014; Kacmar & Whitfield, 2000). Furthermore, our empirical literature is plagued by 

endogeneity, whereby about 80 to 90% of articles contain at least one threat to validity (see Table 11), 

which leads to biased results, hindering causal interpretability (Antonakis et al., 2021; Antonakis et al., 

2010; Fischer et al., 2017; Hamilton & Nickerson, 2003). We therefore call on scholar to take inspiration 

from more mature, fundamental disciplines such as economics, psychology or biology which build upon 

a set of core, foundational theories. Indeed, as a science our ultimate goal is a unified management 

literature composed of theoretically and empirically sound programmatic theories (Aguinis & Cronin, 

2022; Cronin et al., 2021). The only way to move our field towards this goal is to acknowledge the 

theoretical and empirical problems our literature is currently facing, some of which have been discussed 

above, and to address them.  
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Figures 

Figure 5 

The number of articles published in 3-year periods, in the top 50th percentile core-management 

journals from 1940 to 2020, as well as the number of cited references per article. 
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Figure 6 

Contribution of different disciplinary perspectives identified to the management literature, from 1940 to 2022 
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Figure 7 

The core model presented in Huselid (1995), omitting control variables and measures of internal and 

external fit.  
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Tables 

Table 11 

The 7 threats to the validity of quantitative research, adapted from (Antonakis, Bendahan, Jacquart, & 

Lalive, 2010) 

Threat to validity Explanation 

1. Omitted variables Omitting a regressor, a fixed-effect in a multilevel model, using random effects without 

justification, or if the independent variable is not exogenous 

2. Omitted selection Comparing the groups to which observations have not been randomly assigned, comparing 

groups to which assignment was endogenous, comparing groups with self-selection  

3. Simultaneity The independent and dependent variables simultaneously cause each other, reverse causality 

4. Measurement error Failing to model and correct for variables measured with error 

5. Common-method variance Both independent and dependent variables are gathered from the same source 

6. Inconsistent inference Failing to use robust standard errors in the presence of heteroskedasticity, not using cluster-

robust standard errors in panel dataa 

7. Model misspecification Failing to correlate disturbance in endogenous mediation models, using a full information 

estimator without comparing estimates to a limited information estimator 

Note: (a) failing to use robust or cluster-robust standard errors does not affect the consistency of the 

estimate, but of the standard errors causing the corresponding p-value to be over or understated.  
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Table 12 

Top 50th percentile core-management journals included in our search for management articles, with 

2020 journal impact factor, sorted by year of first publication,  

Journal name 2020 JIF Year of 1st publication 

Journal Of Applied Psychology 7.43 1917 

Harvard Business Review 6.87 1922 

Human Relations 5.73 1947 

Personnel Psychology 7.07 1948 

Management Science 4.88 1954 

Administrative Science Quarterly 11.11 1956 

Academy Of Management Journal 10.19 1958 

California Management Review 8.84 1958 

Journal Of Management Studies 7.39 1961 

Human Resource Management 5.08 1962 

Journal Of Small Business Management 4.54 1963 

Management Decision 4.96 1967 

Long Range Planning 8.80 1968 

Journal Of International Business Studies 11.38 1970 

Research Policy 8.11 1972 

Journal Of Management 11.79 1975 

Academy Of Management Review 12.64 1976 

Strategic Management Journal 8.64 1980 

Organization Studies 6.31 1980 

European Management Journal 5.08 1982 

International Journal Of Project Management 7.17 1983 

Organizational Behavior And Human Decision Processes 4.94 1985 

Academy Of Management Perspectives 7.85 1987 

Journal Of Organizational Behavior 8.17 1988 

Small Business Economics 8.16 1989 

Leadership Quarterly 10.52 1990 

British Journal Of Management 6.57 1990 

International Journal Of Human Resource Management 5.55 1990 

Organization Science 5.00 1990 

Human Resource Management Review 7.44 1991 

Human Resource Management Journal 5.04 1991 

European Journal Of Work And Organizational Psychology 3.97 1991 

Business Strategy And The Environment 10.30 1992 

Journal Of Occupational And Organizational Psychology 4.56 1992 

Corporate Social Responsibility And Environmental Management 8.74 1994 

Organization 5.12 1994 

Journal Of Knowledge Management 8.18 1996 

International Journal Of Management Reviews 13.42 1999 

Human Resource Development Review 4.74 2002 

Strategic Organization 5.41 2003 

Academy Of Management Annals 16.44 2007 

Strategic Entrepreneurship Journal 9.29 2007 

Annual Review Of Organizational Psychology And Organizational Behavior 18.33 2014 

Journal Of Innovation & Knowledge 9.27 2016 
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Table 13 

Time ranges selected for analysis, number of scientific articles and cited references retrieved in each 

period, minimum citations of a reference for inclusion in the co-citation network, and number of 

included references in the co-citation network. 

Time range Number of scientific 

articles retrieved 

Number of cited 

references 

Minimum citations for 

inclusion in the network 

Number of included 

references in the network 

1940-1960 5,270 21,866 6 218 

1961-1970 5,274 28,879 7 322 

1971-1980 9,995 64,710 11 636 

1981-1985 6,920 61,784 11 668 

1986-1990 7,053 79,907 14 833 

1991-1993 4,448 67,007 14 630 

1994-1996 5,219 86,387 14 898 

1997-1999 5,287 93,818 15 923 

2000-2002 5,673 104,490 16 1,079 

2003-2005 6,037 119,853 17 1,194 

2006-2008 7,114 154,416 20 1,492 

2009-2011 8,423 195,846 22 1,976 

2012-2014 8,841 230,582 22 2,425 

2015-2017 9,160 269,455 23 2,733 

2018-2020 11,071 359,539 24 2,499 

2021-2022 4,818 215,608 14 2,042 
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Table 14 

Number of clusters, major theme, and percentage of references dedicated to each theme in the periods from 1940 to 1999 

1940-1960 % 1961-1970 % 1971-1980 % 1981-1985 % 1986-1990 % 1991-1993 % 1994-1996 % 1997-1999 % 

Management 22.5 

Research 

Methods 27.0 

Organizational 

theory 28.8 

Motivation 

and job 

satisfaction 30.1 

Motivation 

and Job 

satisfaction 40.8 

Organizational 

psychology  38.7 

Organizational 

psychology  36.7 

Organizational 

psychology  37.1 

Research 

Methods 15.6 

“New 

management”, 

organizational 

sociology 26.7 

Motivation 

and Job 

satisfaction 27.8 

Strategic 

management 23.2 

Organizational 

theory 26.5 

Organizational 

theory 30.0 

Organizational 

structure   23.7 

Organizational 

structure, resource 

dependence 25.4 

Occupational 

counselling 15.6 

Work 

motivation 14.9 

Research 

Methods 17.5 

Organizational 

theory 20.4 

Strategic 

management 19.4 

Organizational 

strategy and 

structure 21.9 

Strategic 

Management 15.9 

Organizational 

theory 19.6 

Job 

satisfaction 8.7 

Group 

psychology 11.2 

“New 

management” 15.6 

Research 

Methods 14.8 

Organizational 

structure 12.7 

Heuristics, 

Biases and 

Decision 

making 4.9 

Organizational 

Theory 12.2 

Strategic 

management/Upper 

echelons 

perspectives 18.0 

Vocational 

interests 8.7 

Linear 

programming, 

optimization  5.9 

Human 

performance 

(in the 

organization) 7.9 

Organizational 

design 11.5 

The “trapped 

administrator” 0.5 

Upper 

echelons 

perspectives  4.4 

Upper 

echelons 

perspectives 11.4 
  

Job 

characteristics 6.9 

Need 

satisfaction 5.0 

Managerial 

decision 

making 2.5 
          

Multiphasic 

personality 

inventory 6.0 Job interviews 3.4 
            

Group 

psychology 5.5 

Factors 

influencing 

productivity 3.4 
            

Leadership 5.5 Leadership 2.5 
            

Writing and 

legibility 5.0 
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Table 15 

Number of clusters, major theme, and percentage of references dedicated to each theme in the periods from 2000 to 2022- 

2000-2002 % 2003-2005 % 2006-2008 % 2009-2011 % 2012-2014 % 2015-2017 % 2018-2020 % 2021-2022 % 

Organizational 

psychology  

(Quant 

methods) 35.2 

Organizational 

psychology  

(Quant 

methods) 36.3 

Organizational 

psychology 

(Quant 

methods) 36.1 

Organizational 

psychology 

(Quant 

methods) 38.6 

Strategic 

management 34.3 

Organizational 

psychology  

(Quant 

methods) 36.7 

Organizational 

psychology  

(Quant 

methods) 35.1 

Strategic 

management 35.8 

Organizational 

theory 24.0 

Strategic 

management   19.9 

Strategic 

management  27.4 

Strategic 

management 32.1 

Organizational 

psychology  

(Quant 

methods) 34.0 

Strategic 

management 30.5 

Strategic 

management 29.9 

Organizational 

psychology  

(Quant 

methods) 34.0 

Strategic 

management  16.8 

Organizational 

theory 18.1 

Organizational 

theory 21.8 

Organizational 

theory 24.1 

Organizational 

theory 17.8 

Organizational 

theory 19.2 

Organizational 

theory  

(Qual 

methods) 18.0 

Organizational 

theory  

(Qual 

methods) 20.1 

Organizational 

structure, 

embeddedness, 

and resource 

dependence 15.8 

Critical 

resources, 

ownership 

structure, and 

strategic 

alliances  11.6 

Upper 

echelons 

perspectives 

and decision 

making 11.3 

Strategic 

Human 

Resource 

Management 5.2 

Social 

networks and 

learning 

within the 

firm 8.9 

Upper 

echelons 

perspectives 

and decision 

making  7.2 

Upper 

echelons 

perspectives 

and decision 

making 10.9 

Research 

Methods 6.3 

Upper 

echelons 

perspectives 4.6 

Upper 

echelons 

perspectives 4.9 

Strategic 

Human 

Resource 

Management 3.4   

Strategic 

Human 

Resource 

Management 5.0 

Strategic 

Human 

Resource 

Management 6.4 

Strategic 

Human 

Resource 

Management 6.0 

Strategic 

Human 

Resource 

Management 3.7 

Strategic 

human 

resource 

management  3.5 

Strategic 

Human 

Resource 

Management  4.9             

The Functions 

of the 

Executive 0.1 

Embeddedness 

and 

Organization 

Networks 4.4             
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Table 16 

Definitions of the eight disciplines used to classify the 225 unique references 

Discipline Definition 

Mathematics The abstract science of number, quantity, and space, either 

as abstract concepts  

Anthropology The scientific study of human behavioral patterns using 

field observation methodology 

Sociology The study of the development, structure, and functioning of 

human groups and organizations 

Managementa The scientific study of the relationship between internal or 

external organizational factors and effective administration 

Economics Economics is the scientific study of the behavior and 

interactions of economic agents 

Psychologyb The scientific study of the human mind and its functions, 

especially those affecting behavior in a given context. 

Statistics Statistics deals with the collection, analysis, interpretation, 

and presentation of masses of numerical data 

Biology The scientific study of living organisms and their evolution 

Notes: (a) Qualitative methods such as the Gioia method were classified as management, (b) 

Quantitative methods and applications that were not purely statistical, such as psychometric scale 

validations were classified as psychology. 
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Table 17 

Top 20 most important articles in the selected periods, as a function of the frequency with which an 

article features in the top 5 most cited references of a cluster. Periods within which an article features 

in the top 5 most cited articles in one of the identified clusters. 

Citation # 

top 

5 

Time-periods 

40
-

60 

61
-

70 

71
-

80 

81
-

85 

86
-

90 

91
-

93 

94
-

96 

97
-

99 

00
-

02 

03
-

05 

06
-

08 

09
-

11 

12
-

14 

15
-

17 

18
-

20 

21
- 

22 

(Pfeffer & Salancik, 1978) 11    ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔  ✔ ✔  

(March & Simon, 1958) 10  ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔      

(Barney, 1991) 10       ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
(DiMaggio & Powell, 1983) 10       ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
(Jensen & Meckling, 1976) 10     ✔  ✔ ✔ ✔ ✔ ✔ ✔  ✔ ✔ ✔ 
(Cyert & March, 1963) 10  ✔  ✔  ✔ ✔  ✔  ✔ ✔ ✔ ✔ ✔  

(Nelson, 1982) 9      ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔   

(Thompson, 1967) 8   ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔       

(Baron & Kenny, 1986) 8        ✔ ✔ ✔ ✔ ✔ ✔ ✔  ✔ 
(Cohen & Levinthal, 1990) 8         ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
(Hambrick & Mason, 1984) 8      ✔ ✔ ✔ ✔ ✔ ✔   ✔ ✔  

(Hofstede, 1980) 8     ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔     

(Huselid, 1995) 8         ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
(Eisenhardt, 1989b) 7          ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
(Aiken, West, & Reno, 1991) 6          ✔ ✔ ✔ ✔ ✔ ✔  

(March, 1991) 6           ✔ ✔ ✔ ✔ ✔ ✔ 
(Podsakoff, MacKenzie, Lee, 
& Podsakoff, 2003) 

6           ✔ ✔ ✔ ✔ ✔ ✔ 

(Porter, 1980) 6    ✔ ✔ ✔ ✔ ✔ ✔        

(Williamson, 1975) 6     ✔ ✔ ✔ ✔ ✔ ✔       

(Vroom, 1964) 5  ✔ ✔ ✔ ✔ ✔           

Note: Management (yellow), economics (light blue), psychology (green), sociology (grey), statistics 

(dark blue) 
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Table 18 

A summary of the main idea of the 20 most influential articles, as identified in Table 17. 

Citation Summary 

Pfeffer and 

Salancik 

(1978) 

The External Control of Organizations established the resource dependence approach whereby all organizations are dependent 

on their environment for survival, constraining and controlling the organizations' behavior. To enhance survival organizations 

can attempt to affect their environment by political means or by forming inter-organizational relationships.  

March and 

Simon (1958) 

Organizations established the information processing approach to organizations. They explain organizational phenomena from 

the perspective of boundedly rational agents who create and maintain simplified subjective representations of objective reality 

which individuals employ with respect to goals, knowledge, and beliefs about actual and future states of affairs.  

Barney 

(1991) 

This article builds on the assumption that strategic resources are stabiliy and heterogeneously distributed across firms, and that 

these resources can generate sustained competitive advantages. Four empirical indicators of the potential of firm resources to 

generate sustained competitive advantage are value, rareness, imitability, and substitutability.  

(DiMaggio & 

Powell, 1983) 

This article explains what makes organizations so similar. Once a set of organizations emerge as a field, rational actors make 

their institutions increasingly isomorphic. They describe three isomorphic processes: coercive which stems from political 

influence, mimetic which results from imitation under uncertainty, and normative resulting from professionalized knowledge.  

(Jensen & 

Meckling, 

1976) 

This article develops a theory of the ownership structure of the firm based on theories of property rights, agency, and finance. 

The main thrust of the article is to explain the optimal ownership structure of the firm such as to minimize agency costs, which 

occur when there is a mismatch between the interests of a principal (the owner) and the agent (the manager). 

(Cyert & 

March, 1963) 

This book takes the firm as the basic unit of analysis. It views the firm as a coalition of managers, workers, shareholders, and 

so on, emphasizes the decision-making process, and attempts to predict behavior with respect to price, output, and resource 

allocation decisions. Cyert and March propose that firms aim a satisficing rather than maximizing organizational results.  

(Nelson, 

1982) 

Nelson and Winter’s work develops an evolutionary theory of the behavior of firms. In this view, firms are motivated by 

profit, but their actions are not assumed to be profit-maximizing. This theory stresses the tendency of profitable firms to drive 

others out of business, and firms are seen as both passive, and actively seeking alternatives that affect their environment.  

(Thompson, 

1967) 

Organizations in Action is a multidisciplinary study of the behavior of complex organizations. Central to this perspective is 

that organizations must handle uncertainty. This perspective considers individual behavior only to the extent that it explains 

the nature of the organization. Thompson classified organizations according to their technologies and environments. 

(Baron & 

Kenny, 1986) 

In this article, Barron and Kenny attempt to distinguish between the properties of moderator and mediator variables. They then 

delineate conceptual and strategic implications of making use of these distinctions in practical research contexts.  

(Cohen & 

Levinthal, 

1990) 

In this paper, Cohen and Levinthal argue that a critical factor in a firm's innovative capabilities is to recognize the value of new 

external information, assimilate it and apply it to commercial ends. They label this capability a firm’s absorptive capacity, 

discuss factors influencing it, and argue that it is in large part a function of the firm’s prior level of related knowledge.  

(Hambrick & 

Mason, 1984) 

Hambrick and Mason attempt to synthesize a previously fragmented literature into an “upper echelons perspective”. Their 

theory states that organizational outcomes, such as strategic choices and firm performance, are predicted in part by the 

background characteristics of top management. The organization, then, may be a reflection of its top managers.  

(Hofstede, 

1980) 

In this book, Hofstede proposes four dimensions that can help the reader understand the differences between national cultures. 

These dimensions are Individualism, Power Distance, Uncertainty Avoidance, and Masculinity.  

(Huselid, 

1995) 

In this study, Huselid evaluates the link between systems of High-Performance Work Practices and firm performance in a 

national sample of nearly one thousand firms. He finds that these practices have an effect on both intermediate employee 

outcomes, such as turnover and productivity and also short and long-term measures of financial performance.  

(Eisenhardt, 

1989b) 

In this article, Kathleen Eisenhardt described the process of using case studies to induce theory. She describes the full process 

from specifying the research question to reaching closure. Her method is highly iterative and tightly linked to data.  

(Aiken et al., 

1991) 

This book provides academics and researchers with tools for estimating, testing, and probing interactions between variables in 

regression models.  

(March, 

1991) 

In this paper, March contrasts two modes of organizational learning: the exploration of new possibilities and the exploitation 

of old certainties. It examines complications in allocating resources between the two and argues that adaptive processes, by 

refining exploitation more rapidly than exploration are likely effective in the short run, but detrimental in the long run.  

(Podsakoff et 

al., 2003) 

In this article, the authors examine the extent to which method biases influence behavioral research results. They also identify 

potential sources of method biases, discuss the cognitive processes through which method biases influence responses to 

measures, and evaluate different procedural and statistical techniques that are claimed to control method biases.  

(Porter, 1980) In Competitive Strategy, Porter captures the complexity of industry competition in five underlying forces and proposes three 

generic strategies that aid in the task of strategic positioning: lowest cost, differentiation, and focus. He shows how 

competitive advantage can be defined in terms of relative cost and relative price, linking it directly to profitability.  

(Williamson, 

1975) 

Williamson analyzes the organization of economic activity within and between markets and hierarchies. He considers the 

transaction to be the pertinent unit of analysis and defines hierarchical transactions as ones for which a single administrative 

entity spans both sides of the transaction. He discusses the advantages of the transactional approach by examining three issues: 

price discrimination, insurance, and vertical integration 

(Vroom, 

1964) 

In this book, Vroom reviews research by psychologists, economists, and sociologists in an attempt to integrate the complex 

multidisciplinary and multimethod literature on the relationship between motivation and work, bringing concepts such as 

motive, goal incentive, and attitude to centerstage.  
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Appendix 

Appendix 3 

Tables showing the top 5 most cited articles per cluster, and the major theme/theory treated in each 

cluster for each period.  

1940-1960 

Cluster Theme / Theory Major Articles 

1 Management (Adorno, 1950; Coch & French Jr, 1948; Festinger, Schachter, & Back, 1950; 

Roethlisberger & Dickson, 1939; Whyte. William, 1956) 

2 Methods (Edwards, 1950; Ghiselli, 1954; Guilford, 1954; Kendall, 1948; Lindquist, 1953) 

3 Occupational counseling (Guilford, 1936; McNemar, 1949; Stead et al., 1940; Thorndike, 1949; Viteles & 

Brief, 1932) 

4 Job satisfaction (Baehr, 1954; Hoppock, 1935; Thurstone, 1947; Tiffin, 1947; Viteles, 1953) 

5 Vocational interests (Bingham, 1937; Darley, 1941; Kuder, 1946; Strong Jr, 1943; Super, 1949) 

6 Job characteristics (Guilford, 1950; Lawshe & Alessi, 1946; Lawshe Jr, 1945; Lawshe Jr & Maleski, 

1946; Lawshe Jr & Satter, 1944) 

7 Multiphasic personality 

inventory 

(Bordin, 1943; Hathaway & McKinley, 1942; Hathaway & McKinley, 1940; 

Hathaway & McKinley, 1943; McKinley & Hathaway, 1940) 

8 Group psychology (Bales, 1950; Guilford, 1942; Krech, 1948; Newcomb & Charters Jr, 1950; 

Thurstone, 1929) 

9 Leadership (Comrey, Pfiffner, & Beem, 1952; Fleishman, 1951; Katz, Maccoby, Gurin, & Floor, 

1951; Katz, Maccoby, & Morse, 1950; Peters & Van Voorhis, 1940) 

10 Writing and legibility (File, 1945; File & Remmers, 1946; Flesch, 1946; Flesch, 1948; Flesch, 1949) 
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1961-1970 

Cluster  Theme / Theory Major Articles 

1 Methods (Campbell & Fiske, 1959; Guilford, 1954; Osgood, Suci, & Tannenbaum, 1957; 

Siegel, 1956; Strong Jr, 1943) 

2 “New management”, 

sociology within the 

organization 

(Burns & Stalker, 1961; Cyert & March, 1963; Likert, 1961; March & Simon, 1958; 

McGregor & Cutcher-Gershenfeld, 1960) 

3 Work motivation (Brayfield & Crockett, 1955; Herzberg, Mausner, & Snyderman, 1959; Herzberg, 

Mausnes, Peterson, & Capwell, 1957; Herzberg, 1966; Vroom, 1964) 

4 Group and interpersonal 

psychology 

(Cartwright & Harary, 1956; Coch & French Jr, 1948; Festinger, 1957; Heider, 1958; 

Leavitt, 1951) 

5 Dynamic and linear 

programming (optimization 

under constraints) 

(Arrow, Karlin, & Scarf, 1958; Bellman, 1957; Charnes & Cooper, 1961; Holt, 1960; 

Markowitz, 1959) 

6 Maslow need satisfaction 

from management 

(Maslow & Frager, 1954; Maslow, 1943; Porter, 1961; Porter, 1962, 1963) 

7 Job interviews (Mayfield, 1964; Mayfield & Carlson, 1966; Wagner, 1949; Webster, 1964; Winer, 

1962) 

8 Factors influencing 

productivity 

(Georgopoulos, Mahoney, & Jones Jr, 1957; Maier, 1958; Orne, 1962; Vroom, 1964; 

Winer, 1962) 

9 Leadership (Fleishman, 1953a; Fleishman, 1953b; Fleishman & Harris, 1962; Fleishman, Harris, 

& Burtt, 1955; Fleishman & Peters, 1962) 
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1971-1980 

Cluster Theme / Theory Major Articles 

1 Organizational theory (Burns & Stalker, 1961; Katz & Kahn, 1966; Lawrence & Lorsch, 1967; March & 

Simon, 1958; Thompson, 1967) 

2 Motivation and Job 

satisfaction 

(Hackman & Lawler, 1971; Hackman & Oldham, 1975; Maslow & Frager, 1954; 

Smith, Kendall, & Hulin, 1969; Vroom, 1964) 

3 Methods (in management) (Campbell, Dunnette, Lawler, & Weick Jr, 1970; Nunnally & Bernstein, 1967; Smith 

& Kendall, 1963; Winer, 1971; Winer, 1962) 

4 “New management” (Argyris, 1964; Festinger, 1957; Fiedler, 1967; Likert, 1961; McGregor & Cutcher-

Gershenfeld, 1960) 

5 Human performance (in the 

organization) 

(Heider, 1958; Likert, 1967; Litwin & Stringer, 1968; Locke, 1968; Porter & Lawler, 

1965) 

6 Managerial decision 

making 

(Adorno, 1950; Dantzig, 1963; Little, 1970; Rokeach, 1960; Schroder, Driver, & 

Streufert, 1967) 

 

1981-1985 

Cluster Theme / Theory Major Articles 

1 Motivation and job 

satisfaction 

(Hackman & Lawler, 1971; Hackman & Oldham, 1975; Mobley, Griffeth, Hand, & 

Meglino, 1979; Porter & Steers, 1973; Vroom, 1964) 

2 Strategic management (Chandler Jr, 1962; Child, 1972; March & Simon, 1958; Porter, 1980; Thompson, 

1967) 

3 Organizational theory (Cyert & March, 1963; March & Simon, 1958; Pfeffer & Salancik, 1978; Thompson, 

1967; Weick, 1979) 

4 Methods (in management) (Campbell et al., 1970; Feldman, 1981; Landy & Farr, 1980; Schmidt & Hunter, 

1977; Winer, 1971) 

5 Organizational design (Burns & Stalker, 1961; Galbraith, 1973; Katz & Kahn, 1978; Lawrence & Lorsch, 

1967; Woodward, 1965) 
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1986-1990 

Cluster Theme / Theory Major Articles 

1 Motivation and Job 

satisfaction 

(Feldman, 1981; Hackman & Oldham, 1975; Hofstede, 1980; Locke, Shaw, Saari, & 

Latham, 1981; Vroom, 1964) 

2 Organizational theory (Burns & Stalker, 1961; March & Simon, 1958; Pfeffer & Salancik, 1978; 

Thompson, 1967; Weick, 1979) 

3 Strategic management (Lawrence & Lorsch, 1967; Miles, Snow, Meyer, & Coleman Jr, 1978; Mintzberg, 

1978; Mintzberg, Raisinghani, & Theoret, 1976; Porter, 1980) 

4 Organizational structure (Chandler Jr, 1962; Jensen & Meckling, 1976; Porter, 1985; Rumelt, 1974; 

Williamson, 1975) 

5 The “trapped administrator” (Fox & Staw, 1979; Staw, 1976; Staw & Fox, 1977; Staw & Ross, 1978) 

 

1991-1993 

Cluster Theme / Theory Major Articles 

1 Organizational psychology (Cohen, Cohen, West, & Aiken, 1983; Hofstede, 1980; Mowday, Porter, & Steers, 

1982; Nunnally, 1978; Vroom, 1964) 

2 Organizational theory (Cyert & March, 1963; March & Simon, 1958; Pfeffer & Salancik, 1978; Thompson, 

1967; Weick, 1979) 

3 Strategic management & 

Organizational structure 

(Chandler Jr, 1962; Nelson, 1982; Porter, 1980, 1985; Williamson, 1975) 

4 Heuristics, Biases, and 

Decision making 

(Axelrod, 1984; Kahneman, Slovic, Slovic, & Tversky, 1982; Kahneman & Tversky, 

1979; Tversky & Kahneman, 1974, 1981) 

5 Upper echelons 

perspectives  

(Fama & Jensen, 1983; Gupta & Govindarajan, 1984; Hambrick & Mason, 1984; 

Mintzberg, 1973; Mintzberg, 1983) 
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1994-1996 

Cluster Theme / Theory Major Articles 

1 Organizational psychology (Cohen et al., 1983; Hofstede, 1980; Kahneman & Tversky, 1979; Kanter, 1977; 

Nunnally, 1978) 

2 Organizational structure  (Barney, 1991; Nelson, 1982; Porter, 1985; Williamson, 1975, 1985) 

3 Strategic Management (Chandler Jr, 1962; Cyert & March, 1963; Lawrence & Lorsch, 1967; March & 

Simon, 1958; Porter, 1980) 

4 Organizational Theory (DiMaggio & Powell, 1983; Meyer & Rowan, 1977; Morgan, 1986; Thompson, 

1967; Weick, 1979) 

5 Upper echelons 

perspectives 

(Hambrick & Mason, 1984; Jensen & Meckling, 1976; Pfeffer & Pfeffer, 1981; 

Pfeffer & Salancik, 1978; Rumelt, 1974) 

 

1997-1999 

Cluster Theme / Theory Major Articles 

1 Organizational psychology (Baron & Kenny, 1986; Bass & Bass, 1985; Cohen et al., 1983; Hofstede, 1980; 

Nunnally, 1978) 

2 Organizational structure 

and resource dependence 

(Barney, 1991; Nelson, 1982; Wernerfelt, 1984; Williamson, 1975, 1985) 

3 Organizational theory (DiMaggio & Powell, 1983; Meyer & Rowan, 1977; Pfeffer & Salancik, 1978; 

Thompson, 1967; Weick, 1979) 

4 Strategic management / 

Upper echelons 

perspectives 

(Hambrick & Mason, 1984; Jensen & Meckling, 1976; March & Simon, 1958; 

Porter, 1980, 1985) 
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2000-2002 

Cluster Theme / Theory Major Articles 

1 Organizational psychology 

(Quant methods) 

(Baron & Kenny, 1986; Cohen et al., 1983; Hofstede, 1980; Nunnally, 1978; 

Podsakoff & Organ, 1986) 

2 Organizational theory (Cyert & March, 1963; DiMaggio & Powell, 1983; March & Simon, 1958; 

Thompson, 1967; Weick, 1995) 

3 Strategic Management (Barney, 1991; Cohen & Levinthal, 1990; Nelson, 1982; Porter, 1980; Wernerfelt, 

1984) 

4 Organizational structure, 

embeddedness, and 

resource dependence 

(Burt, 1992; Granovetter, 1985; Pfeffer & Salancik, 1978; Williamson, 1975, 1985) 

5 Upper echelons 

perspectives 

(Bantel & Jackson, 1989; Hambrick & Finkelstein, 1996; Hambrick & Mason, 1984; 

Jensen & Meckling, 1976; Wiersema & Bantel, 1992) 

6 Strategic human resource 

management 

(Arthur, 1994; Becker & Gerhart, 1996; Huselid, 1995; MacDuffie, 1995; Miles et 

al., 1978) 

7 The Functions of the 

Executive 

(Barnard, 1938) 
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2003-2005 

Cluster Theme / Theory Major Articles 

1 Organizational psychology 

(Quant methods) 

(Aiken et al., 1991; Baron & Kenny, 1986; Cohen et al., 1983; Hofstede, 1980; 

Podsakoff & Organ, 1986) 

2 Strategic management  (Barney, 1991; Cohen & Levinthal, 1990; March & Simon, 1958; Nelson, 1982; 

Teece, Pisano, & Shuen, 1997) 

3 Organizational theory (DiMaggio & Powell, 1983; Eisenhardt, 1989a; Meyer & Rowan, 1977; 

Thompson, 1967; Weick, 1995) 

4 Critical resources, ownership 

structure, and strategic 

alliances 

(Dyer & Singh, 1998; Gulati, 1995; Szulanski, 1996; Williamson, 1975, 1985) 

5 Upper echelons perspectives (Eisenhardt, 1989c; Hambrick & Finkelstein, 1996; Hambrick & Mason, 1984; 

Jensen & Meckling, 1976; Pfeffer & Salancik, 1978) 

6 Strategic Human Resource 

Management 

(Arthur, 1994; Becker & Gerhart, 1996; Delery & Doty, 1996; Huselid, 1995; 

MacDuffie, 1995) 

7 Embeddedness and 

Organization Networks 

(Burt, 1992; Granovetter, 1985; Granovetter, 1973; Nahapiet & Ghoshal, 1998; 

Uzzi, 1997) 

 

 

2006-2008 

Cluster Theme / Theory Major Articles 

1 Organizational psychology 

(Quant methods) 

(Aiken et al., 1991; Baron & Kenny, 1986; Blau, 1986; Hofstede, 1980; Podsakoff 

et al., 2003) 

2 Strategic management  (Barney, 1991; Cohen & Levinthal, 1990; March, 1991; Nelson, 1982; Teece et al., 

1997) 

3 Organizational theory (DiMaggio & Powell, 1983; Eisenhardt, 1989b; March & Simon, 1958; Meyer & 

Rowan, 1977; Pfeffer & Salancik, 1978) 

4 Upper echelons perspectives 

and decision making 

(Cyert & March, 1963; Hambrick & Mason, 1984; Jensen & Meckling, 1976; 

Kahneman & Tversky, 1979; Levitt & March, 1988) 

5 Strategic Human Resource 

Management 

(Arthur, 1994; Becker & Gerhart, 1996; Delery & Doty, 1996; Huselid, 1995; 

MacDuffie, 1995) 
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2009-2011 

Cluster Theme / Theory Major Articles 

1 Organizational psychology 

(Quant methods) 

(Aiken et al., 1991; Baron & Kenny, 1986; Blau, 1986; Hofstede, 1980; Podsakoff 

et al., 2003) 

2 Strategic management (Barney, 1991; Cohen & Levinthal, 1990; March, 1991; Nelson, 1982; Teece et al., 

1997) 

3 Organizational theory (Cyert & March, 1963; DiMaggio & Powell, 1983; Eisenhardt, 1989b; Jensen & 

Meckling, 1976; Pfeffer & Salancik, 1978) 

4 Strategic Human Resource 

Management 

(Fornell & Larcker, 1981; Hair, Black, Babin, Anderson, & Tatham, 1998; 

Huselid, 1995; MacDuffie, 1995; Podsakoff & Organ, 1986) 

 

2012-2014 

Cluster Theme / Theory Major Articles 

1 Strategic management (Barney, 1991; Cohen & Levinthal, 1990; Cyert & March, 1963; March, 1991; 

Nelson, 1982) 

2 Organizational psychology 

(Quant methods) 

(Aiken et al., 1991; Baron & Kenny, 1986; Blau, 1986; Fornell & Larcker, 1981; 

Podsakoff et al., 2003) 

3 Organizational theory (DiMaggio & Powell, 1983; Eisenhardt, 1989b; Meyer & Rowan, 1977; Miles, 

Huberman, Huberman, & Huberman, 1994; Weick, 1995) 

4 Social networks and learning 

within the firm 

(Coleman, 1988; Granovetter, 1973; Hansen, 1999; Nahapiet & Ghoshal, 1998; 

Nonaka, o Nonaka, Ikujiro, & Takeuchi, 1995) 

5 Strategic Human Resource 

Management 

(Bowen & Ostroff, 2004; Combs, Liu, Hall, & Ketchen, 2006; Delery & Doty, 

1996; Huselid, 1995; Lepak & Snell, 1999) 
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2015-2017 

Cluster Theme / Theory Major Articles 

1 Organizational psychology 

(Quant methods) 

(Aiken et al., 1991; Baron & Kenny, 1986; Blau, 1986; Hu & Bentler, 1999; 

Podsakoff et al., 2003) 

2 Strategic management (Barney, 1991; Cohen & Levinthal, 1990; Cyert & March, 1963; March, 1991; 

Nelson, 1982) 

3 Organizational theory (DiMaggio & Powell, 1983; Eisenhardt, 1989b; Eisenhardt & Graebner, 2007; 

Miles et al., 1994; Suchman, 1995) 

4 Upper echelons perspectives 

and decision making  

(Eisenhardt, 1989a; Finkelstein, Hambrick, & Cannella, 2009; Hambrick & Mason, 

1984; Jensen & Meckling, 1976; Pfeffer & Salancik, 1978) 

5 Strategic Human Resource 

Management 

(Fornell & Larcker, 1981; Huselid, 1995; Nahapiet & Ghoshal, 1998; Nonaka et 

al., 1995; Podsakoff & Organ, 1986) 
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2018-2020 

Cluster Theme / Theory Major Articles 

1 Organizational psychology 

(Quant methods) 

(Aiken et al., 1991; Blau, 1986; Hayes, 2013; Podsakoff et al., 2003; Podsakoff, 

MacKenzie, & Podsakoff, 2012) 

2 Strategic management (Barney, 1991; Cohen & Levinthal, 1990; Fornell & Larcker, 1981; March, 1991; 

Teece et al., 1997) 

3 Organizational theory (Qual 

methods) 

(DiMaggio & Powell, 1983; Eisenhardt, 1989b; Eisenhardt & Graebner, 2007; 

Gioia, Corley, & Hamilton, 2013; Miles et al., 1994) 

4 Upper echelons perspectives 

and decision making 

(Cyert & March, 1963; Hambrick & Mason, 1984; Jensen & Meckling, 1976; 

Ocasio, 1997; Pfeffer & Salancik, 1978) 

5 Strategic Human Resource 

Management 

(Bowen & Ostroff, 2004; Combs et al., 2006; Gibson & Birkinshaw, 2004; 

Huselid, 1995; Jiang, Lepak, Hu, & Baer, 2012) 

 

2021-2022 

Cluster Theme / Theory Major Articles 

1 Strategic management (Barney, 1991; Cohen & Levinthal, 1990; Jensen & Meckling, 1976; March, 1991; 

Teece et al., 1997) 

2 Organizational psychology 

(Quant methods) 

(Bolin, 2014; Hobfoll, 1989; Hu & Bentler, 1999; Podsakoff et al., 2003; 

Podsakoff et al., 2012) 

3 Organizational theory (Qual 

methods) 

(DiMaggio & Powell, 1983; Eisenhardt, 1989b; Eisenhardt & Graebner, 2007; 

Gioia et al., 2013; Langley, 1999) 

4 Research methods (Armstrong & Overton, 1977; Baron & Kenny, 1986; Fornell & Larcker, 1981; 

Podsakoff & Organ, 1986; Tranfield, Denyer, & Smart, 2003) 

5 Strategic Human Resource 

Management 

(Bowen & Ostroff, 2004; Combs et al., 2006; Huselid, 1995; Jiang et al., 2012; 

Lepak & Snell, 1999) 
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