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Abstract

Whilst time-series of sediment transport in gullies in both laboratory experimental

and field settings can be determined through instrumentation, quantifying the spatial

distribution of transport rates remains challenging. The morphological method, which

was proposed for estimating bed-material transport in both one- and two-dimensions

in rivers, provides an alternative. Here, we developed this method for gully systems.

A laboratory catchment was used to simulate gully erosion. High-resolution topo-

graphical data were acquired by close-range digital photogrammetry. Morphological

changes were determined using high-resolution topographic data and an associated

level of detection. Based on measured morphological changes, one-dimensional

(1D) and two-dimensional (2D) sediment transport rates were calculated via cross-

section by cross-section routing (1D) and cell by cell routing (2D). The 1D application

provided a general trend of longitudinal variation of sediment transport for the whole

gully system, increased gradually from zones of headward extension to a zone down-

stream where erosion and deposition were in balance, and sediment transport rates

less variable in space. For the 2D application, hydrological and blended hydrological-

hydraulic routing solutions were compared. We found that the level of negative

transport was insensitive to whether or not a blended hydrological-hydraulic routing

was used and that results from applying the hydrological routing throughout were

not significantly degraded. We also found that consideration should be given to spa-

tial and temporal resolution of the topographic data. The 2D application provided

spatial patterns of sediment transport that vary with gully evolution. The main gully

remained a high transport corridor but branch transport became more important

through time. The framework we report provides an additional tool for both experi-

mental and field quantification of the spatial patterns of sediment transport in gullies;

and quantification of how these patterns change under different forcing factors.

K E YWORD S

1D and 2D transport rates, gully erosion and deposition, morphological change detection,
sediment routing, spatial pattern of sediment transport, the morphological method

1 | INTRODUCTION

Gully erosion is one of the main sources of sediment supply to many

drainage basins (Valentin et al., 2005). For instance, in the loess

plateau of China it is thought to contribute to between 60% and 70%

of all eroded sediment (Li et al., 2003) and this figure has been

reported to be > 85% in a subtropical catchment in south China

(Luk, 1997). Estimating the controls on sediment transport in gully
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systems is crucial for understanding the mechanisms by which gullies

respond to driving factors like climate, vegetation and land-use; but

also for developing predictive formulae that may help with land-use

management; and for validating numerical models that can predict

gully erosion in its own right or as part of wider soil erosion modelling.

A number of soil erosion models now include gully erosion at

both the hillslope and catchment scales, including the Annualized

Agricultural Non-Point Source (AnnAGNPS) model (Gordon

et al., 2007); the Revised Universal Soil Loss Equation (RUSLE)

(Fu et al., 2005); the Limburg Soil Erosion Model (LISEM) (De Roo

et al., 1996); and the European Soil Erosion Model (EUROSEM)

(Morgan et al., 1998). These models allow prediction of sediment bud-

gets, sediment transport capacities and sediment transport rates;

although they can also have considerable uncertainty and may be

highly demanding in terms of data for input and for calibration

(e.g., Hessel et al., 2003). Evidence also suggests that predictions can

vary significantly between models (Wang et al., 2013). The develop-

ment and application of such models is likely to be enhanced via bet-

ter measurement of sediment transport rates through time and in

space in gully systems. Whilst time-series of sediment transport in

both laboratory experimental (e.g., Cui, 2002) and field settings

(e.g., Bhatti et al., 2011) may be determined through instrumentation,

quantifying the spatial distribution of transport rates remains a more

challenging goal.

A promising alternative involves inferring sediment transport in

space from measured morphological change through time. In studies

of rivers, this has been named the ‘morphological method’
(Ashmore & Church, 1998; Lane et al., 1995). The method quantifies

the sediment transport necessary to conserve mass following from

measured morphological change (Vericat et al., 2017). If data on mor-

phological change are distributed in space, the sediment transport rate

estimates are also spatially-distributed. Initial applications of the mor-

phological method were limited by the spatial and the temporal reso-

lution with which topographic data could be acquired (Ashmore &

Church, 1998; Fuller et al., 2003; Lane et al., 1994a, 1995). With

ongoing development of data acquisition technologies, this limit is

now being addressed. Laser scanning has been used for very high-

resolution gully mapping (Baruch & Filin, 2011; Hegeman et al., 2014;

James & Quinton, 2014; Schneider et al., 2012; Shellberg et al., 2013).

Such scanning can be expensive, but structure-from-motion multi-

view stereo (SfM-MVS) photogrammetry (Roncoroni & Lane, 2019;

Westoby et al., 2012) has revolutionized topographic measurement in

geomorphology. This is now reflected in growing application of the

methods to gully systems (Frankl et al., 2015; Gómez-Gutiérrez

et al., 2016; Glendell et al., 2017; Koci et al., 2020; Lv et al., 2017;

Wells et al., 2017; Xiong et al., 2021). The growing ease of morpho-

logical measurement of gullies means that the morphological method

may become increasingly feasible.

Although the morphological method has been applied to quantify

sediment transport rates in rivers (Antoniazza et al., 2019; Ashmore &

Church, 1998; Lane et al., 1995; Vericat et al., 2017) and to estimate

sediment yield on hillslopes in formerly glaciated terrain (Heckmann &

Vericat, 2018), it has yet to be applied to gully erosion and deposition.

Gully systems may be particularly suitable for application of this

method because, unlike in rivers, gullies are mostly dry between sedi-

ment transport events, overcoming the complications in rivers of

obtaining data from inundated areas. It is also possible that

applications in gullies avoid a second problem. In rivers, there are nor-

mally two boundaries across which sediment can flux, one upstream

and one downstream. If one of these is known, we can route it in

upstream or downstream direction using the morphological method

and then the absolute sediment transport rates are obtained; other-

wise, the morphological method only gives the change in sediment

transport due to erosion and deposition and not the absolute sedi-

ment transport rates (Antoniazza et al., 2019). For gullies, their spatial

extent is much smaller than rivers so that field surveys can easily

cover all gully heads. Provided the spatial extent of the survey is suffi-

cient to include all gully heads, the flux at gully boundaries (upstream

boundary condition) is zero. The boundary condition problem is elimi-

nated and absolute transport rates can be determined throughout the

measured domain, as well as the total sediment yield estimated.

Given the reduced boundary condition complication and the ease

with which morphological data can now be measured in gully systems,

the morphological method clearly has potential. There is one challenge

compared with rivers. Gullies contain a much greater range of relief,

including an important transition from the hillslopes, where sediment

transport is likely to be hydrologically-controlled according to a flow

routing defined by topographic slope (e.g., hillslopes in Heckmann &

Vericat, 2018), to the gully bottoms where sediment transport is likely

to be hydraulically-controlled by flow routing defined by interactions

between the water surface slope and the gully bed slope during a sed-

iment transporting event (e.g., rivers in Antoniazza et al., 2019). Appli-

cation of the morphological method to gullies needs to be able to

represent these two differing controls on sediment routing.

The aim of this article is to develop the morphological method for

determining the spatial patterns of sediment transport in gully sys-

tems (required to conserve mass) using approaches now well-

established for rivers. This is done in both one- and two-dimensions.

To minimize the uncertainties associated with data collection, the

focus is upon a laboratory-simulated loess catchment, rather than field

data. We include tests on the key parameters that influence results

from the morphological method.

2 | METHODOLOGY

2.1 | Overview

The methodology is presented in Figure 1. First, we used a laboratory

loess catchment to simulate gully erosion, which allowed ready quan-

tification of morphological change as well as precise determination of

hydrological parameters. Second, close-range digital photogrammetry

was used to construct digital elevation models (DEMs) and DEMs of

difference (DoD), and to determine their uncertainty so as to specify

the magnitude of detectable changes as a level of detection. With this

level of detection, significant morphological changes were identified.

Third, cross-section by cross-section routing was developed for appli-

cation of the morphological method in one dimension. Fourth, the

same was undertaken in two dimensions. The two-dimensional

(2D) method requires a routing treatment and this was done in two

different ways: (1) hydrologically, using topographic forcing of hill-

slope routing throughout the gully system; and (2) blended

hydrological-hydraulic, in which routing in the gully bottoms was rep-

laced with a 2D hydraulic treatment. These treatments were
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compared. Finally, we undertook simulations to identify the key influ-

ences upon application of the method.

2.2 | Experimental design and data acquisition

The experimental work was undertaken at the rainfall erosion test

facility at the State Key Laboratory of Soil Erosion and Dryland

Farming on the Loess Plateau, China (Figure 2). The experiment was

designed to represent small catchments of loess hilly areas at the hill-

slope scale in the Loess Plateau of China through the use of field-

obtained soil, a similar initial topography and typical rainfall events.

The basin covers an area of 31.49 m2, with a maximum length of

9.1 m, maximum width of 5.8 m, circumference of 23.3 m, height dif-

ference of 3.15 m, and average slope of 15�. The basin was filled with

loess with median grain size of 0.005 mm taken from the Yangling

F I GU R E 1 The workflow
associated with the method
developed herein

F I GU R E 2 The experimental
catchment: (a) the first and (b) the
ninth DEM [Colour figure can be

viewed at wileyonlinelibrary.com]
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district, Xianyang, China. During filling, the loess was compacted layer

by layer every 5 cm until the bulk density was within the range

1.36–1.4 g/cm3, and the final average bulk density was 1.39 g/cm3.

The initial topography (Figure 2a) was designed to represent an initial

valley system with no gullies present.

A total of 25 rainfall events were applied to the experiment over

a 2.5 month period. Due to equipment limitations, we designed three

types of rainfall intensity: 0.5, 1, and 2 mm/min, which represents

light, moderate, and heavy rain on the Loess Plateau of China

(Changxing et al., 1995), and account for 44%, 36% and 20% of the

designed rainfall events, respectively. The details of the simulated

rainfall events are shown in Table 1. During the rainfall events, we

used a sump at the outlet to collect all sediment (both suspended sed-

iment and bedload) and runoff (Figure 1). The trapped sediment was

sampled, dried, and measured and the average sediment transport

(export) rate for each rainfall event was determined (Table 1). We also

measured the volume of runoff for each rainfall event and calculated

the average discharge (Table 1). Topographic surveys were under-

taken with a lower frequency (Table 1). In order to link change

between topographic surveys to rainfall and runoff data, we calcu-

lated the average rainfall intensity and accumulated rainfall duration

between surveys (actually only 23 rainfall events affected the topo-

graphic surveys) (Table 1).

The DEMs were produced using close-range digital photogram-

metry. A JPL Carl Zeiss SMK 120 Stereo Photogrammetry Camera

(Carl Zeiss AG) was used to acquire imagery. The JX-4 Digital Photo-

grammetry Workstation (Beijing Geo-Vision Tech. Co., Ltd) was used

for the photogrammetry. The latter is a conventional photogrammetric

platform with a built-in camera calibration system. Unlike recent pho-

togrammetry software (such as Pix4D and AgiSoft Metashape), the

JX-4 Digital Photogrammetry Workstation produced a gridded stereo

model and then generated DEMs. Eighteen control points and

20 check points were evenly distributed in the study area, and a local

coordinate system was employed to survey the control and check

points using an electronic theodolite. The horizontal and vertical root

mean square positioning errors (RMSEs) of these points were better

than ±0.3 mm. The control points were used in the bundle adjustment.

DEMs were generated to a resolution of 10 mm. Check points were

used to assess DEM quality in terms of mean check point error and

standard deviation of error (Table 1). The vertical mean errors were

between −0.09 mm and 0.28 mm and the vertical standard deviations

of error were within the ranges ±1.64 mm to ±1.98 mm (Table 1).

Visual inspection of the DoD suggested that the combination of the

design of image acquisition (use of a high specification camera) and

the use of control points had eliminated systematic error such as dom-

ing, reflected in standard deviations of error that are commensurate

with the resolution of the acquired imagery (James et al., 2019).

2.3 | Morphological change

For each time period between DEMs, we subtracted the second DEM

from the first DEM such that positive change represented erosion and

therefore a contribution to sediment transport; and negative change

deposition and a decrease in sediment transport. Prior to this, we

removed the mean (i.e., systematic) error (Table 1) estimated using the

check points (James et al., 2019) from each DEM. We then

propagated the standard deviation of error from the individual DEMs

(Table 1) under the assumption that errors were point by point inde-

pendent, random and Gaussian (Brasington et al., 2003; Lane

et al., 2003):

δDoD = �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δa

2 + δb
2

q
ð1Þ

where δDoD labels the propagated error of DOD; δa and δb are the

standard error of DEM a and DEM b, respectively. We applied a Stu-

dent’s t test at 95% confidence to determine a threshold of the level

of detection (Lane et al., 2003; Wheaton et al., 2009). Only the cells in

the DoD with values outside the thresholds (1.96×δDoD) were reg-

arded as real topographic changes and used in the calculations. There

is some debate as to whether such thresholding should be applied

(e.g., Anderson, 2019). When undertaking sediment routing calcula-

tions with erosion and deposition data, noise in the latter automati-

cally leads to variance in the sediment transport rates that is spatially

non-linear (e.g., the effects will be greater at gully heads where there

is close to zero transport than further down gully where there may be

higher transport rates). For this reason, we think it is important to

address this problem using a threshold. It may be a problematic

assumption for situations where there is spatially extensive, coherent

but very small magnitude change, a problem that can occur in braided

rivers (Antoniazza et al., 2019). In gullies, especially with the high qual-

ity of data used here, change tends to be spatially concentrated and

high magnitude rather than extensive and low magnitude. Note a cru-

cial assumption in our analysis is that the gullies erode by surface ero-

sion and not subsurface erosion; the latter can occur in gully systems

(Nouwakpo & Huang, 2012), and may lead both to surface lowering

that is not belonging to surface erosion and deposition and sediment

transport that does not follow the surface flow paths. This is a weak-

ness of the method.

We also added in one other calculation. If we sum positive and

negative DODs across space to get a total volume eroded and a total

volume deposited, respectively, we have an estimate of the net vol-

ume of sediment that should have been lost from the basin. After cor-

rection for bulk density, we can then determine a sediment export

mass which we convert into kilograms per minute (kg/min) by dividing

by rainfall duration; we call this the sediment export rate. We also

measured the sediment export rate at the basin outlet directly

(Table 1), and so we could compare the DEM-estimated and the mea-

sured sediment export rates, which is ultimately a validation of the

global mass conservation of sediment under the assumptions we

make (porosity, surface lowering only by surface erosion, DEM reli-

ability, etc.).

2.4 | One-dimensional application of the
morphological method

The morphological method is an inverse-solution to estimating sedi-

ment transport rate based upon the Exner equation (Exner, 1925) for

sediment transport:

∂Qx
b

∂x

� �
+

∂Qy
b

∂y

� �
+ 1−pð Þ× ∂Zxy

∂t

� �
+

∂Cb

∂t

� �
=0 ð2Þ
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where Qb is the sediment transport in the x and y downstream

and cross-stream directions respectively; p is the sediment porosity;

Z is elevation in position (x, y); t is time and Cb is the concentra-

tion per unit bed area of sediment in motion. By assuming negligi-

ble lateral sediment transport, and assuming that Cb is constant in

space and time, Equation 2 becomes in one dimension (Vericat

et al., 2017):

∂Qb

∂x

� �
+ 1−pð Þ× ∂Z

∂t

� �
=0 ð3Þ

where Qb is the cross-sectionally averaged sediment transport rate;

and Z is the cross-sectionally averaged morphological change.

For the one-dimensional (1D) application of the method, net vol-

ume changes per cross-section are measured by DEM differencing.

The net change (ΔVj) in any one time period between adjacent sec-

tions j is then determined (Antoniazza et al., 2019). A discretization of

Equation 3 is then used to calculate a sediment transport rate in kilo-

grams per second:

Sj = Sj−1−
P

ρ 1−pð ÞΔVj

t

� �
ð4Þ

where Sj is the transport for a given cross-section j; Sj-1 is the trans-

port rate coming from the upstream cross-section; ρ is the material

density; p is the porosity; ρ(1 − p) is equal to the bulk density in prac-

tice; ΔVj is the net volume change by cross-section measured by DEM

differencing and t is the transport duration.

The main difficulty in a gully system is specification of cross-sec-

tions. A priori, this needs the definition of a gully network and then

cross-sections at right angles to the gullies. As gullies evolve, the ori-

entation of the cross-sections should change, making it very difficult

to compare consecutive cross-sections in time. For this reason, we

make a much simpler approximation which involves fixed cross-

sections oriented parallel to the x coordinate direction, and hence the

orientation of the primary gully

2.5 | Two-dimensional application of the
morphological method: Principle

Two-dimensional application of the morphological method was first

proposed and tested by Lane et al. (1995) for a small section of a

braided river. This, and a much larger scale application to a braided

river (Antoniazza et al., 2019), used the output of depth-averaged 2D

hydraulic models to route sediment spatially. For the case of gullies, a

similar routing treatment is needed. The path followed by sediment

will be a function of the resolution of two components of shear stress;

that due to flow; and that due to gravity or topography (Antoniazza

et al., 2019). Following Nelson and Smith (1989), the resultant

stresses are defined by:

τx = ρwg
j u j uxn2
d1=3

+ τc
sin θsx
sin ϕ j s j ð5aÞ

τy = ρwg
j u j uyn2
d1=3

+ τc
sin θ

sin ϕ

sy
j s j ð5bÞ
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where the first term of the right-hand side of Equations 5a and 5b

describes the flow-related shear stress; j u j =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2x + u

2
y

q
is the magni-

tude of the velocity vectors in planform (ux,uy); the ρw is the water

density (1,000 kg/m3); g is the gravitational acceleration (9.81m/s2); d

is the water depth; and n is the value of Manning’s n; the second term

on the right-hand side represents the topography-related shear stress

(Nelson & Smith, 1989); τc is the critical shear stress defined from a

Shields condition; θ is the arctan of s, the slope derived from the

DEM; ϕ is the bulk angle of repose of the sediment. The two terms on

the right-hand side are not independent as local topographic slope will

influence the water surface slope and the momentum equations that

lead to the velocity terms in Equations (5a) and (5b). When the topo-

graphic slope is low, the magnitudes of the flow-related and topo-

graphic terms will be similar; but as the slope steepens, so the

topographic terms will become dominant. Even in flatter gully bot-

toms, gully bottom slopes may be substantially steeper than in a river,

meaning that the topographic term dominates. To clarify definitions

from here onwards, we refer to the first term on the right-hand side

as flow forcing and the second term as topographic forcing. When just

topographic forcing is included, and the flow itself does not influence

routing, then we have a problem equivalent to hydrological routing.

When both flow forcing and topographic forcing are included, then

we call it hydraulic routing.

2.6 | Two-dimensional application of the
morphological method: Hydrological routing

If topographic forcing is dominant then we assume that sediment fol-

lows topographically driven flow paths with only sx and sy controlling

routing; that is it can be treated as a classical hydrological routing

problem. The right-hand term in Equations 5a and 5b is effectively a

generalization of a multiple flow path routing, with two flow paths

possible. Here we allow for multiple possible flow paths using the

Holmgren (1994) function. Each cell receives a certain volume of sedi-

ment from surrounding cells that are higher in altitude, Qs. It then sup-

plies sediment to cells that are lower in altitude in proportion to their

slope. Hence, according to the Equation 2 and the multiple flow direc-

tion model (Holmgren, 1994), the sediment transport rate in any direc-

tion k, Qk
b, is defined as:

Qk
b =

tan skP8
1tan sk

 !α

×
Qs + ρ 1−pð ÞΔVij

� �
t

ð6Þ

where k is the index of each of the eight surrounding cells that could

deliver sediment to cell ij if they have positive slopes; sk is the slope of

the surrounding cells k; ΔVij is the net volume change measured by

DEM differencing; t is the duration time; ρ(1 − p) is equal to the bulk

density in practice; and α is the parameter that controls the degree of

flow diffusion (or concentration) which tends to a classic D8 algorithm

as α tends to infinity, and tends to multiple flow direction routing with

an α of 1. Flow routing was applied in using the TopoToolBox system

(Schwanghart & Kuhn, 2010).

Use of Equation 6 includes the parameter α which is not known a

priori. Given the difficulty of measuring spatially distributed sediment

transport rates, there are no independent calibration data. However, it

is possible to use a no negative transport condition (e.g., Antoniazza

et al., 2019) which states that there cannot be more deposition in any

one cell in the model than there is sediment supplied to that cell. If

the routing is not correct, then negative transport situations may

arise. In the gully system case, and unlike in rivers, we can assume that

sediment transport above the gully heads is zero, we do not need to

specify upstream sediment supply conditions and so negative trans-

port can be attributed either to errors in the morphological change

estimation (i.e., the photogrammetrically-acquired DEMs) or the rou-

ting process itself. Thus, the extent of negative transport is an index

of the quality of the sediment routing and we use it here to assess

dependence on α. We ran the hydrological routing 200 times with α

randomly sampled between 1 and 10 for the second period.

A second issue arises regarding which DEM should be used to

drive the routing of sediment: the DEM at the start of each calculation

period (initial DEM); the DEM at the end of each period (final DEM);

or the average of the two (average DEM). Here, we test the effects of

this choice, also against the negative transport index.

2.7 | Two-dimensional application of the
morphological method: Blended hydrological-hydraulic
routing

If there are zones of the DEM where the topographic slope reduces

such that the flow-related shear stresses in Equations 5a and 5b

become important relative to the topographic shear stresses, then

using Equation 6 alone may not be correct. The solution to this is to

couple hydrological routing on the hillslopes to hydraulic routing on

the gully bottoms, the latter using the full forms of Equations 5a and

5b. We call this blended hydrological-hydraulic routing. Here, we

undertake depth-averaged 2D hydraulic simulations of flow in gully

bottoms using the open source BASEMENT software (version 2.8,

http://www.basement.ethz.ch/). We used standard physical parame-

ters (Vetsch et al., 2017); a gravitational acceleration of 9.81 m2/s, a

molecular viscosity of 10−6 m2/s and a fluid density of 1000 kg/m3;

and a Manning’s n of 0.03 (after Arcement & Schneider, 1989), for the

initial default simulations. It should be emphasized that it has been

shown that in 2D hydraulic models, perturbations of Manning’s

n have only a very small impact on flow routing (Lane et al., 1994b;

Yu & Lane, 2006).

To couple the hydraulic routing to the hydrological routing, we

treated each branch of the main gully as an inlet boundary condition

(Figure 3). This is supported by the observation of a marked reduction

in slope as branches enter the main gully. At each inlet, we needed to

supply a flow rate. This was done by taking the discharge measured at

the experimental outlet in the main gully and distributing it to each

branch in proportion to the latter’s upstream contributing area:

Qi =
AiPn
1Ai

×Qout ð7Þ

where Qi is discharge of inlet i; Ai is the upstream contributing area of

inlet i; n is the total number of inlets; Qout is the recorded outlet

discharge.

At the outlet, we specified a normal depth condition with model

extension downstream such that this condition had no upstream influ-

ence upon the simulated zones of interest.
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To avoid semi-wetted cells and numerical instabilities, a mini-

mum water depth was required for a cell to be defined as inundated

(Ingham & Ma, 2005). Here, we used a minimum water depth of

10 mm. Hydraulic simulations were performed with a fixed bed of

the initial or final DEM (first or second DEM of the survey period)

in every period. The DEM choice followed the hydrological routing;

initial for situations where the hydrological routing used the initial

DEM, and final where it used the final DEM. In all cases, BASE-

MENT was run until a steady state had been reached with a mass

balance between input and output instantaneous discharge error

lower than 0.1%.

When a flow-related shear stress is combined with a topography-

related shear stress as in Equations 5a and 5b, parameters are needed.

For the critical shear stress, we used classical formula (Parker

et al., 2003) to calculate the particle Reynolds number (Rep):

Rep =

ffiffiffiffiffiffiffiffiffi
RgD

p
D

ν
ð8Þ

where Rep denotes the explicit particle Reynolds number; R = 1.65 is

the submerged specific gravity of the sediment; ν = 10−6 m2/s

denotes the kinematic viscosity of water and is evaluated at 20�C;

and D is the median grain size. Then, according to a Shields curve for

cohesive silt (Miedema, 2013), the Shields parameter was determined.

Finally, the critical shear stress was calculated from (Ni et al., 2020;

Parker et al., 2003):

τc = ρwRgDτ
�
c ð9Þ

where τ�c is the critical Shields number. Equations 5a and 5b were then

applied following Antoniazza et al. (2019):

qxb =
τ2x

τ2x + τ
2
y

P8
k =1q

k
b + ρ 1−pð ÞΔVij

h i
t

ð10aÞ

qyb =
τ2y

τ2x + τ
2
y

P8
k =1q

k
b + ρ 1−pð ÞΔVij

h i
t

ð10bÞ

where t is the duration of competent flow; k is the index of each of

the eight surrounding cells that could deliver sediment to cell ij; and

ΔVij is the net volume change measured by DEM differencing.

Whilst the net volume change ΔVij and critical shear stress τc can

be determined by the DoD and median grain size, respectively, the

angle of repose and Manning’s n are still uncertain in Equation 5a and

5b due to a lack of information on sediment composition. There is also

no a priori reason why the Manning’s n values needed in

Equations (5a) and (5b) should be the same as those required in the

use of the BASEMENT hydraulic model. Manning’s n is not a physical

parameter (that can be precisely determined from physical laws or

direct measurements) but an effective parameter designed to create

the correct empirical relation between different sets of physical vari-

ables and used in a relation (the ‘Manning equation’ based upon labo-

ratory analyses (see Lane, 2014). In Equations 5a and 5b, Manning’s

n is a parameter that controls the relative magnitude of the flow com-

ponent of shear stress as compared with the topographically-forced

component of shear stress. Hence, rather than simply using the value

of Manning’s n we used in the flow model, we allowed Manning’s n to

be considered with the other parameters in Equations 5a and 5b as a

calibration parameter; even if this could produce a different optimum

value of n to that used in the hydraulic model.

As mentioned earlier, the extent of negative transport is an index

of the quality of the sediment routing. Thus, for model calibration we

adopt the same approach as Antoniazza et al. (2019). We assume the

parameters are spatially homogenous. Then, a Monte Carlo General-

ized Likelihood Uncertainty Estimation (GLUE) approach (Beven &

Binley, 1992) was used to determine the parameters (i.e., angle of

repose, Manning’s n) that minimizes the proportion of negative trans-

port. We ran 2000 model realizations. The parameters were sampled

randomly across a range of plausible values in each realization; 0.01 to

0.05 for Manning’s n (French & French, 1985); and 30� to 60� for the

angle of repose given 45� is typical of wet sand in the literature (Al-

Hashemi & Al-Amoudi, 2018; Glover & Young, 1998). The percentage

of cells experiencing negative transport in each realization was

recorded. This allowed us to determine the most probable combina-

tion of parameters required to minimize the proportion of negative

transport. Then, the 2000 iterations of the Monte Carlo sensitivity

analysis were used to determine the Manning’s n and the angle of

repose for the second period.

Unlike when the hydrological routing method is applied across

the entire gully system, the blended method requires the output from

the hydrological treatment to be coupled to the hydraulic treatment.

Although the calculation of the hydraulic routing takes discharges

from only the gully branches, assuming direct hillslope runoff to the

F I GU R E 3 The inlets and outlet shown superposed on the
second relief shaded DEM [Colour figure can be viewed at
wileyonlinelibrary.com]
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main gully to be negligible, the sediment transport is fully coupled,

with sediment routed hydrologically on the hillslopes and in the gully

branches delivered to any point in the main gully zone where the

hydraulic routing was applied.

2.8 | Effects of spatial resolution and temporal
frequency on estimated transport rates

Finally, as research suggests that the spatial and temporal resolution

of data can impact the results obtained using the morphological

method (Ashmore & Church, 1998; Lane et al., 1994a, 1995), we

tested their effects. The second and third DEMs were resampled to

50, 100, 200 and 500 mm for the second survey period for investigat-

ing the effect of DEM resolution. Alternating erosion and deposition

during a survey period could compensate morphological estimates.

Recorded morphological changes may vary with survey frequency

within a certain period, which affects sediment transport estimations.

Thus, we also looked at how topographic survey frequency

(i.e., temporal resolution) impacted results. The transport rates for the

whole period studied (Table 1) were calculated from all nine DEMs,

five DEMs (i.e., the first, third, fifth, seventh and ninth DEMs were

used), three DEMs (i.e., the first, fifth and ninth DEMs were used), and

two DEMs (i.e., the first and ninth DEMs were used), respectively.

3 | RESULTS

3.1 | Erosion, deposition and net changes at the
basin scale

The eight DoDs calculated from the nine available DEMs are shown

in Figure 4, after application of the level of detection. The DoDs

show erosion (red) at the gully heads and deposition (blue) in the

gully bottoms. The gullying process involves erosion both laterally

(gully widening) and headward (gully extension). As the gullies widen

and lengthen, deposition can occur downstream, notably in periods

3, 5 and 8; but this is not a systematic evolution. Thus, the sedi-

ment yield (erosion minus deposition in any one period) does not

systematically decline through time (Table 2). Erosion and deposition

(Table 2) are negatively correlated through time (r = 0.558) but this

is not significant at P = 0.05. As the gullies widen, deposition and

erosion patches can also be seen within gully sections across a

given y coordinate. (e.g., 600 cm downstream direction in period

F I GU R E 4 Morphological changes for each period [Colour figure can be viewed at wileyonlinelibrary.com]

T AB L E 2 Erosion, deposition and sediment yield calculated from digital elevation models of difference (DoD)

Period 1 2 3 4 5 6 7 8

Erosion (kg) 1438.99 1471.52 1378.51 1639.03 961.94 1682.77 728.73 1122.42

Deposition (kg) 0.00 15.46 131.04 4.73 121.92 30.17 62.34 111.05

Sediment yield (kg) 1438.99 1456.06 1247.48 1634.29 840.02 1652.60 666.40 1011.38

Sediment export rate (kg/min) 3.96 18.96 8.20 20.66 4.53 8.93 10.30 3.72
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8 in Figure 4). This will lead to erosion and deposition within a

cross-section cancelling itself out, when applying the 1D morpholog-

ical method (Lane et al., 1995).

For the whole catchment, the sediment export rates calculated

from the DoDs ranged from 3.72 to 20.66 kg/min (Table 2). There

was a good general agreement with the observed sediment export

rate (Table 1) (r = 0.97, P < 0.01, Figure 5), suggesting that inference

of sediment transport for morphological changes is reliable at the

basin scale. This was particularly the case for periods 1, 2, 3, 5, 6 and

8 (Figure 5) and suggests that surface erosion is likely to have been

dominant for these periods. For periods 4 and 7, more sediment was

observed as exported than was inferred from the DoDs (Figure 5), and

this could be due to subsurface erosion (i.e., erosion that has no sur-

face expression) during these two periods. It could also be due to ero-

sion that has a depth that is smaller than the limits of detection of the

photogrammetry. It should be emphasized that the calculation does

not confirm whether or not the sediment routing implicit in 1D and

2D approaches is correct, and that the associated spatial distribution

of transport is correct.

3.2 | One-dimensional sediment transport rate

Figure 6 shows the results from applying the 1D morphological

method. The positive slope of the transport rate versus distance

means that the expanding gully network results in net sediment ero-

sion from upstream to downstream even through there may be both

deposition and erosion in any one cross-section (Figure 4). Except for

the first time period, the sediment transport rates tend to become sta-

ble at a certain distance downstream (i.e., cross-section 700–900 cm

in Figure 6), especially in the latter periods (e.g., periods 7 and 8). As

Figure 4 implies, these steady transport rates do not imply no erosion

and no deposition but rather that the two balance each other out

within a section. This distance corresponds to the zone downstream

where the basin width is narrowing and there are fewer gully bra-

nches; whilst the gully bottom is widening. A situation with fewer bra-

nches reduces the possibility of positive contributions to sediment

transport from lateral or headward erosion; whilst the widening gully

bottom creates the space for both erosion and deposition to occur.

3.3 | Two-dimensional sediment transport rate:
Hydrological routing

Figure 7(a) shows an example of a spatial map of sediment trans-

port. It shows how the effect of the distribution of erosion around

the gully sides and headwalls leads to sediment transport in the

gully branches but, as the gullies combine, a marked increase in sed-

iment transport rate in the main gully. Figure 7(a) also shows a zone

of negative transport, where the DoD is recording more deposition

F I GU R E 5 Sediment export rates, as
calculated from the DoDs and as observed directly
at the catchment outlet

F I GU R E 6 Calculated 1D
sediment transport rates [Colour
figure can be viewed at
wileyonlinelibrary.com]
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than there is delivered sediment. There is negative transport in all

periods. The degree of negative transport tends to increase as a

function of time (Figure 7b). It is also a function of which DEM is

used to drive the routing although DEM choice seems to make rela-

tively little difference (Figure 7b). Figure 7(c) shows the negative

transport condition plotted against α. With the reduction of α, the

negative transport becomes lower. Hence α = 1 was used for all the

periods but it should be noted that the sensitivity of the condition

to α is generally lower than the sensitivity to DEM choice

(Figure 7b), certainly from period 4 onwards. Figure 7(d) shows that

the degree of negative transport is positively associated with the

level of deposition in each time period (r = 0.87, P < 0.01). Thus, the

negative transport condition appears to be degraded more when

the DEM is more depositional, and so likely a function of the inabil-

ity of topography to route sediment to zones of deposition. The

most likely explanation is that negative transport is being propa-

gated downstream with the calculation used here such that a spa-

tially limited but high magnitude DEM error could lead to a large

number of downstream cells having negative transport. Finally, there

is some evidence that negative transport is more prevalent in the

main gully close to the downstream end of the gully system which

may suggest some break down of topographic routing in this zone.

3.4 | Two-dimensional sediment transport rate:
Hydraulic routing in the gully bottom

Hydraulic simulations were performed using the initial DEM (same

with hydrological routing). Water depths (Figure 8a) and flow veloci-

ties (Figure 8b) were acquired from the second period onwards as the

first period contained no obvious channels. According to the Shields

curve (Miedema, 2013) and Equations 8 and 9, the critical shear stress

was 0.032. Figure 8(c,d) show the results of the Monte Carlo analysis

for the angle of repose and Manning’s n. The angle of repose has no

apparent impact on the proportion of negative transport. The propor-

tion of negative transport decreases with increasing Manning’s n until

a value of 0.022 after which the values remain constant. Hence,

although the parameter setting only changes negative transport con-

dition marginally, we used an angle of repose of 45� and a Manning’s

n of 0.03, the latter chosen to be the same as the value we used in

the hydraulic model and recommended by Arcement and

Schneider (1989).

There is stronger evidence of the effects of the combined effects

of flow forcing and topographic forcing on negative transport. With

an angle of repose of 45� and Manning’s n of 0.03, 0.76% of the cells

remain with negative transport for period 2. If we set the critical shear

F I GU R E 7 Topographically controlled sediment routing: (a) an example of model output, period 6; (b) the effects of DEM choice on the
proportion of cells with negative transport; (c) the effect of the exponent of α on negative transport for period 2; and (d) negative transport
proportion against the proportion of cells showing deposition for all periods [Colour figure can be viewed at wileyonlinelibrary.com]
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stress to zero and so remove topographical forcing (i.e., flow-related

shear stress only), the proportion rises to 1.08%. If we set the flow to

zero to remove flow forcing (i.e., topography-related shear stress

only), the proportion rises to 0.82%. Figure 9 visualizes these simula-

tions. With flow forcing only, there is a tendency to develop parallel

sediment transport paths in flat areas (Figure 9a). These are highly

unrealistic and reflect the fact that flow routing is less sensitive to

small topographic differences. With topographic forcing only, the sed-

iment transport paths are much concentrated even in very flat areas

(Figure 9b), showing a high sensitivity to topographic differences. If

topographic forcing is combined with flow forcing in the gully bottom,

the sediment transport paths converge more which reflects the

F I GU R E 8 Modelled flow depth (a), flow velocity (b), Monte Carlo analysis of the effects of the angle of repose (c) and Manning’s n (d) on the
proportion of cells with negative transport. (c) and (d) show the mean (solid line) and one standard deviation above and below the line [Colour
figure can be viewed at wileyonlinelibrary.com]

F I GU R E 9 Hydraulic and hydrological routings in the gully bottom for the second period: (a) hydraulic routing using flow forcing only;
(b) hydraulic routing using only topographic forcing only; (c) complete hydraulic routing using – the full forms of Equations 5a and 5b; and

(d) hydrological routing (background are contours of elevation with spacing of 2 cm) [Colour figure can be viewed at wileyonlinelibrary.com]
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effects of steeper channel-lateral sidewalls on convergence of

sediment transport into the gully bottom; also, many of the parallel

transport paths upstream at about 170 cm disappear (Figure 9c).

Then, it is interesting to compare hydraulic routing [whether with

flow forcing only (Figure 9a), topographic forcing only (Figure 9b), or

flow and topography (Figure 9c)] with hydrological routing

(i.e., Equation 6) (Figure 9d). We would expect Figure 9(b, d) to be

similar; the differences are relatively small and illustrate largely the

difference between the discretization in Equations 10a and 10b

where routing is possible under any one of two cardinal directions

(Figure 9b) and the more diffuse solution of Equation 6 where routing

can be in any cardinal direction (Figure 9d). Figure 9(d) gives the

impression that downstream of 170 cm the routing is more natural;

but it is also in the flat zone where there is substantial negative trans-

port (Figure 6) and this suggests that in the gully bottom hydrological

routing moves sediment incorrectly because it is too sensitive to small

topographic variations. These observations aside, the complete

hydraulic routing (with both the flow and the topographic forcing)

does not reduce the proportion of negative transport cells signifi-

cantly in the main gully (Table 3), suggesting that given the extra

effort that is needed, having hydraulic routing in the gully bottoms

may not be that important, on the basis of the no negative transport

condition.

3.5 | Two-dimensional sediment transport rate:
Blended hydrological-hydraulic routing

Given the marginally better results, we apply hydraulic routing (the full

form of Equation 5) in the gully bottom and the topographic routing

defined by Equation 6 elsewhere; and call this blended routing

(Figure 10). Table 3 shows the slight improvement that comes with

this blended routing for all periods. Compared to the 1D results, the

2D results show substantial variation of sediment transport rates for a

given value of the y-direction (Figure 10), as well as zones of conver-

gence (e.g., 700–800 cm in the downstream direction in the fifth

T AB L E 3 Negative transport condition with different routing for main gully and whole catchment respectively

Period 1 2 3 4 5 6 7 8

Main gully Hydraulic routing — 0.76% 12.05% 0.79% 22.85% 5.89% 1.84% 8.41%

Hydrological routing — 0.60% 12.31% 1.04% 25.10% 6.85% 2.01% 6.62%

Whole catchment Blended routing 0.00% 0.67% 2.74% 1.16% 9.97% 5.29% 8.08% 5.07%

Hydrological routing 0.00% 0.69% 2.85% 1.17% 10.05% 5.42% 8.11% 5.07%

F I GU R E 1 0 Two-dimensional sediment transport rate estimates using blended hydrological-hydraulic routing (note that the negative

transport rate is set to zero for visualization) [Colour figure can be viewed at wileyonlinelibrary.com]
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period in Figure 10) and divergence (e.g., 500–600 cm in the down-

stream direction in the fifth period in Figure 10) of transport. High

transport rates (values bigger than 1 kg/min) are concentrated in the

main gully due to the effects of accumulation in the dendritic drainage

network. Low transport rates (values between 0 and 0.5 kg/min) are

commonly found in the gully branches, but also at the margins of the

main gully.

Although the transport rates in the main gully were always the

highest, we found that branch transport rates increased with the gully

system development (Figure 10). Then, we calculated the proportion

of the branch transport in every period, that is the ratio of the sum of

transport rates at branch outlets to the sediment export rate of the

catchment. Figure 11 shows that the proportion of branch transport

and the number of branches. As the gully developed, the proportion

of branch transport increased at first and then became stable. The

number of branches showed the same pattern; and a positive correla-

tion was found between the two (r = 0.86, P < 0.01). This finding

means that although the main gully maintains a high transport, it

becomes less important in terms of proportion as the gully system

develops.

3.6 | Comparison of 1D and 2D approaches

To compare with the 1D results, the 2D results produced by blended

hydrological-hydraulic routing were transformed into their 1D form

by integrating across a given cross-section. The 2D results are more

variable as a function of distance downstream (Figure 12) and also

plot higher in terms of total transport rate. This finding is not surpris-

ing. The 1D method accumulated the DoD within cross-sections at

first and then routed them downstream, which inevitably compen-

sates some zones of erosion (positive in a DoD) and some zones of

deposition (negative in a DoD) within cross-sections (Figure 4). The

2D method routes each cell in the DoD and so reduces the possibility

for local compensation. When we integrated the 2D results back onto

the 1D treatment (Figure 12), we obtained higher transport rates than

the 1D method in many cross-sections (Figure 12). The intensity of

lateral transport within a cross-section in the presence of net erosion

drives this effect; if any cell of eroded sediment is transported laterally

(x coordinate direction) then the sediment contributes to more than

one cell in the x direction; such that calculation of the integration

across x direction causes higher increases in transport rate than with

a 1D calculation. The reverse happens with net deposition in a

section (the mean reduction in transport rate is higher). Note that the

two solutions are still mass conservative. That said, the broad patterns

of the 1D method and the integration of 2D method are the same:

the transport rate increase with distance downstream.

3.7 | The effect of DEM resolution

Here, we used the hydrological routing to analyse the effect of DEM

resolution because the hydrological routing is more straightforward

and is easier to apply than the hydraulic routing. We use the second

period of data for the test. With the DEM resolution becoming

coarser, the spatial extent of sediment transport becomes wider

(Figure 13a–e). Some hillslope areas without erosion were mistakenly

regarded as eroded areas, leading to over-estimation of transport

extent. To clearly see how the value of transport rates changes, we

transformed the 2D result into their 1D form by integrating them

across the x (lateral) direction. As Figure 13(f) shows, the coarser

resolution DEM tends to result in lower transport rates. This finding

suggests that the coarser resolution DEM causes higher transport in

low transport areas and leads to lower transport in high transport

areas. Besides this local effect, the global sediment transport rates

(i.e., sediment export rate) decline with increasing coarseness of the

topographic data. Figure 13(f) also shows how with coarser DEMs,

the reduction in the quality of routing estimation can lead to rapid

decreases in transport rate (e.g., transport rates at 680–700 cm down-

stream), largely because sediment becomes stuck in parts of the gully

system due to local averaging in the presence of steep topographic

gradients.

F I GU R E 1 1 Proportion of
branch transport with gully
development [Colour figure can
be viewed at
wileyonlinelibrary.com]
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F I GU R E 1 3 The effect of DEM resolution: (a)–(e) 2D results with different resolution DEMs, and (f) 1D forms of the 2D results with

different resolution DEMs [Colour figure can be viewed at wileyonlinelibrary.com]

F I GU R E 1 2 Comparison of 1D results and integrated 2D results [Colour figure can be viewed at wileyonlinelibrary.com]
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3.8 | The effect of survey frequency

Figure 14 shows sediment transport estimations with various survey

frequencies for the whole period studied (Table 1). The sediment

transport is much concentrated in main gully when only two DEMs

were used (Figure 14a). As the survey frequency increases, there are

more details of transport paths; and the paths in main gully become

more diffusive (Figure 14a–d). We also integrated the 2D results into

their 1D form (Figure 14e). The 1D form reveals a global effect of sur-

vey frequency: transport rates generally tend to increase with survey

frequency, especially in downstream areas. This is likely to reflect the

effects of compensating erosion and deposition, confirmed by a

greater impact further downstream.

4 | DISCUSSION

The 2D morphological method was proposed more than 20 years ago

for rivers (Lane et al., 1995). This article develops the morphological

method for sediment transport estimates in a gully system. The

method seems to work as the negative transport condition is generally

met and the proportions of cells with negative transport are very low.

Progressive gully development creates a dendritic drainage network

(Figure 4) and this serves to focus sediment into the main gully, where

deposition occurs. Although the rainfall intensity varies between

periods (Table 1), the results show that there is enough flow accumu-

lation to maintain significant sediment transport to the catchment

outlet (Figures 6 and 10). This finding is different from braided rivers

where continuous flow convergence and flow divergence leads to a

strong autogenically-driven control on the braiding process (Bakker

et al., 2019).

The results suggest that the 1D approach should be applied with

care to gully systems as it is hard to specify cross-sections for an

evolving dendritic network. In this article, we used a simple approxi-

mation with cross-sections oriented orthogonally to the y coordinate

direction, itself parallel to the main gully direction. This approximation

method allowed visualization of a general trend of variation in sedi-

ment transport from upstream to downstream for the whole gully

F I GU R E 1 4 The effect of survey frequency: (a)–(d) 2D results with different survey frequency for the whole period, and (e) 1D forms of the

2D results with different survey frequency [Colour figure can be viewed at wileyonlinelibrary.com]
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system and through time (Figure 6). In all cases, transport rate

increased with distance downstream through the gully system, even-

tually reaching a plateau. This plateau occurs approximately where the

last branch joins the main gully and implies balanced erosion and

deposition within the downstream main gully. The fact that from this

point sediment delivery no longer increases but that sediment trans-

port continues, and that in this zone, morphological changes are sub-

stantially lower than towards the gully heads (Figure 4) suggests that

the main gully has evolved to be able to transport all sediment sup-

plied to it. This observation is also reflected in sediment export rates

(Table 2) that are of a similar magnitude to the plateau (Figure 6).

Thus, as the gullies develop the lower parts evolve to being sediment

transport conveyors whereas the gully heads continue to grow. This is

reflected in the 1D sediment transport rates which begin to rise pro-

gressively farther upstream through time. These results are not sur-

prising but in the case of a gully overlook two broad problems. The

first is the well-established problem of compensating erosion and

deposition within a cross-section. The second is the fact that the main

gully and the gully branches have continually changing orientation

which makes specifying cross-sections that are orthogonal to the local

gully orientation difficult, especially if these orientations change

through time.

For these reasons the 2D application of the morphological

method with cell-by-cell sediment routing has appeal and was able to

produce plausible estimates of the spatial patterns of sediment trans-

port and their evolution through time (Figure 10). The spatial patterns

vary with gully network evolution. The main gully maintains high

(absolute) transport rates through time. As the branches develop rap-

idly and then become stable, the proportion of branch transport

increases to 78% and then from period 3 onwards returns to a level of

about 60% (Figure 11). This reflects two different processes. The first

is the importance of headward extension which rapidly increases the

importance of branch transport. However, and second, there comes a

point when the number of branches becomes stable at which point

the decline to the 60% plateau occurs. This implies the onset of some

kind of steady state where headward extension has slowed to the

point that branch sediment transport remains a fixed proportion of

main gully transport. This matches when, qualitatively, the major

phase of network expansion has ended (Figure 10).

Compared with applications of the 2D morphological method to

rivers (Antoniazza et al., 2019; Bakker et al., 2019; Lane, 1997; Lane

et al., 1995), the application to gully systems has fewer demands in

terms of hydrological information; and it has a natural boundary con-

dition, the gully heads, across which sediment transport rate must be

zero. The datasets that result may provide a better means of calibrat-

ing and validating models of sediment transport in gullies

(Fu et al., 2005; Gordon et al., 2007). It is possible that we can use the

derived sediment transport fields to understand the spatial structure

of sediment transport and to relate this to distinct geomorphic pro-

cess signatures (e.g., Llena et al., 2020) and the space–time evolution

in within gully sediment connection (Heckmann & Vericat, 2018) and

ultimately to test and to refine sediment connectivity indices

(e.g., Cavalli et al., 2013). The data can also be used to produce

spatially-explicit sediment delivery ratios (Heckmann & Vericat, 2018)

and to describe how these evolve through time.

This positive conclusion aside, there are some recommendations

and limits that follow. First, the choice of DEM may affect sediment

routing. Previous application of the morphological method used initial

DEMs to drive sediment routing (Antoniazza et al., 2019; Bakker

et al., 2019; Heckmann & Vericat, 2018). In our case, we compared

the initial DEM, the average DEM, and the final DEM and found that

the initial DEM gave marginally better results in terms of the negative

transport condition (Figure 7b). The problem arises because the

method uses a single initial topography for routing. However, the

erosion–deposition process will modify topographic conditions con-

tinually (Mosselman, 2005; Nicholas et al., 1995) so that flow paths

change through time during an event. The extent of the problem will

depend upon both the time between surveys and the rates of mor-

phological change (Heckmann & Vericat, 2018). There is likely to be a

point at which the time between surveys is so long or rates of mor-

phological change so great that the actual sediment transport path-

ways diverge significantly from those defined by the initial DEM. The

best survey frequency needs to be judged with reference to rates of

morphological change. Hence, it is difficult to produce a single rec-

ommended survey frequency other than to state that, for the most

extreme events, the morphological method is likely to break down

completely.

Second, this study tested a range of different approaches to

the routing problem: hydrological; and hydrological blended with

hydraulic. This reflected the fact that if there is divergence

between the slope of the water surface and the bed surface then

routing will be hydraulically controlled, and both flow forcing and

topographic forcing will drive routing. This is the assumption made

in 2D applications to rivers (Antoniazza et al., 2019). On hillslopes,

as the topographic forcing is likely to be significantly greater than

the flow forcing, hydrological routing may be sufficient. In quantita-

tive terms, using the negative transport condition, hydrological rou-

ting on the hillslopes and hydraulic routing in the bottom of the

main gully resulted in a marginal improvement (Table 3). However,

it was not great. Visually, there was a more marked difference in

the results, with the hydraulic routing leading to greater diffusion

of sediment transport paths, notably at the downstream end of the

gully (Figure 10). We have no further evidence to suggest which

of these routing treatments is most likely to be correct except that

as a gully becomes wider it is more likely to need a hydraulic

treatment. For most of the gullies in this system, the hydrological

treatment seems to be able to respect the negative transport con-

dition as well as the blended hydrological-hydraulic treatment and

it is therefore acceptable. It is also substantially easier to apply.

Third, coarser-resolution DEMs result in lower sediment transport

rates in general, but over-estimate the extent of sediment transport

as compared with the finer-case (Figure 13a–e). There is also some

evidence that DEM coarsening may lead to local topographic artefacts

that can substantially impact transport rates (Figure 13f). Research

(Dai et al., 2019; Gómez-Gutiérrez et al., 2015; Saksena &

Merwade, 2015) has addressed the effects of DEM resolution on gully

characterization and shown that it depends on the scale and morphol-

ogy of gully itself. It is quite probable that the resolution of topo-

graphic data will be defined by the scale of the gully; but with

developments in SfM-MVS photogrammetry, such data are increas-

ingly likely to be available. Thus, spatial resolution tests should be a

routine element of understanding how the morphological method is

performing in any given application, but new technologies are likely to

be able to provide the necessary high-resolution data.
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Fourth, erosion and deposition can alternate through time

(Balaguer-Puig et al., 2017; Lindsay & Ashmore, 2002; Milan

et al., 2007). High frequent surveys can capture more morphological

changes, reducing the probability of compensation by alternating

erosion–deposition through time, resulting in higher transport rates

and providing more details of transport paths (Figure 14). However, in

practice, such high frequent surveys are unfeasible. Lane et al. (1994a)

showed significant bias in the estimation of volumes of morphological

change if the survey frequency does not match the rate of process

change in time in a river. In this study, the time periods contained

more than one rainfall event. It would probably be wise to increase

survey frequency such that only one rainfall event occurs between

surveys. However, given the ease of data acquisition and DEM gener-

ation using current technologies, as well as the ease of its application

using hydrological routing, the morphological method could become a

routine manner for experimental or field-based evaluation of controls

on gully erosion processes. Even with a good survey frequency, suffi-

cient to avoid compensating erosion and deposition, the actual esti-

mated transport rates assume that the associated rates of

morphological change are constant within each time period. If the

morphological change within a time period occurred in only a fraction

of the time during that time period, the true transport rates would

have a within-period variation through time. We emphasize that the

method we present gives morphological estimates of the sediment

transport rate necessary to conserve mass at the timescale of the

topographic surveys used. It may be possible, however, to estimate

the variation in within time-period transport rates if there are continu-

ous measurements of sediment transport export from the catchment

at the within time-period scale and we assume that temporal variation

is spatially constant.

Fifth, the 2D application is dependent upon the parameters that

may be uncertain a priori (i.e., angle of repose and Manning’s n, or

exponent of α). On the one hand, although the parameters can be

determined a posteriori via the kind of Monte Carlo parameter sensi-

tivity analysis used here, with the negative transport condition as tar-

get, such methods do depend on the reliability of this condition.

Indeed, this parameterization approach runs the risk of identifying

empirically-adequate but physically implausible parameters. Given

that the negative transport condition did not change that much in

response to parameter changes in this study, placing too much

emphasis on statistically-identified more probable parameter values

should be avoided. On the other hand, whilst the negative transport

condition is a means of parameterization, it is a condition that needs

careful application, not least because negative transport may come

from many different sources. Given that we assume that error in the

DEM follows a Gaussian distribution, we would expect a certain num-

ber of errors to remain in a DoD even after thresholding (the 5% of

observations that fall outside of the detection limits). Such data points

may lead to the localized deposition of sediment that in turn leads to

insufficient sediment being delivered downstream. Despite being cau-

sed by a local error, it could explain the intermediate sized zones of

negative deposition that we see for example in Figure 7(a). This is

unlikely to explain the large zone on the bottom right of Figure 7

(a) which seems to be associated with an entire gully branch. This lat-

ter suggests a more systematic error in the calculation. The DEM error

aside, if subsurface erosion occurs, the routed sediment may be

delivered to a zone different to that where it is delivered by the sub-

surface and then produce negative transport.

Finally, compared to the laboratory case study, field application of

the morphological method should address some additional issues that

may become problematic. On the one hand, the experimental set up

used here allowed us to determine the total transport rate because

for the most part (Figure 5) our global mass conservation was

respected, that is; our observed exported sediment included both

bedload and suspended load; and except for two periods, this mat-

ched our DoD estimates. However, in a field application, it is possible

that there is sediment loss both below surface or leading to surface

changes that are too small to detect feasibly with survey methods. In

such cases, the method will under-estimate sediment export rates

because it under-estimates actual erosion. On the other hand, hydro-

logical data (e.g., average discharge) are necessary for hydraulic simu-

lation. But for field sites, such data are frequently unavailable. We

herein recommend the hydrological routing approach for field applica-

tions because there is only a small difference between it and the

blended hydrological-hydraulic one, and this reduces substantially

data requirements; no discharge data are needed. For field application,

vegetation may need to be filtered or removed from the point clouds

before constructing DEMs. Vegetation is dynamic and its density

(amount and size of the leaves and branches) changes through the

year, which ultimately will cause DEM errors. A promising alternative

would be provided by multi-echo laser scan and interferometric syn-

thetic aperture radar (InSAR). These technologies can penetrate vege-

tation and produce high accuracy DEMs.

5 | CONCLUSIONS

In this article, we applied the morphological method in both one- and

two-dimensions for a laboratory gully system. Application of the

morphological method in one dimension provided a general trend of

longitudinal (main-gully parallel) variation of sediment transport for

the whole gully system, that is transport rates always increase from

the upstream to downstream areas and become progressively stable

in downstream areas in the gully system as the gullies extend

headwards.

Application of the morphological method to gullies in two dimen-

sions is facilitated by the growing ease of repeat measurement of gully

morphology and the fact that sediment transport upslope of gully

heads has to be zero. The latter means that the sediment supply con-

dition that is a challenge for rivers does not apply in this case. It is also

facilitated by being able to apply a no negative transport condition to

calibrate and to evaluate the approach: eroded sediment, after rou-

ting, must be sufficient to sustain deposition measured downstream.

The 2D approach in gullies needs a solution for routing sediment and

here we considered blending hydrological routing for the slopes and

hydraulic routing for the gully bottoms. The latter makes sense physi-

cally as with the reduced slopes of a gully bottom hydraulically-driven

flow forcing as well as topographic forcing may be important. We

found that degree of negative transport condition was relatively

insensitive to whether or not a blended hydrological-hydraulic routing

was used and that results from applying the hydrological routing

throughout were not significantly degraded. This is an important
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finding because application of hydrological routing is significantly

more straightforward than the blended solution.

The 2D application of the morphological method still requires

critical parameters. In the hydrological-routing based application, we

used a Holmgren (1994) routing and this has the parameter α that

controls the degree of diffusion. Equally, knowledge is required of

bulk density. We showed that consideration should be given to DEM

spatial resolution, even if this is becoming less of an issue with the

growth of new DEM acquisition methodologies, and also temporal

resolution. However, the framework that we have developed might

be an additional tool for both experimental and field quantification of

the spatial patterns of sediment transport in gullies; and quantification

of how these patterns change under different forcing factors.
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