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Do economic games show evidence of altruistic or self-interested motivations in humans? 
A huge body of empirical work has found contrasting results. While many participants 
routinely make costly decisions that benefit strangers, consistent with the hypothesis that 
humans exhibit a biologically novel form of altruism (or “prosociality”), many participants 
also typically learn to pay fewer costs with experience, consistent with self-interested indi-
viduals adapting to an unfamiliar environment. Key to resolving this debate is explaining the 
famous “restart effect,” a puzzling enigma whereby failing cooperation in public goods games 
can be briefly rescued by a surprise restart. Here we replicate this canonical result, often taken 
as evidence of uniquely human altruism, and show that it 1) disappears when cooperation 
is invisible, meaning individuals can no longer affect the behavior of their groupmates, 
consistent with strategically motivated, self-interested, cooperation; and 2) still occurs even 
when individuals are knowingly grouped with computer players programmed to replicate 
human decisions, consistent with confusion. These results show that the restart effect can 
be explained by a mixture of self-interest and irrational beliefs about the game’s payoffs, 
and not altruism. Consequently, our results suggest that public goods games have often 
been measuring self-interested but confused behaviors and reject the idea that conventional 
theories of evolution cannot explain the results of economic games.

Altruism | conditional cooperation | confusion | public goods game | social preferences

Economic games are often used to measure if individuals are willing to make sacrifices for 
the benefit of strangers (1–10). In the public goods game, individuals must decide how 
much to contribute to a group fund which is personally costly but benefits the group (11). 
Hundreds of experiments have found that average contributions begin at intermediate 
levels but then gradually decline if the game is repeated (12). Debate has continued for 
decades over whether these results, and thus human social behaviors more generally, are 
best explained by either altruistic (“prosocial”) or self-interested motivations (12–23).

The altruistic explanation often posits that contributions are motivated by a uniquely 
human desire to make sacrifices on behalf of the group and to conform with local levels 
of cooperation (1, 2, 4, 8, 21, 24, although see refs. 25–27). Initial contributions then 
unravel as disappointed cooperators learn that others are not as cooperative as they mis-
takenly thought (Conditional Cooperators hypothesis) (1, 4, 8, 12, 21). This altruistic 
interpretation assumes individuals fully understand the game and that the outcomes of 
their costly decisions can be used to infer their social motivations/preferences (28). For 
example, if individuals pay costs that benefit others in circumstances where they can never 
recoup those costs, as is common in economic experiments, then this approach assumes 
the behavior is evolutionarily altruistic (1, 2, 28–32)*. Consequently, the altruistic expla-
nation often invokes new evolutionary theories to accommodate such altruistic behaviors 
via various forms of group selection (1, 2, 33, 34).

In contrast, the self-interested explanation posits that individuals initially contribute either 
to try to stimulate future reciprocal contributions in others (Strategic Cooperators hypothesis 
(35–38)), and/or out of a sense of confusion or uncertainty about the game’s payoffs 
(Confused Learners hypothesis, (12)). Contributions then decline as either the potential for 
future cooperation diminishes, or as confused individuals gradually learn about the game’s 
payoffs (12, 39). This approach assumes individuals are not well adapted to laboratory 
experiments, but that behavior will become more economically/evolutionarily rational with 
sufficient experience or in more realistic experiments (12, 17, 20, 23, 32, 40–43).

Although there is growing evidence that confusion and learning is important in public 
goods games (12–15, 19, 20, 22, 23, 26, 27, 39, 44–47), such conclusions are challenged 
by one intriguing phenomenon, the “Restart Effect” (21). When players in repeated public 
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goods games are surprisingly told, after the final round, that they 
will play again, cooperation tends to immediately increase (36, 
48–52). At first glance, this phenomenon seems to refute the idea 
that individuals are learning about the game’s payoffs and conse-
quently favors the altruistic hypothesis by default (21). If individ-
uals are learning about payoffs, then surely they would not increase 
their contributions after a restart, one could argue (21).

However, this argument is incomplete and unsatisfactory, for 
it does not explain why altruistic individuals, that like to cooperate 
with cooperators, would also increase their contributions after 
having just learned that people are not as cooperative as they 
thought. One hypothesis is that cooperators become more opti-
mistic about their groupmates for the restart but this does not 
explain why they become more optimistic (52). In essence, both 
the Confused Learners and the Conditional Cooperators hypoth-
eses posit that individuals are learning, either about the game’s 
payoffs in an unfamiliar environment, or about the cooperative 
nature of humans. It is therefore unclear why either hypothesis 
would predict a restart. In contrast, Strategic Cooperation could 
be favored at the start of a new game if there are repeated inter-
actions and/or reputational benefits (35, 36). Resolving the 
restart-effect phenomenon is therefore crucial to solving the debate 
over whether humans are altruistic or self-interested in social 
dilemmas (8, 21, 53).

Here we test if the restart effect is driven by either altruistic or 
self-interested motivations, that may or may not be confused. We 
replicated the most common payoff parameters for linear public 
good games (12). Individuals could contribute up to 20 monetary 
units per round (20 MU = 0.5 Swiss Francs CHF). Individual 
contributions led to a group gain of 60% but also a personal loss 
of 60%. First, we made groups of four individuals play this public 
goods game together for nine rounds. We used constant groups 
(“partner” matching) rather than randomly shuffled groups each 
round (“stranger” matching) because prior research has shown 
that the restart effect only reliably occurs in constant groups (36, 
48, 52). We then told each group that they would replay the 
nine-round game, and depending on randomly assigned session, 

this was either in the same manner as before (Classic Replay treat-
ment), or according to one of three control conditions (Fig. 1). 
These control treatments allowed us to test if the size of the restart 
effect depended upon the possibility for social concerns and/or 
strategic cooperation (N = 80 individuals from 20 groups of four 
randomly assigned to each treatment).

Results and Discussion

Our first control treatment allowed us to test the role of strategic 
cooperation. We compared a classical restart test, where the game 
is simply and surprisingly replayed in the same manner as before 
(Classic Replay), against a control treatment that removed all 
feedback on contributions and payoffs between each round of the 
second game (Blind Replay). If the restart effect is driven by 
optimistic beliefs among conditional cooperators trying to match 
their groupmates’ contributions, then they will increase their 
contributions in either treatment (52). However, by removing all 
feedback in the Blind Replay, we removed all possible reputational 
or signaling benefits and prevented participants from influencing 
the behavior of their groupmates. Therefore, if the restart is driven 
by strategic cooperation, or general reputation/audience effects 
(54, 55), then the Blind Replay treatment will not have a restart 
effect (35–38).

In support of the strategic cooperation hypothesis, we found 
that the restart effect was significantly larger in the Classic Replay 
treatment than in the Blind Replay treatment (LMM: t = 3.2,  
df = 80.0, P = 0.002, Table 1 and Figs. 2 and 3). In fact, a signif-
icant restart effect only occurred in the Classic Replay treatment 
and not in the Blind Replay treatment (Fig. 2 and SI Appendix, 
Fig. S1). Specifically, mean group contributions in the Classic 
Replay treatment significantly increased for the restart by 17 per-
centage points from 25 to 42% (Linear mixed model (LMM) on 
group means, LMM: Estimated increase ±SE = 17.2 ± 3.36%, t 
= 5.1, df = 80.0, P < 0.001, Table 1). By contrast, in the Blind 
Replay treatment, mean contributions only increased from 18 to 
20% (4.0 MU), a non-significant increase of just 2 percentage 

Fig. 1. Experimental design. We had four treatments, randomly assigned. In the Classic Replay, increased contributions can be explained by prosociality, confusion, 
and/or strategic investments. In Blind Replay, contributions are invisible, so participants cannot shape the behavior of their groupmates, eliminating strategic 
investments. In the Computer Replay and Computer Rewind treatments, individuals can neither affect the behavior or the welfare of their groupmates, who are 
computers, thereby eliminating both prosocial and strategic explanations. The relevant restart treatment was explained to participants before round one of the restart.
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points (LMM: Estimated increase ±SE = 2.0 ± 3.36%, t = 0.6, df 
= 80.0, P = 0.553]. Significantly more individuals increased their 
contribution for the restart in the Classic Replay treatment than 
in the Blind Replay treatment (57.5% versus 32.5%; 46/80 versus 
26/80, Fisher’s Exact Test: P = 0.002, Fig. 3).

Further supporting the strategic cooperation hypothesis, we 
found that contributions gradually declined toward the end of the 
game in the Classic Replay treatment but not in the Blind Replay 
treatment (Fig. 2; LMM controlling for group: Classic Replay esti-
mated decline ±SE = 2.8 ± 0.42 percentage points per round, df = 
80.0, t = −6.6, P < 0.001; Blind Replay estimated decline ±SE = 
−0.6 ± 0.42, df = 80.0, t = −1.4, P = 0.170, Table 2). By the end of 
the experiment, when there was no longer the possibility of strate-
gically investing in the future cooperation of groupmates, contri-
butions had converged to approximately the same level of around 
15–18% (Welch two sample t test on group mean contributions in 
final round: t = 0.6, df = 36.7, P = 0.561, estimated samples = 3.7 
MU and 3.0 MU, 95% CI of difference = [−1.59, 2.89], Fig. 2).

In isolation, this result would suggest strategic cooperation (be 
it either consciously or subconsciously triggered) can explain the 
entirety of the restart effect (Fig. 2). While we consider this 
unlikely, the results do suggest that contributions in the early 
rounds of finitely repeated public goods games are inflated by the 
shadow of the future. Some individuals perhaps initially invest 
strategically but then taper their investments as the potential 
returns on strategic investments decrease. When the game is sur-
prisingly restarted, they repeat their behavior (Fig. 1). When indi-
viduals know that their decisions can only affect the final earnings 
of their groupmates, but not their behavior, they contribute at 
significantly lower levels. This can also explain why studies where 
behavior is visible after each round have found that the restart 
effect is much more pronounced among constant groups compared 

Table 1. Restart effects
Fixed effect Estimate ± SE Df t-value P-value

Intercept 
(Classic Replay)

25.3 ± 4.07 111.6 6.2 <0.001

Blind Replay -7.1 ± 5.75 111.6 -1.2 0.218

Computer 
Replay

-7.5 ± 5.75 111.6 -1.3 0.195

Computer 
Rewind

-4.3 ± 5.75 111.6 -0.7 0.461

Restart (Classic 
Replay)

17.2 ± 3.36 80.0 5.1 <0.001

Restart* 
Blind Replay

-15.2 ± 4.75 80.0 -3.2 0.002

Restart* 
Computer 
Replay

-2.8 ± 4.75 80.0 -0.6 0.556

Restart* 
Computer 
Rewind

-19.5 ± 4.75 80.0 -4.1 <0.001

LMM on mean group contributions in the end of the first game and the start of the  
restarted game (reference treatment has been set to Classic Replay, values converted 
from MU to percentage contributions, N = 20 groups per treatment, model controls for 
group as a random effect).
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Fig. 2. Restart effects. Data show the mean contributions for the first 
game for all groups (N = 80 groups, grey circles); or for when individuals 
simply replayed the same game according to their randomly assigned restart 
treatment (Fig. 1). Dashed vertical lines show 95% confidence intervals based 
on group mean contributions. N = 20 groups for each restart treatment.
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Fig. 3. Individual restarts. Individual contributions in round 9 of the first game 
(“End1”) and the first round of the second game (“Restart”). Unique individuals 
are connected by straight colored lines. Overall means in grey circles with 95% 
confidence intervals are connected by thick black lines.

Table 2. Contributions over time
Fixed effect Estimate ± SE Df t-value P-value

Intercept: 
Computer Replay

35.6 ± 4.39 80.0 8.1 <0.001

Computer Rewind -17.3 ± 6.21 80.0 -2.8 0.007

Classic Replay 8.8 ± 6.21 80.0 1.4 0.159

Blind Replay -14.8 ± 6.21 80.0 -2.4 0.020

Game Round: 
Computer Replay

-2.6 ± 0.42 80.0 -6.3 <0.001

Computer Rewind 3.9 ± 0.60 80.0 6.5 <0.001

Classic Replay -0.2 ± 0.60 80.0 -0.3 0.782

Blind Replay 2.1 ± 0.60 80.0 3.4 <0.001
LMM on mean group contributions during the nine rounds of the restarted game (refer-
ence treatment has been set to Computer Replay, values converted from MU to percent-
age contributions, N = 20 groups per treatment, model controls for group as a random 
effect).
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to groups that are randomly shuffled each round (51, 52). In 
constant groups, there are repeated interactions (albeit anony-
mous) so it can appear financially worthwhile to try and shape the 
behavior of one’s groupmates. These results add to the hypothesis 
that the psychology of human cooperation has largely been shaped 
by repeated interactions with opportunities for signaling or repu-
tational benefits (56–58). No altruistic nor prosocial concerns are 
required to explain this pattern of results.

The lack of a restart effect observed in the Blind Replay treat-
ment above could also be due to conditional cooperators, for some 
unexplained reason, being more pessimistic about their group-
mates in the Blind Replay treatment (4, 52, 59, 60). Although 
many studies on conditional cooperation elicit individual beliefs 
about their groupmates’ contributions (4), we did not because 1) 
doing so could shape the very behavior we are investigating, and 
2) prior research has shown that soliciting beliefs tends to elimi-
nate the restart effect, i.e., the phenomenon we are investigating 
(50, 52, 61). Instead, our next treatments, Computer Replay and 
Computer Rewind, controlled for the role of beliefs without affect-
ing social preferences by fixing what the contributions of comput-
erized groupmates would be.

In our Computer Replay treatment, we made participants play 
with computerized groupmates that would perfectly repeat the 
history of the focal player’s groupmates' decisions in the previous 
nine rounds, i.e., typically starting relatively high and then 
decreasing over time. Participants were told this and that there 
was nothing they could do to alter the behavior of the pre-pro-
grammed computers. Consequently, rational individuals who 
perfectly understand the game should contribute zero regardless 
of their social motivations. In other words, by replicating the 
decision environment but removing the social benefits of contrib-
uting (using an asocial control), we tested if those benefits were 
driving behavior. In contrast, if some individuals are confused 
conditional cooperators, who still mistakenly believe they can 
improve their own income by approximately matching (or under-
cutting) the contributions of their groupmates, they will replicate 
the classic restart effect (19, 22)†. To prevent further payoff-based 
learning, we did not show individuals their payoffs after each 
round in this second game, but they did see what the computers 
contributed after each round.

We found that we replicated the restart effect even when group-
ing individuals with computerized groupmates that could not 
possibly benefit nor be influenced, ruling out altruistic or strategic 
contributions (Computer Replay treatment, Figs. 2 and 3 and SI 
Appendix, Fig. S1). Specifically, in the Computer Replay treat-
ment, mean contributions significantly increased from 18% in 
the final round with humans to 32% for the restart with comput-
ers (LMM: Estimated increase ±SE = 14.4 ± 3.36%, t = 4.3, df = 
80.0, P < 0.001, Table 1). This increase of 14 percentage points 
was significantly larger than the increase of 2 percentage points in 
the Blind Replay treatment with humans (LMM: Estimated dif-
ference ±SE = 12.4 ± 4.75%, t = 2.6, df = 80.0, P = 0.011) and 
was comparably as large as the increase of 17 percentage points in 
the Classic Replay treatment (LMM: Estimated difference ±SE = 
2.8 ± 4.75%, t = 0.6, df = 80.0, P = 0.556). Although if one 
ignores the first game end values, the restart for the Classic Replay 
could perhaps be argued to be greater, with contributions starting 
at 42% as opposed to 32% in the Computer Replay treatment, 
although this difference was not statistically significant (Linear 
model on group mean contributions in the first round of the 
restart, ignoring first game contributions: Estimated difference 

±SE = 10.3 ± 5.56%, t = 1.86, df = 76, P = 0.067). Either way, 
approximately half of the individuals in the Computer Replay 
treatment increased their contributions for the restart (N = 38/80, 
47.5%, 95% CI = [37%, 58%]), compared to 57.5% (N = 46/80) 
in the Classic Replay treatment (FET: P = 0.268) and 32.5% (N 
= 26/80) in the Blind Replay treatment (FET: P = 0.076) (Fig. 3).

Contributions in the Computer Replay treatment then signifi-
cantly declined over time, just as they did in the Classic Replay 
treatment (LMM controlling for group: estimated decline ±SE = 
−2.6 ± 0.42 percentage points per round, df = 80.0, t = −6.3, P < 
0.001, Table 2). This was because individuals were, on average, 
significantly tracking the contributions of their computerized 
groupmates (LMM regressing individual contributions on comput-
erized groupmates’ contributions, controlling for individual: esti-
mate ±SE = 0.28 ± 0.054, df = 649.1, t = 5.2, P < 0.001). The rate 
of decline was not significantly different from what was observed 
in the Classic Replay treatment (estimated difference in rate of 
decline between treatments ±SE = −0.2 ± 0.60 percentage points 
per round, df = 80.0, t = −0.3, P = 0.782, Table 2). These results, 
where participants “burn” money for no benefit to any participants, 
show that the costs of decisions in social experiments cannot be 
reliably used to infer social preferences (62). The patterns of behav-
ior also suggest that confused conditional cooperation can account 
for a large part of the restart effect and the general pattern of con-
tributions in public goods games, where behavior toward human 
and computerized groupmates is often strikingly similar, more so 
than in other simpler games (12, 15, 19, 20, 22, 45, 47, 63).

Finally, to really test if individuals were attempting to condition 
their contributions on those of their computerized groupmates, 
we used a third control treatment. Our Computer Rewind treat-
ment was the same as the Computer Replay treatment, except that 
this time the computers replicated the previous human decisions 
in reverse chronological order. Participants were told that in round 
one the computers would replicate decisions from round nine of 
the previous game, and then in round two they would replicate 
round eight, and so on. This way individuals were grouped with 
computers that would, on average, gradually increase rather than 
decrease their contributions over time. An individual attempting 
to conditionally cooperate, but out of confusion and not a concern 
for fairness, would therefore increase rather than decrease their 
contributions over time in the second game.

We again found that we could replicate the restart effect with com-
puters, but this time in reverse chronological order (Computer 
Rewind, Figs. 2 and 3 and SI Appendix, Fig. S1). As hypothesized, 
initial contributions showed no significant restart effect, resuming at 
just 19% after a previous finish of 21% (LMM: Estimated increase 
±SE = −2.0 ± 3.36%, t = −0.7, df = 80.0, P = 0.493, Table 1). However, 
in contrast to all other treatments, contributions in the Computer 
Rewind treatment then significantly increased over the nine rounds 
to a peak of 29% (5.8 MU) and a finish of 25% in the final round 
(5.1 MU; Fig. 2, LMM, estimated increase ±SE = 1.3 ± 0.42 percent-
age points per round, df = 80.0, t = 3.0, P = 0.004, Table 2). Again, 
this was because individuals were on average, significantly tracking 
the contributions of their computerized groupmates (LMM: estimate 
±SE = 0.20 ± 0.049, estimated df = 719.4, t = 4.2, P < 0.001). Fifty-
one percent of individuals had a positive Pearson correlation between 
their contributions and game round (N = 41/80), significantly more 
than in any other treatment (N = 13, 14, or 17 out of 80 among the 
Computer Replay, Classic Replay, and Blind Replay treatments, 
respectively; respective Fisher’s Exact Tests: P < 0.001 in all cases).

Overall, only 22% of individuals played rationally with the 
computers and contributed 0 MU in every round (N = 35/160; 
18/80 and 17/80 for Computer Replay and Computer Rewind 
respectively), compared to 29% in the Blind Replay treatment 

†Although individuals can learn in the first game, learning is unlikely to be perfect or uni-
versal. For example, confused conditional cooperators may simply learn to deviate more 
from the group average, but not learn to ignore groupmates’ contributions.

https://www.pnas.org/lookup/doi/10.1073/pnas.2210082119#supplementary-materials
https://www.pnas.org/lookup/doi/10.1073/pnas.2210082119#supplementary-materials
https://www.pnas.org/lookup/doi/10.1073/pnas.2210082119#supplementary-materials
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(N = 23/80; Fisher’s Exact Test on 35/160 versus 23/80, P = 0.265) 
and 4% in the Classic Replay treatment that allowed for strategic 
contributions (N = 3/80; Fisher’s Exact Test, P < 0.001). Therefore, 
no altruistic nor prosocial concerns are required to explain this 
pattern of results but a significant level of irrational decision mak-
ing (“confusion”) among participants is.

Conclusion

The restart effect does not refute the confused learner’s hypothesis 
and does not show evidence of altruistic prosociality driven by 
fairness concerns. Instead, it can, in our data, be explained by 
confused conditional cooperation, as demonstrated with comput-
ers, and by strategic investments into the future cooperation of 
group partners when possible. These results add to the growing 
literature showing that human behavior in public goods games is 
not driven by altruistic motivations and does not require unique 
evolutionary explanations (12, 20, 22, 27, 39). In conclusion, 
evolutionary theory does not need expanding or reformulating to 
accommodate the results of public goods games.

Materials and Methods

We conducted 40 sessions in French language at the University of Lausanne 
(UNIL) Faculty of Business and Economics (HEC) Laboratory (HEC-LABEX facility). 
The laboratory staff recruited all participants using ORSEE (64), and the experi-
ment was conducted entirely in z-Tree (65). We had 320 participants (159 female, 
158 male, 1 other, and 2 declined to answer) who were mostly students at either 
UNIL or the Swiss Federal Institute of Technology (known as EPFL), aged under 
25 (Under 20 = 134; 20–25 = 173; 26–30 = 11; 31–35 = 1; Over 35 = 1). 
Participants had to sign a consent form before starting and HEC-LABEX forbids 
all deception in experiments. Sessions were conducted either in the autumn 
semester of 2018 or 2019. Both times, we obtained ethical approval from the 
HEC-LABEX ethics committee.

A Note on Experimental Procedure. The first game in this study, which set 
up groups for a test of the restart effect, formed a partial component of another, 
larger, study. In this other study, groups played for nine rounds and different 
groups received different levels of information after each round (N = 616 indi-
viduals in 154 groups). There were multiple treatments but here we just use 
the relevant treatments, which were those that both 1) experienced a first-game 
decline in contributions, and 2) then played one of our restart treatments (N = 
320 individuals in 80 groups), otherwise no restart effect would be applicable.

Participants also played two special rounds for the purposes of the other study, 
either side of the first nine-round game, i.e., before and after, where they were know-
ingly grouped with computerized virtual players that contributed randomly. No feed-
back was provided in those two special rounds to prevent any forms of learning. After 
these 11 rounds, which form the entirety of the other study, participants then were told 
there would be a second game, for nine rounds (which forms the data for this study), 
and that the experiment would then be finished except for some brief questions.

The one extra round with the computers in-between the first game and the 
restart does not invalidate the results or value of the study, for the following rea-
sons: 1) it was quick; 2) it contained no feedback on earnings so could not affect 
learning; 3) it was knowingly played with computers so could not have affected 
participants attitudes toward their human partners; and 4) players were then 
immediately and knowingly regrouped with the same original human partners 
(in the Classic and Silent Replay treatments). Finally, we replicated the standard 
restart effect in our Classic Replay treatment (Fig. 2), proving that our procedure 
did not invalidate the restart and is comparable to prior studies.

Public Good Game. Participants first read on-screen instructions detailing the 
decision to contribute to the public good. The instructions were adapted from 
ref. 4 and involved standard control questions, and the correct answers were shown 
afterwards. Our game structure replicated the most common design for linear pub-
lic good games, involving four group members and a return from contributing of 
40%, necessitating an individual loss of 60% but a group gain of 60% (specifically, 
a multiplier of 1.6 for all contributions and a marginal per capita return of 0.4) (12). 

We endowed players with 20 monetary units (MU) per round (20 MU = 0.5 Swiss 
Francs CHF), and participants also earned a 10 CHF show-up fee. We informed 
them that they had been randomly grouped with three other participants and that 
the group would remain constant for 9 rounds of decision making.

In the first game preceding the restart treatments, all individuals saw, at the 
end of each round, their own payoff, and for half the groups, we also showed indi-
viduals social information on their groupmate’s contributions (N = 40 groups), 
either the group average, which is technically redundant information because 
it can in theory be calculated from one’s own payoff (N = 20 groups) or each 
individual decision, which can be used to calculate the group average (N = 20 
groups; and the remaining 40 groups received just payoff information). Overall, 
mean contributions in the first game declined from 49%, 95% CI = [45.0%, 
52.3%] in round one to 21%, 95% CI = [16.2%, 24.9%] in the final round (N = 
320 individuals among 80 groups). Our analyses of the restarts control for each 
group’s history of contributions in the first game, except where stated otherwise.

The number of groups per restart treatment per first game treatment becomes 
quite small (N = 5 groups with each of the combined information treatments or 
10 groups with just payoff information). Therefore, we decided to test if there were 
qualitative differences in restart effects depending on what level of information 
individuals received in the first game. We found no qualitative differences, so we 
combined all the data for analyses in the main text (three-way ANOVA comparing 
effect of restart treatment depending on information in the preceding first game, 
F6,80.0 = 1.8, P = 0.108; Table 3). A breakdown of the average restarts for each 
treatment conditioned on the level of information in the first game can be seen 
in the SI Appendix, Table S1.

Restart Treatments. We had four restart treatments, and individuals were 
always made aware of their treatment design before restarting the game. They 
also had to answer a series of true or false statement about the design, with 
the correct answers shown afterwards. In all four restart treatments, individuals 
either played with the same three individuals they had just played with, or with 
computerized virtual players.

Our Classic Replay treatment made individuals play again in the same group 
and with the same level of information (either combined social and payoff infor-
mation or just payoff information). This treatment replicates the typical “partners” 
design documenting the restart effect (36, 48, 51).

Our Blind Replay treatment also made individuals play again in the same group, 
but this time, they knew that they and everyone else would receive no information 
on either decisions or payoffs in-between each round. This treatment controlled 
for strategic cooperation by preventing individuals from signaling their level of 
cooperation or influencing the behavior of their groupmates via their payoffs (39).

Our Computer Replay treatment made individuals replay the game but with 
computerized virtual groupmates. Participants knew that these virtual players 
would perfectly replicate the decisions of their groupmates from the first game, 
in chronological order for all nine rounds. This treatment is designed to detect the 
role that confused conditional cooperators play in the restart effect. Just because 
individuals can learn in the first game to contribute less does not mean they 
necessarily learn the dominant strategy (always contribute 0). Instead, they may 
still mistakenly believe they should anchor their contributions upon those of their 
groupmates, just to a lesser degree.

Our final treatment, Computer Rewind, also made individuals replay the game 
with computerized virtual groupmates. Again, participants knew that the com-
puters would replicate the decisions of their groupmates from the first game, but 
this time in reverse chronological order. This treatment is designed to confirm the 
role of confused conditional cooperators by creating the circumstances for them 
to reverse the usual pattern of contributions and increase rather than decrease 
their contributions over time. In both the computer treatments, the instructions 
showed a table explaining how the round of the new game would correspond to 
the round of the previous game. Individuals also had to click a button to proceed 
saying “I understand that I am playing alone with simulated players.”

Analyses. To examine the significance and relative size of the restart effects, 
we took the contributions data from the final round of the first game and the 
first round of the “restarted” game. We used the mean group contributions to 
be conservative as the behavior of participants from the same group for the first 
game is not fully independent. We then built a LMM, using the data from all 
the treatments, and controlled for group identity with random intercepts. We 
specified maximum likelihood rather than restricted maximum likelihood as this 

https://www.pnas.org/lookup/doi/10.1073/pnas.2210082119#supplementary-materials
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allowed us to compare nested models (Table 3). The model estimated the size 
of the restart effect for each of the four treatments, tested if the reference treat-
ment’s restart was significantly different to zero, and significantly different from 
the other treatments. Degrees of freedom were estimated using Satterthwaite's 
method. Table 1 shows the estimates when the reference treatment is Classic 
Replay. To report the other comparisons in the text, we merely specified a different 
reference treatment.

To analyze the contribution dynamics over time in the second game, we 
built a similar model but only used the data from the restart games, using 
all nine rounds of data (Table 2). To analyze if individuals were conditioning 
their behavior on their computerized groupmates, we used a LMM on indi-
vidual level data, with a random intercept for each individual. We controlled 
for game round by including each round as a separate fixed effect. We con-
ducted analyses in RStudio (66), inputted the data with the zTree package 
(67), tested LMM significance with lmerTest (68), and made the data figures 
with ggplot2 (69).

Copy of key instructions translated into English. 
For the restarts with humans. [Instant / Blind Replay treatment specifics]

You are now going to face the same decision again, as described in the instruc-
tions, with the same four people.

The situation is exactly the same [and you will receive the same types of infor-
mation / except this time the participants will not receive any information.]

Again, you will take part in nine rounds of decision making.
You and the other members of your group will [receive the same type of infor-

mation / will not receive any information after each round.
No-one will be able to know your investments.
Your earnings will not be shown after each round, but you will receive your 

money at the end of the experiment.]
After these nine rounds of decision making, the experiment will finish, except 

for some brief questions.

For the restarts with computers. [Computer Replay / Computer Rewind treat-
ment specifics]

Again you will face the same decisions in a group of four.
However, this time, you find yourself in the special case with the computer.
Before you were in a group with people for nine rounds of decision making.
We will now call those rounds “Phase 1.”
Now you will take decisions for “Phase 2.”
During phase 2, you are going to take new decisions again for nine rounds.
But this time, there will only be you and the computer.
This time, the computer will not take decisions at random, but will reproduce 

the decisions of the other people in your group during Phase 1.
The computer will reproduce the decisions in [reverse] chronological order.
Therefore, in round 1 of this phase (Phase 2), the computer will reproduce 

the decisions of the three other people in your group in round [1 / 9] of Phase 1.
Then, in round 2, the computers will reproduce the decisions of the three other 

people in your group in round [2 /8] of phase 1.
Then in round 3, the computers will reproduce the decisions of round [3 / 7] 

and so on, until round 9, when it will reproduce the decisions of the [last / first] 
round of Phase 1.

The computer players will follow this plan, you cannot do anything to change 
their decisions.

You are the only person in your group and also the only person that will receive 
any money.

You are going to face nine rounds of decision making. For each round, you 
will be with the three simulated players.

These three simulated players will reproduce the decisions of the three other 
people in your group that you were grouped with before.

Your earnings will not be shown, but you will receive your money at the end 
of the experiment.

After these nine rounds of decision making, the experiment will finish, except 
for some brief questions.

Table 3. LMMs using maximum likelihood on mean group contributions depending on the information shown in 
the first game (3 levels) and the restart treatment (4 levels) (N = 20 groups per restart treatment, 10 or 5 for the first 
game information level)
Term \ Model M1 P-value M2*P-value M3 P-value M4 P-value

Stage† <0.001 <0.001 <0.001 <0.001

Restart treatment‡ 0.023 0.023 0.020 0.045

First game info.§ / / 0.217 0.210

Stage*Restart treatment / <0.001 <0.001 <0.001

Stage*First game info. / / / 0.094

Restart treatment* First game info. / / / 0.952

Stage*Restart treatment* First game info. / / / 0.108

Number of observations¶ 160 160 160 160

Number of independent units# 80 80 80 80

Number of parameters 7 10 12 26

AIC 1,372 1,357 1,358 1,370

BIC 1,393 1,388 1,395 1,450

Significance of more complicated model|| NA <0.001 0.217 0.317
*This is the optimal model.
†Stage specifies the final round of the first game or the first round of the restarted game.
‡Specifies Classic Replay, Blind Replay, Computer Replay, or Computer Rewind
§Specifies Payoffs only, Payoffs plus group average contribution, or Payoffs plus individual contributions.
¶Each group contributed two data points, the end of the first game and the start of the restarted game.
#Models controls for group identity as a random effect.
||Model comparisons performed with a likelihood ratio test.

The participants then saw the following table [Computer Replay / Computer Rewind ]

Current round with computers 1 2 3 4 5 6 7 8 9

Computer replicates decisions from human round [1/9] [2/8] [3/7] [4/6] [5/5] [6/4] [7/3] [8/2] [9/1]
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After the instructions, individuals in all treatments had to answer the following 
true or false questions. They were then shown the correct answers.

Please confirm that you have understood the instructions. For each question, 
enter 1 if the statement is true, or 0 if it is false.

1) You are in a group with computers
2) You are in a group with humans
3) �People in your group will see your decision / the average group  

decision
4)� You will know the decisions of people in your group / the average group 

decision
5) You will see your earnings after each round

Data, Materials, and Software Availability.. All the data, analysis, and experi-
ment files are freely available online at the Open Science Framework (https://osf.
io/8nxbz/?view_only=7cfd4e1d26f14fa7ab07e96b2adccbb9) (70).
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