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Analytical analysis of borehole experiments for the
estimation of subsurface thermal properties
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Irving1, Peeter Pehme4, and Beth L. Parker4

Abstract

Estimating subsurface thermal properties is required in many research

fields and applications. To this end, borehole experiments such as the ther-

mal response test (TRT) and active-line-source (ALS) method are of signifi-

cant interest because they allow us to determine thermal property estimates

in situ. With these methods, the subsurface thermal conductivity and di↵u-

sivity are typically estimated using asymptotic analytical expressions, whose

simplifying assumptions have an impact on the accuracy of the values ob-

tained. In this paper, we develop new analytical tools for interpreting bore-

hole thermal experiments, and we use these tools to assess the impact of such

assumptions on thermal property estimates. Quite importantly, our results

show that the simplifying assumptions of currently used analytical models

can result in errors in the estimated thermal conductivity and di↵usivity of

up to 60% and 40%, respectively. We also show that these errors are more
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important for short-term analysis and can be reduced with an appropriate

choice of experimental duration. Our results demonstrate the need for cau-

tious interpretation of the data collected during TRT and ALS experiments

as well as for improvement of the existing in-situ experimental methods.

Keywords: analytical solution, borehole experiments, thermal properties,

in-situ estimation

1. Introduction1

Accurate characterization and monitoring of heat transport in the sub-2

surface is critically important in a wide variety of research fields and ap-3

plications. In enhanced oil recovery and in the development of geothermal4

systems, for example, the transfer of heat between injected pore fluids and5

the host rock governs the e↵ectiveness of the extraction procedures (e.g.,6

(Al-Hadhrami and Blunt , 2001; Gelet et al., 2012)). The presence of heat7

can also represent a significant risk for the environment as it can create8

or reopen microfractures (e.g., (Lin, 2002; Wang et al., 1989)), which may9

have dramatic consequences such as seismic activity during geothermal ex-10

ploitations (e.g., (Chen and Shearer , 2011; Gunasekera et al., 2003)) and11

the leakage of nuclear waste (e.g., (Wang et al., 1981; Xiang and Zhang ,12

2012)). Recently, heat transport has also gained significant interest for char-13

acterizing subsurface hydraulic properties and processes, since heat may be14

used as an e↵ective groundwater tracer (Anderson, 2005; Saar , 2011;Wagner15

et al., 2014). At the aquifer scale, temperature monitoring can help to quan-16

tify groundwater/surface-water interactions (e.g., (Conant , 2004; Constantz ,17

2008)) as well as to study groundwater discharge (e.g., (Lowry et al., 2007)).18

2
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At the cross-borehole and borehole scales, heat has been used to determine19

subsurface structural heterogeneity, most notably the presence of fractures20

and their hydraulic characteristics (e.g., Pehme et al. (2013, 2014); Coleman21

et al. (2015)), and to quantify borehole vertical flows related to hydraulic ex-22

periments (e.g., Klepikova et al. (2011, 2014); Read et al. (2013)). Finally, at23

the lysimeter scale, examining temperature variations under forced thermal24

conditions can be used to estimate soil-moisture profiles (e.g., (Ciocca et al.,25

2012; Weiss , 2003)).26

For all of the above-mentioned applications, proper quantification of the27

subsurface thermal conductivity, as well as the thermal di↵usivity when tran-28

sient behavior is being considered, are of paramount importance because29

these material properties control the flow of heat in natural environments.30

Although property values for various rocks and soils may clearly be found in31

reference tables (e.g., (Eppelbaum, 2014)) or estimated from laboratory anal-32

yses of field samples (e.g., (Jorand et al., 2013; Popov et al., 1999)), there is no33

substitute for in-situ measurements when we require accurate estimates that34

are truly representative of natural conditions. To this end, two important35

borehole experiments that may be used to estimate subsurface thermal prop-36

erties in situ are the thermal response test (TRT) and the active line source37

(ALS) method (Figure 1). With the standard TRT approach, heated water38

flows in a U-tube located in a borehole and the temperature is monitored at39

the inlet and outlet of the system over the course of heating, and commonly40

after heating has stopped. This method is widely used in geothermal studies41

in which thermal property estimates are required to evaluate the cost and42

e�ciency of ground heat exchanger systems (e.g., Lamarche et al. (2010);43

3
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Rainieri et al. (2011); Raymond et al. (2011a)). With the ALS method, a44

heating cable is used to warm the water in the borehole and the temperature45

is recorded as a function of time at one or a variety of locations along the46

borehole. The latter can be done via borehole logging using a dedicated tem-47

perature probe (e.g., Pehme et al. (2007)) or using distributed temperature48

sensing (DTS) technology (e.g., Coleman et al. (2015)). Here, applications to49

date have been in hydrogeology where the primary aim has been to identify50

hydraulically-active fractures by studying the variation of thermal properties51

along the borehole using, in most cases, a flexible fabric liner in order to52

avoid hydraulic connections through the borehole (e.g., Pehme et al. (2013);53

Coleman et al. (2015)). Note that recent work with TRT experiments has54

also involved active heating without the use of flowing water (Raymond and55

Lamarche, 2014; Raymond et al., 2015).56

!

  
(a) Thermal response test  (b) Active line source method 

 

Figure 1: Borehole thermal experiments considered in this study to evaluate subsurface

thermal properties in situ.

4
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Typically, the estimation of subsurface thermal properties from TRT and57

ALS measurements has relied upon asymptotic analytical expressions de-58

scribing the temperature variation at the borehole wall in response to a line59

heat source (e.g., Esen and Inalli (2009); Hu et al. (2012); Pehme et al.60

(2013); Raymond et al. (2011a)). For ALS measurements, these expressions61

are used directly with the measured data, whereas TRT measurements re-62

quire the addition of an equivalent resistance model in order to relate the63

borehole-wall and monitored temperatures (e.g., Raymond et al. (2011a)).64

The strong advantage of asymptotic solutions in this context is that they pro-65

vide relatively simple time-domain analytical expressions that permit easy66

and rapid interpretation of the acquired temperature data. Indeed, the slope67

of these solutions is proportional to the inverse of the matrix thermal con-68

ductivity, whereas the y-intercept can be related to the matrix thermal dif-69

fusivity. A key drawback of the asymptotic expressions considered to date,70

however, is that they are based upon assumptions that, although greatly fa-71

cilitating the mathematical development, cannot be considered as realistic72

for a wide range of practical scenarios. Most notably, currently used asymp-73

totic solutions for interpreting TRT and ALS experiments are derived from74

analytical solutions that either (i) consider the borehole thermal properties75

to be the same as those of the matrix, meaning that the heat source is as-76

sumed to be embedded within the host rock (e.g., (Eskilson, 1987)); or (ii)77

assume that the heat source is located exactly at the borehole center (e.g.,78

(Beck et al., 1971; Shen and Beck , 1986)). Clearly, violation of these as-79

sumptions may have an e↵ect on the thermal property estimates obtained80

from TRT and ALS data. Related to this, the time after heating for which81

5
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the asymptotic solutions are valid, commonly referred to as the “asymptotic82

time” and assumed to occur after only a few hours, depends upon these83

assumptions being upheld, which implies that significant errors could be ex-84

pected when interpreting short-term experiments. Note that, although some85

work has been done to develop better full solutions for the borehole temper-86

ature that take into account the presence of the borehole (e.g., (Lamarche87

and Beauchamp, 2007a; Hu et al., 2012; Bozzoli et al., 2011; Raymond et al.,88

2011)), the assumption of the heat source located directly at the borehole89

center is always made.90

In this paper, in an attempt to address the above issues, we present new91

analytical solutions for interpreting TRT and ALS experiments that account92

for the borehole thermal properties and are completely flexible with respect93

to the location of the heat source in the borehole. These analytical expres-94

sions are derived in the Laplace domain and fully describe the short- and95

long-term variation of temperature anywhere in the borehole. From these96

solutions, we also derive simplified asymptotic analytical expressions in the97

time domain that can be used for accurate and easy interpretation of TRT98

and ALS experimental data. We choose an analytical rather than numerical99

approach for this work because analytical solutions help to improve our un-100

derstanding of the problem, most notably for identifying what experimental101

parameters and model properties have the largest impact on the measured102

temperature data, as well as determining what experimental configurations103

will o↵er the most accurate estimates of thermal properties. Further, the low104

computational cost of analytical solutions is ideal for performing detailed pa-105

rameter sensitivity analyses and stochastic uncertainty assessment, both of106

6



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

which can require hundreds if not thousands of model computations.107

We begin by formulating an expression for the spatial and temporal dis-108

tribution of temperature in a general borehole-matrix system subject to a109

line-source heat injection in the borehole (Section 2). Next, we use this re-110

sult to derive specific expressions for interpreting ALS and TRT experiments,111

which are validated against numerical and existing analytical solutions (Sec-112

tion 3). Finally, the developed expressions are used to assess (i) the range113

of validity of standard asymptotic solutions; (ii) the potential for errors in114

subsurface thermal property estimates resulting from the use of these solu-115

tions; and (iii) what experimental configurations can reduce the impact of the116

assumptions related to these solutions on the accuracy of thermal property117

estimates (Section 4).118

2. General solution for temperature in a borehole-matrix system119

subject to a line heat source120

We develop below new analytical expressions for temperature in a borehole-121

matrix system considering a line-source heat injection located somewhere122

within the borehole. As is the case with all previous work in this domain123

(e.g., (Lamarche et al., 2010; Raymond et al., 2011a)), vertical flow in the124

borehole and convection in the formation are not considered in our analysis125

as they are expected to be minimal for the case of lined or cased boreholes.126

The results, presented in the Laplace domain and in terms of dimensionless127

quantities, are then used in Section 3 to develop full and asymptotic analyti-128

cal expressions, in the Laplace and time domains respectively, for interpreting129

ALS and TRT experiments.130

7
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2.1. Problem formulation131

Figure 2 shows a general borehole-matrix system in cross-section where132

R [m] is the borehole radius, K [W/(m·�C)] is the thermal conductivity, d133

[kg/m3] is the density, and c [J/(kg·�C)] is the specific heat capacity. Sub-134

scripts 1 and 2 refer to the borehole and matrix domains, respectively, which135

are defined in polar coordinates by ⌦b = {(r, ✓) : 0  r  R, 0�  ✓ < 360�}136

and ⌦m = {(r, ✓) : R  r < 1, 0�  ✓ < 360�}. Considering the presence137

of a line heat source q(r, ✓, t) [W/m3] somewhere within ⌦b, the temperature138

T1(r, ✓, t) [�C] in the borehole satisfies the heat equation139

@T1

@t
� ↵1

@
2
T1

@r2
� ↵1

r

@T1

@r
� ↵1

r2

@
2
T1

@✓2
=

q

d1c1
, (1a)140

(r, ✓) 2 ⌦b.141
142

Similarly, the temperature T2(r, ✓, t) in the matrix satisfies143

@T2

@t
� ↵2

@
2
T2

@r2
� ↵2

r

@T2

@r
� ↵2

r2

@
2
T2

@✓2
= 0, (r, ✓) 2 ⌦m, (1b)144

145

where the thermal di↵usivity ↵i = Ki/(dici). For a heat injection of Q [W/m]146

at position (r⇤, ✓⇤) from time t = 0 to t
⇤, the source term q in equation (1a)147

is defined as148

q(r, ✓, t) = Qu(t⇤ � t)�(r � r
⇤
, ✓ � ✓

⇤)/r, (2)149
150

where u(.) is the Heaviside step function and �(.) is the Dirac delta function.151

152

Equations (1) are subject to (i) the initial conditions153

T1(r, ✓, 0) = T
0(r, ✓), T2(r, ✓, 0) = T

0(r, ✓), (3a)154
155

8
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Figure 2: Cross section of a general borehole-matrix system in polar coordinates. A line

heat source is located at position (r⇤, ✓⇤) inside the borehole.

where T
0(r, ✓) is the initial temperature in the system; (ii) the boundary156

conditions157

T1(r ! 0, ✓, t) < 1, T2(r ! 1, ✓, t) = T
0(r ! 1, ✓); (3b)158

159

and (iii) the continuity conditions at the borehole-matrix interface where160

r = R161

T1 = T2, K1
@T1

@r
= K2

@T2

@r
. (3c)162

163

Defining the dimensionless parameters Ti (i = 1, 2), ⌧ , ⇢, , and a as164

Ti =
Ti

Q/K1
, ⌧ =

t

R2/↵1
, ⇢ = r/R, (4)165

 = K2/K1, a = ↵2/↵1,166
167

expressions (1) can be rewritten as168

@T1

@⌧
� @

2T1

@⇢2
� 1

⇢

@T1

@⇢
� 1

⇢2

@
2T1

@✓2
= �, (⇢, ✓) 2 ⌦̃b, (5a)169

170

9
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with � = �(⇢� ⇢
⇤
, ✓ � ✓

⇤)u(⌧ ⇤ � ⌧)/⇢, and171

@T2

@⌧
� a

@
2T2

@⇢2
� a

⇢

@T2

@⇢
� a

⇢2

@
2T2

@✓2
= 0, (⇢, ✓) 2 ⌦̃m, (5b)172

173

where the borehole and matrix domains in terms of the dimensionless pa-174

rameters are now defined by ⌦̃b = {(⇢, ✓) : 0  ⇢  1, 0�  ✓ < 360�} and175

⌦̃m = {(⇢, ✓) : 1  ⇢ < 1, 0�  ✓ < 360�}, respectively. Conditions (3) can176

then be rewritten as177

T1(⇢, ✓, 0) = T 0(⇢, ✓), T2(⇢, ✓, 0) = T 0(⇢, ✓), (6a)178
179

180

T1(⇢ ! 0, ✓, ⌧) < 1, T2(⇢ ! 1, ✓, ⌧) = T 0(⇢ ! 1, ✓), (6b)181
182

183

T1 = T2,
@T1

@⇢
= 

@T2

@⇢
⌘ g, ⇢ = 1, (6c)184

185

where T 0 is the initial dimensionless temperature defined as T 0 = T
0
K1/Q,186

and g(✓, ⌧) is the (unknown) dimensionless thermal flux between the borehole187

and matrix domains.188

In order to simplify the mathematical development, note that evaluating189

T1 and T2 with initial condition (6a) is equivalent to evaluating T1 � T 0
190

and T2 � T 0 with the initial dimensionless temperature set to zero. In the191

following, we thus consider T 0 = 0 with T1 and T2 representing the di↵erence192

between the current and initial dimensionless temperatures.193

2.2. Laplace-domain analytical expressions194

To determine general Laplace-domain analytical expressions for the di-195

mensionless temperature in the borehole and matrix domains satisfying equa-196

tions (5) and (6), we consider a two-step coupling approach involving domain-197

specific Green’s functions (e.g., (Roubinet et al., 2012; Ruiz Martinez et al.,198

10
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2014)). In the first step of this approach, initial conditions (6a), boundary199

conditions (6b), and only the second continuity condition (6c) are used to200

formulate integral expressions for T1 and T2 in terms of the Green’s functions201

T ⇤
1 (⇢, ⇢

0
, ✓, ✓

0
, ⌧, ⌧

0) and T ⇤
2 (⇢, ⇢

0
, ✓, ✓

0
, ⌧, ⌧

0). Derivation of the latter functions202

can be found in Appendices A.1 and A.2, respectively, whereas details of the203

integral formulation are presented in Appendix B.1. The result is204

T1(⇢, ✓, ⌧) =

Z ⌧

0

u(⌧ ⇤ � ⌧
0)T ⇤

1 |⇢0=⇢⇤,✓0=✓⇤d⌧
0 (7a)205

+

Z ⌧

0

Z 2⇡

0

g(✓0, ⌧ 0)T ⇤
1 |⇢0=1d✓

0d⌧ 0206

207

and208

T2(⇢, ✓, ⌧) = �a



Z ⌧

0

Z 2⇡

0

g(✓0, ⌧ 0)T ⇤
2 |⇢0=1d✓

0d⌧ 0. (7b)209

210

In the second step, we determine the Laplace transforms of T1(⇢, ✓, ⌧) and211

T2(⇢, ✓, ⌧) by considering the first continuity condition (6c). The correspond-212

ing details can be found in Appendix B.2, yielding213

T̄1(⇢, ✓, s) =

8
<

:
A(s)!1 + 2A(s)S1, ⇢ < ⇢

⇤
,

A(s)!2 + 2A(s)S2, ⇢ > ⇢
⇤
,

(8a)214

215

and216

T̄2(⇢, ✓, s) = A(s)!3 + 2A(s)S3, (8b)217
218

where219

!1 = I0(q1⇢)H0(⇢
⇤), (9a)220

221

222

!2 = I0(q1⇢
⇤)H0(⇢), (9b)223

224

11
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225

!3 = I0(q1⇢
⇤)

K0(q2⇢)

K0(q2)h0
, (9c)226

227

228

S1 =
1X

m=1

Im(q1⇢)Hm(⇢
⇤) cos [m(✓ � ✓

⇤)] , (9d)229

230

231

S2 =
1X

m=1

Im(q1⇢
⇤)Hm(⇢) cos [m(✓ � ✓

⇤)] , (9e)232

233

and234

S3 =
1X

m=1

Im(q1⇢
⇤)
Km(q2⇢)

Km(q2)
hm cos [m(✓ � ✓

⇤)] . (9f)235

236

Here, A(s) = (1�e
�s⌧⇤)/(2⇡s), quantities Im(.), Km(.), q1, and q2 are defined237

in Appendix A, and quantities Hm(.) and hm are defined in Appendix B.2.238

3. Temperature expressions for borehole thermal experiments239

We now show how the general Laplace-domain expression for tempera-240

ture in the borehole given by equation (8a) can be directly utilized to fully241

model ALS experiments, and as a starting point in the development of a full242

temperature solution for TRT experiments. Again, this represents a sub-243

stantial improvement compared to previous work in that (i) we allow for the244

heat source to be located anywhere within the borehole; and (ii) the bore-245

hole thermal properties are taken into account. Corresponding asymptotic246

time-domain analytical expressions are also derived for convenient and rapid247

interpretation of borehole temperature data.248
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3.1. Active line source (ALS) experiments249

For ALS experiments, expression (8a) represents an exact solution in the250

Laplace domain for the dimensionless temperature monitored at position251

(⇢, ✓) in the borehole corresponding to a heat source at position (⇢⇤, ✓⇤) from252

time ⌧ = 0 to ⌧
⇤. The expression is valid for all times after heating begins253

and therefore describes fully the ALS experiment, but it cannot be inverted254

analytically for a corresponding time-domain formulation. Indeed, in order255

to use expression (8a) for the interpretation of ALS data, a numerical inverse256

Laplace transform is required. However, it is possible to derive a time-domain257

analytical expression for the asymptotic behavior of equation (8a) by (i)258

rewriting the full solution T̄1 in terms of a reduced solution corresponding to259

a heat source from ⌧ = 0 to 1; and (ii) deriving a time-domain asymptotic260

expression for this reduced solution through an analytical inverse Laplace261

transform. The corresponding derivation can be found in Appendix C.1,262

with the following result:263

T 1
1 = T h,1

1 (⇢, ✓, ⌧)� u (⌧ � ⌧
⇤) T h,1

1 (⇢, ✓, ⌧ � ⌧
⇤), (10)264

265

where T h,1
1 is the reduced solution266

T h,1
1 (⇢, ✓, ⌧) =

1

4⇡
[ln(⌧) + ln(4a)� �] (11)267

� 1

4⇡

⇢
ln
�
D

2
�
� � 1

+ 1
ln
⇥
D

2 +
�
1� ⇢

⇤2� �1� ⇢
2
�⇤�

.268

269

Here, � is the EulerMascheroni constant andD =
p

⇢⇤2 � 2⇢⇢⇤ cos(✓ � ✓⇤) + ⇢2270

is the dimensionless distance between the temperature sensor and the heat271

source. Note that when ⇢ = 1, ✓ = 0�, ⇢⇤ = 0, and a = 1, expression (11)272

reduces to the standard line-source model developed by Carslaw and Jaeger273

13
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(1986) where the distance between the observed temperature and heat source274

is equal to the borehole radius and the borehole properties are ignored.275

To validate the full and asymptotic solutions (8a) and (10), respectively,276

we consider an ALS measurement configuration where the temperature is277

monitored at the borehole wall and the heat source is located at an o↵-center278

position inside the borehole (Figure 3). Table 1 shows the borehole and ma-279

trix properties that were assumed, which correspond to water and granite,280

respectively (Carslaw and Jaeger , 1986). Figure 4 shows the temperature281

results computed with these solutions, along with those obtained using the282

COMSOL Multiphysics finite-element software package. Note that the Ste-283

hfest algorithm (Stehfest , 1970) was used to transform the Laplace-domain284

results of equation (8a) into the time domain, which makes our implemen-285

tation of this equation semi-analytical. The good agreement observed in286

Figure 4a between our results and the finite-element calculation validates287

the developed analytical solutions. As expected, we see that our asymptotic288

solution (10) has limited ability to model the temperature behavior during289

the early phases of heating and cooling (Figure 4b and 4c).290
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!

Borehole 

!∗ ,!∗ !

!! ,!! !

Figure 3: Configuration used to validate expressions (8a) and (10) for the monitored

temperature during ALS experiments. The temperature sensor coordinates are defined

as ⇢s = 1 and ✓s = 0� (green cross), and the heat source coordinates as ⇢⇤ = 0.3 and

✓⇤ = �45� (black cross). The borehole center is indicated with a black circle.

Table 1: Borehole and matrix properties used for validating temperature expressions (8a)

and (10) for ALS experiments.

Borehole Matrix

(i = 1) (i = 2)

Radius, R [m] 0.05 -

Thermal conductivity,

Ki [W/(m·�C)] 0.61 2.51

Thermal di↵usivity,

↵i [m2/s] 1.46⇥ 10�7 1.2⇥ 10�6

Heat source, Q [W/m] 15 -
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1Figure 4: Dimensionless temperature at the sensor position for the configuration illustrated

in Figure 3. The temperature is plotted as a function of (a) dimensionless time ⌧ for the

entire experiment; (b) dimensionless time ⌧ for the heating period (⌧ < ⌧⇤); and (c)

dimensionless time ⌧ � ⌧⇤ for the cooling period (⌧ > ⌧⇤). The dimensionless times are

represented using (a) a linear scale, and (b-c) a logarithmic scale. Shown are the results

of our full solution (8a) (blue crosses), our asymptotic solution (10) (red squares), and a

reference finite-element numerical solution (black line).
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3.2. Thermal response test (TRT) method291

As mentioned previously, standard TRT experiments involve the flow292

of heated water through a U-pipe located in a borehole. The temperature293

of the water is monitored at the two extremities of the pipe and typically294

the average of these two temperatures is used to estimate the subsurface295

thermal properties (e.g., (Lamarche et al., 2010; Raymond et al., 2011a)).296

Below, we use T
i
f (i = 1, 2) to denote the water temperature monitored297

at extremity i of the U-pipe and TTRT to denote the average temperature.298

Normally, an analytical expression for TTRT is obtained by considering the299

cross-section of the U-pipe in the borehole and representing it as a two-300

pipe system (Figure 5a). For each segment i of the pipe, an expression301

for T
i
f can be derived by: (i) writing T

i
f as a function of the temperature302

averaged over the external surface of the pipe, T i
p, using an equivalent pipe303

thermal resistance model (Figure 5b-c); and (ii) writing T
i
p as a function of304

the borehole-wall temperature using a line-source model associated with an305

equivalent borehole resistance model (e.g., (Lamarche et al., 2010; Raymond306

et al., 2011a)). This borehole resistance model permits taking into account307

the borehole thermal properties that are not considered in standard line-308

source models, and it relies on an e↵ective representation of these properties309

through a resistance parameter that is evaluated from the data collected310

during the TRT experiment.311

In the present study, we wish to derive an expression for TTRT using312

the results of Section 2. To this end, we develop a new solution for the313

temperature T
i
p on the external surface of pipe i considering the presence of314

heated water in the two pipes of the system. As our work explicitly takes315
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Figure 5: (a) Cross-sectional view of a U-pipe inside a borehole of radius R having thermal

properties K1 and ↵1. (b) Zoom showing the details of the pipe where Kp is its thermal

conductivity, and rin and rout are its inner and outer radii, respectively. (c) Equivalent

pipe thermal resistance model using resistance Rp and heat flux Qi.
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into account the borehole thermal properties, T i
p can be expressed without316

the need for an equivalent borehole resistance model as described above. In317

particular, it can be obtained by superposing temperatures T
i,1
p and T

i,2
p ,318

which are defined as the temperatures averaged over the external surface of319

pipe i considering a source term at pipe 1 and pipe 2, respectively. Appendix320

C.2 contains the corresponding derivation, as well as the derivation of the321

full solution for TTRT and its dimensionless equivalent TTRT . The latter is322

valid for any position of the U-pipe in the borehole, and given by323

TTRT =(Q1T av,1
p +Q2T av,2

p )/(Q1 +Q2) +RpK1/2, (12)324
325

where Qi is the heat flux from the fluid to the external surface of pipe i, and326

T av,j
p is the average of dimensionless temperatures T 1,j

p and T 2,j
p , given by327

T i,j
p = K1T

i,j
p /Qj (i = 1, 2).328

Equation (12) requires the numerical computation of an integral and an329

inverse Laplace transform in order to express TTRT in the time domain, and330

thus its implementation is semi-analytical. As before, we therefore derive331

a corresponding asymptotic analytical time-domain expression T 1
TRT , which332

assumes that the U-pipe is located at the borehole center. The corresponding333

derivation can be found in Appendix C.2, with the following result:334

T 1
TRT =

1

4⇡
[ln(⌧) + ln(4a)� �] (13)335

+
1

4⇡


� ln (D1⇢out) +

� 1

+ 1
ln (D2) +

1

p
ln

✓
⇢out

⇢in

◆�
,336

337

where p = Kp/K1, D1 = s/R with s the distance between the two pipes,338

D2 = 1 � D1
4
/16, and ⇢in and ⇢out are the dimensionless inner and outer339

radii of the pipes, respectively.340
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To validate expressions (12) and (13), we consider two configurations341

where the U-pipe is located at di↵erent positions within the borehole. As il-342

lustrated in Figure 5a, its position is defined by the coordinates (⇢c, ✓c) of its343

center, and the angle ✓0 of pipe 2 with respect to the horizontal line passing344

through the center of the U-pipe, where pipe 2 is the pipe with the warmest345

monitored temperature (i.e., T 2
f > T

1
f ). Tables 2 and 3 show the borehole,346

matrix, and U-pipe properties that were assumed for the validation where the347

borehole is considered to be filled with grout (Raymond et al., 2011b). In the348

first configuration (Figure 6a), the U-pipe is located at an o↵-center position349

inside the borehole. Figure 7a shows the corresponding data computed using350

our full solution (12) and the COMSOL Multiphysics finite-element soft-351

ware. The good agreement observed between these two curves demonstrates352

the validity of the full solution. In the second configuration (Figure 6b), the353

U-pipe is centered in the borehole. Figure 7b shows the corresponding data354

computed using our asymptotic solution (13), COMSOL, and the borehole355

resistance model developed by Raymond et al. (2011b). As before, the finite-356

element solution is used for validation, whereas the borehole resistance model357

is used for comparison with existing models that are often used for interpret-358

ing TRT experiments. Figure 7b shows an acceptable agreement between359

all three curves with some small discrepancies observed at the beginning of360

the heating (⌧ ' 0) and cooling (⌧ ' 11) periods. These di↵erences result361

from the limited ability of our asymptotic solution and the borehole resis-362

tance model to accurately reproduce short-term temperature measurements.363

However, in comparison with the borehole resistance model, the explicit rep-364

resentation of the borehole thermal properties used in our solutions avoids365
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the need for an extra parameter, usually referred to as the borehole thermal366

resistance, that must be estimated from in-situ experimental data.367

Table 2: Properties of the borehole-matrix system used for validating temperature expres-

sions (12) and (13) for TRT experiments.

Borehole Matrix

(i = 1) (i = 2)

Radius, R [m] 0.076 -

Thermal conductivity,

Ki [W/(m·�C)] 1.2 2.51

Thermal di↵usivity,

↵i [m2/s] 3.53⇥ 10�7 1.02⇥ 10�6

Initial temperature, T 0 [�C] 10 10

Table 3: Properties of the U-pipe system used for validating temperature expressions (12)

and (13) for TRT experiments.

Inner radius, rin [m] 0.017

Outer radius, rout [m] 0.021

Pipe spacing, s [m] 0.07

Thermal conductivity, Kp [W/(m·�C)] 0.4

Heat source, Q1 [W/m] 30

Heat source, Q2 [W/m] 20

Heating time, t⇤ [h] 50
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(a)

(b)

Figure 6: Configurations used to validate expressions (12) and (13) for the monitored tem-

perature during TRT experiments. The U-pipe center is located at (a) the dimensionless

distance ⇢c = 0.3 from the borehole center, and (b) the borehole center. In each case,

✓c = 90� and ✓0 = 0�.
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1Figure 7: Dimensionless temperature for TRT experiments as a function of dimensionless

time ⌧ . (a) Full solution (12) (blue crosses) and finite-element numerical solution (black

line) for the configuration in Figure 6a. (b) Asymptotic solution (13) (red squares), finite-

element numerical solution (black line), and results obtained using the borehole resistance

model of Raymond et al. (2011b) (dashed green line) for the configuration in Figure 6b.

23



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

3.3. Comments on the heating and cooling periods368

ALS and TRT experiments are characterized by heating and cooling pe-369

riods that can both be used to evaluate subsurface thermal properties. To370

understand if one of these periods is more suitable than the other for this371

purpose, we write expression (C.1) in the time domain, which leads to the372

following expression for T1:373

T1(⇢, ✓, ⌧) = T h
1 (⇢, ✓, ⌧)� u(⌧ � ⌧

⇤)T h
1 (⇢, ✓, ⌧ � ⌧

⇤) (14)374
375

where T h
1 is the temperature solution corresponding to a heat source from376

⌧ = 0 to 1. Expression 14 can be rewritten as377

T1(⇢, ✓, ⌧) =

8
<

:
T h
1 (⇢, ✓, ⌧), ⌧ < ⌧

⇤
,

T c
1 (⇢, ✓, ⌧), ⌧ � ⌧

⇤
,

(15)378

379

where T c
1 is the temperature during the cooling period given by380

T c
1 (⇢, ✓, ⌧) = T h

1 (⇢, ✓, ⌧)� T h
1 (⇢, ✓, ⌧ � ⌧

⇤). (16)381
382

Equation (16) demonstrates that there is a symmetric behavior of the tem-383

perature during the heating and cooling periods, which is seen in Figures 4b384

and 4c for the case where ⌧
⇤ = 30. This means that the asymptotic solu-385

tion will have the same limited ability to model the temperature behavior386

at early times during both heating and cooling. Consequently, the error in387

the estimated thermal properties related to the use of asymptotic solutions388

is assumed to be similar for the heating and cooling periods, and we consider389

that these periods are equally suitable to evaluate the thermal properties.390

For this reason, the following section on the error analysis of temperature391

curve used to estimate thermal properties only focuses on the heating period392
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of the experiments, and similar results are assumed when using temperatures393

measured during the cooling period.394

4. Error analysis395

We next use the full and asymptotic expressions developed in Section 3396

to investigate (i) the time ranges over which the asymptotic expressions are397

valid; (ii) the e↵ect of erroneous assumptions regarding the borehole thermal398

properties and position of the heat source on estimates of the subsurface ther-399

mal conductivity and di↵usivity; and (iii) which TRT and ALS measurement400

configurations will result in the most reliable estimates of these properties.401

4.1. Determination of the asymptotic time402

For times greater than the asymptotic time, there will be good agreement403

between the asymptotic and full temperature solutions and therefore the404

asymptotic solution can be considered to be a valid approximation. With405

standard line-source models, the asymptotic time is usually defined as406

t
st
1 = 5R2

/↵2, (17)407
408

which is based on a maximum relative error between the exact and asymptotic409

solutions of 2% (e.g., (Eskilson, 1987; Lamarche and Beauchamp, 2007b; Ray-410

mond et al., 2011a)). For typical borehole diameters, this corresponds to a411

time period between 2 and 6 hours, implying that temperature measurements412

acquired after this amount of time should be interpretable with asymptotic413

solutions. Note, however, that the above simple formula relies upon the as-414

sumptions of standard line-source models, which are not realized in many415
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practical situations. Consequently, we examine here using our developed so-416

lutions the impact of the borehole thermal properties (Section 4.1.1) as well417

as the heat source position (Section 4.1.2) on the dimensionless asymptotic418

time ⌧1, and we compare these results to those obtained using the standard419

assumptions. In particular, we evaluate ⌧1 at the borehole wall considering a420

single heat source term using equation (8a), as expressions derived for both421

ALS and TRT experiments usually rely upon this temperature.422

4.1.1. Impact of the borehole thermal properties423

The relative error E1 between the exact and asymptotic temperature424

solutions derived in Sections 2.2 and 3.1, respectively, can be defined as425

E1(⌧) =

����
T1 � T 1

1

T1

���� , (18)426

427

where the exact solution T1 corresponds to the inverse Laplace transform428

of expression (8a), and T 1
1 denotes the asymptotic solution given by ex-429

pression (10). As in previous work (e.g., (Eskilson, 1987; Lamarche and430

Beauchamp, 2007b; Raymond et al., 2011a)), we define the asymptotic time431

t1 such that E1 is smaller than 2% for t > t1. The dimensionless asymptotic432

time is then given by ⌧1 = t1↵1/R
2.433

To study the impact of the borehole thermal properties on ⌧1, consider434

the case where the temperature is monitored at the borehole wall and the435

heat source is located at the borehole center. For this configuration, Figure 8436

shows ⌧1 as a function of the inverses of the relative thermal conductivity 437

and di↵usivity a. Two general tendencies can be observed for ⌧1 depending438

on the relation between 1/a and 1/: (i) when 1/a < 1/, ⌧1 decreases when439

1/a increases; and (ii) when 1/a > 1/, ⌧1 increases when 1/a increases.440

26



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

To understand the meaning of these two regimes, consider the borehole and441

matrix volumetric heat capacities denoted d1c1 and d2c2, respectively. The442

relations 1/a < 1/ and 1/a > 1/ are equivalent to d1c1 > d2c2 and d1c1 <443

d2c2, respectively, and the transition between the two regimes occurs when444

d1c1 = d2c2. Consequently, the first regime (1/a < 1/) is characterized445

by larger values of the volumetric heat capacity in the borehole than in the446

matrix, which implies that the transient thermal properties of the borehole447

are dominant factors determining when the standard asymptotic behavior448

is reached. Increasing 1/a until it equals 1/ is equivalent to decreasing449

d1c1 until it equals d2c2. Consequently, increasing 1/a reduces the impact450

of the borehole transient thermal properties on when asymptotic behavior451

is reached, and results in a decrease of ⌧1. Conversely, in the second regime452

(1/a > 1/), the transient thermal properties of the matrix are the dominant453

factors controlling when asymptotic behavior is reached. As an increase of454

1/a is equivalent to an increase of these matrix properties, it implies that455

asymptotic behavior is reached later and results in an increase of ⌧1.456

As standard line-source models consider the heat source to be embedded457

in the host rock and ignore the presence of the borehole, their correspond-458

ing relative thermal conductivity and di↵usivity are equal to 1. Considering459

expression (17) for the standard asymptotic time t
st
1 , this means that the460

dimensionless asymptotic time ⌧
st
1 = 5. Figure 8 shows that our analysis461

reproduces well this result in that ⌧1 = 5 when  = 1 and a = 1. Note, how-462

ever, that we also have ⌧1 = 5 for the set of borehole and matrix properties463

presented in Table 1, which corresponds to a large di↵erence between the464

true and standard asymptotic times as t1 = 23 hours and t
st
1 = 2.9 hours.465
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Figure 8: Dimensionless asymptotic time ⌧1 as a function of the inverses of the relative

thermal conductivity  and di↵usivity a. The black and red crosses represent the values

of ⌧1 for the sets of parameters presented in Table 1 and Table 2, respectively. The green

cross represents the value of ⌧ st1 defined for a homogeneous domain.

For the set of properties in Table 2, we have ⌧1 = 6.6 corresponding to466

t1 = 30 hours, whereas tst1 = 7.9 hours. These results show that the borehole467

thermal properties have a strong impact on the definition of the minimum468

time required for reaching asymptotic behavior. For the sets of parameters469

presented in Tables 1 and 2, which have been considered in previous studies,470

the true asymptotic time is almost 8 and 4 times larger than the asymptotic471

time evaluated using the standard solution, respectively. Quite importantly,472

this implies that the duration of borehole thermal experiments must be much473

longer than the duration usually considered in order to interpret the collected474

data using asymptotic solutions. If these long-term experiments cannot be475

conducted, the collected data should be interpreted with exact solutions such476

as those presented in Section 3.477
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4.1.2. Impact of the heat source position478

We now examine the impact of the position of the line heat source on the479

dimensionless asymptotic time ⌧1. To this end, we consider an experimental480

configuration where the temperature is again monitored at the borehole wall481

(as illustrated in Figure 3) assuming the borehole and matrix properties in482

Table 1. Figure 9 shows the distribution of ⌧1 as a function of the heat source483

position inside the borehole, where a symmetry about the dashed black line is484

observed. Whereas a radial symmetry would be expected if the temperature485

sensor were located at the borehole center, its location at the borehole wall486

results in a di↵erent behavior. In particular, we see that (i) ⌧1 is minimized487

when the heat source is at position (⇢⇤min, ✓
⇤
min), which is the closest location488

to both the temperature sensor and the borehole-matrix interface; (ii) moving489

the heat source away from both the temperature sensor and the borehole-490

matrix interface results in an increase of ⌧1, which is observed when the heat491

source position varies from (⇢⇤min, ✓
⇤
min) to the borehole center; (iii) moving492

the heat source further away from the temperature sensor but closer to the493

borehole-matrix interface implies a smaller increase of ⌧1, which is observed494

when the heat source position varies from the borehole center to (⇢⇤max, ✓
⇤
max);495

and (iv) as the distance between the heat source and the borehole-matrix496

interface decreases, ⌧1 decreases as seen when the heat source is moved from497

the position (⇢⇤max, ✓
⇤
max) to the left extremity of the dashed black line.498

The above observations show that the value of ⌧1 depends on the position499

of the line heat source with respect to the positions of the borehole-matrix500

interface and the temperature sensor. For dimensionless times larger than ⌧1,501

the monitored temperature can be well described by an asymptotic expres-502
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Figure 9: Dimensionless asymptotic time ⌧1 plotted as a function of the heat source

position inside the borehole, where this position is defined by polar coordinates (⇢⇤, ✓⇤)

with 0  ⇢⇤  0.9 and 0�  ✓⇤ < 360�. The minimum and maximum values of ⌧1

are observed when the heat source is located at positions (⇢⇤min, ✓
⇤
min) (red cross) and

(⇢⇤max, ✓
⇤
max) (white cross), respectively. These coordinates are defined as ⇢⇤min = 0.9,

✓⇤min = 0�, ⇢⇤max = 0.22 and ✓⇤max = 180�. The black circle indicates the borehole center.

sion that only considers the matrix thermal properties. This implies that503

⌧1 is minimized in configurations where the matrix thermal properties are504

dominant. This is the case when the heat source is close to the borehole-505

matrix interface because heat propagates through both the matrix and the506

borehole from the very beginning of the experiment. Conversely, when the507

heat source is located far from the borehole-matrix interface, heat propagates508

only through the borehole at the beginning of the experiment and the time509

required to propagate to the matrix results in an increase of ⌧1. This is also510

the case when the heat source is far from the temperature sensor, as heat511

propagation from the heat source to the sensor is (mostly) done through the512

borehole. Consequently, increasing the distance between the heat source and513
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the temperature sensor also results in an increase of ⌧1.514

The results presented in Figure 9 also demonstrate that ⌧1 varies between515

1.8 and 5.6 for di↵erent positions of the heat source in the borehole, which516

corresponds to a range of variation for t1 between 8.4 and 26.9 hours. For517

the case where the heat source is located at the borehole center, ⌧1 = 5518

and t1 = 23 hours. As a result, in most practical situations, making the519

assumption that the heat source is located at the borehole center will tend520

to overestimate the time required to reach asymptotic behavior, which in521

turn will not pose a danger for corresponding interpretations based on these522

estimates. In other words, the standard assumption regarding the heat source523

position will be acceptable for evaluating the temperature at the borehole524

wall with an asymptotic solution. However, this is only true if the borehole525

thermal properties are taken into account, which again is not the case with526

the standard evaluation of the asymptotic time given by equation (17). As527

seen in Figure 8, assuming identical matrix and borehole thermal properties528

results in an important underestimation of t1.529

4.2. Error in the estimated matrix thermal conductivity530

Asymptotic expressions (11) and (13) for ALS and TRT experiments show531

that the long-term behavior of the temperature inside a borehole subject to532

a line heat source can be expressed as533

T 1 = m ln(⌧) + n, (19)534
535

where536

m =
1

4⇡
, (20)537

538
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and, for ALS experiments,539

n =
1

4⇡
[ln(4a)� �]� 1

4⇡
ln
�
D

2
�

(21)540

+
� 1

4⇡(+ 1)
ln
⇥
D

2 +
�
1� ⇢

⇤2� �1� ⇢
2
�⇤

,541

542

whereas for TRT experiments,543

n =
1

4⇡
[ln(4a)� �] (22)544

+
1

4⇡


� ln (D1⇢out) +

� 1

+ 1
ln (D2) +

1

p
ln

✓
⇢out

⇢in

◆�
.545

546

As a result, for times greater than the asymptotic time, the slope of the547

measured temperature versus ln(⌧) curve for both experiments can be used548

to estimate the relative thermal conductivity as follows:549

 =
1

4⇡


@T

@ ln(⌧)
|⌧�⌧1

��1

. (23)550

551

Standard line-source asymptotic solutions based on the assumption that the552

heat source is at the borehole center and ignoring the borehole thermal prop-553

erties (e.g., (Eskilson, 1987)) yield a similar result, except that in this case554

we have n = m [ln(4a)� �].555

We see from the above equations that a major advantage of considering556

asymptotic solutions is that their slope, and thus the estimation of the matrix557

thermal conductivity, is not explicitly dependent upon the borehole thermal558

properties or the position of the heat source in the borehole. However, as559

observed previously, asymptotic times based on standard solutions may be560

significantly smaller than those evaluated when the borehole properties are561

taken into account (Figure 8), meaning that determination of the “correct562

asymptotic slope” may be significantly in error when these standard asymp-563

totic times are used. To explore this issue, we evaluate the relative error E2564
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in the determination of the slope m of the asymptotic solution based on a565

particular determination of the asymptotic time ⌧1, which is quantified by566

E2(⌧) =

����m� @T1

@ ln(⌧)
|⌧=⌧1

���� /m, (24)567

568

wherem = 1/(4⇡) is the slope of the asymptotic solution and @T1/@ ln(⌧)|⌧=⌧1569

is the slope determined at ⌧ = ⌧1 from the full temperature solution at the570

borehole wall (equation (8a)), the latter of which we need in order to correctly571

estimate  for both ALS and TRT experiments.572

We consider the same configuration as before where the temperature is573

monitored at the borehole wall and the borehole and matrix properties are574

given by Table 1. For this configuration, Figure 10 shows the distribution575

of E2 calculated as a function of the heat source position for two values576

of the dimensionless asymptotic time ⌧1. In Figure 10a, we consider ⌧1 =577

⌧
max
1 , where ⌧

max
1 is the maximum value of ⌧1 when the position of the heat578

source is unknown and when the borehole properties are taken into account.579

From Figure 9 we see that ⌧
max
1 = 5.6, which corresponds to the safest580

choice of ⌧1 when taking into account the borehole thermal properties and581

the unknown heat source position. Figure 10a shows that E2 ranges from582

5.5% to 13.3% and that the distribution of E2 as a function of the heat583

source position is related to the distribution of ⌧1 presented in Figure 9. In584

other words, the time required to obtain a good agreement between the full585

and asymptotic temperature expressions depends on the heat source position586

(Figure 9), and a similar dependency is observed for the time required to587

obtain a good agreement between the slopes of these expressions (Figure 10a).588

In contrast, Figure 10b shows the results obtained for ⌧1 = ⌧
st
1 , where ⌧

st
1589

is the dimensionless asymptotic time considered from standard line-source590
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models and set to 5/a. In this case, the overall distribution of E2 is di↵erent591

from the results presented in Figure 10a with a maximum value equal to 60%.592
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!

!

 
(a)  

 
(b) 

Figure 10: Relative error E2 defined in expression (24) and plotted as a function of the

heat source position inside the borehole, where this position is defined by polar coordinates

(⇢⇤, ✓⇤) with 0  ⇢⇤  0.9 and 0�  ✓⇤ < 360�. The dimensionless asymptotic time ⌧1 is

defined as (a) ⌧1 = 5.6 and (b) ⌧1 = 5/a. The blue, black and red crosses represent the

positions (⇢⇤1, ✓
⇤
1), (⇢

⇤
2, ✓

⇤
2) and (⇢⇤3, ✓

⇤
3) of the heat source, respectively, defined as ⇢⇤1 = 0.5,

⇢⇤2 = 0.3, ⇢⇤3 = 0.8, ✓⇤1 = 0�, and ✓⇤2 = ✓⇤3 = 180�.
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For a deeper understanding of the results presented in Figure 10, consider593

the three positions of the heat source represented by the blue, black, and red594

crosses in Figure 10. The corresponding temperatures and their derivatives595

are shown in Figure 11 where we see that the asymptotic behavior of the596

temperature is not reached for ⌧ = ⌧
st
1 , whereas this behavior is reached for597

⌧ = ⌧
max
1 (Figure 11a). This implies a large error in the estimated value598

of m at ⌧ = ⌧
st
1 whereas the error is acceptable at ⌧ = ⌧

max
1 (Figure 11b).599

Figure 11b also shows that, at ⌧ = ⌧
st
1 , this error is larger when the heat600

source is located at position (⇢⇤1, ✓
⇤
1) and smaller when the heat source is601

located at position (⇢⇤2, ✓
⇤
2).602

Considering that the temperature inside a borehole can be described by603

full and asymptotic solutions, the above results show that a good agreement604

of the slope of these two solutions versus ln(⌧) can only be obtained for times605

much larger than traditionally assumed. As the evaluation of the standard606

asymptotic time is based on line-source models that do not take into account607

the borehole thermal properties, the value of this time is usually underesti-608

mated, as well as the required duration of in-situ experiments for obtaining609

accurate estimates of the thermal conductivity. As shown in the previous610

section for the set of parameters presented in Table 1, this corresponds to a611

minimum time around 20 hours, whereas the standard minimum time usually612

assumed is approximately 3 hours. The results presented in Figure 10 show613

the importance of a “safe” choice of the asymptotic time as its standard defi-614

nition can result in an error of 60% in the slope of the temperature expression615

that is used to obtain in-situ matrix thermal conductivity estimate.616
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Figure 11: (a) Dimensionless temperature, and (b) derivative of this temperature with

respect to ln(⌧), plotted as a function of ln(⌧). The results are obtained with the exact

(solid lines) and asymptotic (dashed lines) solutions for three positions of the heat source

(⇢⇤, ✓⇤). The vertical dashed and solid green lines represent the standard and maximum

dimensionless asymptotic time ⌧ st1 and ⌧max
1 , respectively. Note that, for the asymptotic

solution, @T1/@ ln(⌧) is represented by a unique horizontal dashed black line as this ex-

pression does not depend on the heat source position (equation (20)).
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4.3. Error in the estimated matrix thermal di↵usivity617

The thermal di↵usivity of the matrix is required for studying the transient618

behavior of heat propagation and its estimation from in-situ experiments has619

been considered in a number of previous studies based on either numerical620

models or standard line-source models (e.g., Bozzoli et al. (2011); Hu et al.621

(2012); Raymond et al. (2011); Sharqawy et al. (2009); Wagner and Clauser622

(2005); Zheng et al. (2013)). Here, for both ALS and TRT experiments, we623

examine the error in estimates of the relative thermal di↵usivity a resulting624

from incomplete knowledge of the position of the line heat source in the625

borehole. To this end, we define the relative error E3 as626

E3 =
|atrue � aest|

atrue
, (25)627

628

where atrue is the true relative thermal di↵usivity and aest the relative thermal629

di↵usivity estimated assuming some value for the heat source position. We630

assume that the asymptotic time has been evaluated correctly.631

4.3.1. ALS experiments632

Expressions (19) through (21) show that the relative thermal di↵usivity633

can be determined from the slope and y-intercept of the asymptotic solution634

for ALS experiments as follows:635

a =
1

4
exp (�) , (26)636

637

where638

� =
n

m
+

1

4⇡m
ln
�
D

2
�

(27)639

� � 1

4⇡m(+ 1)
ln
⇥
D

2 +
�
1� ⇢

⇤2� �1� ⇢
2
�⇤

+ �,640

641
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and (⇢, ✓) and (⇢⇤, ✓⇤) are the temperature sensor and heat source positions,642

respectively. To examine the errors in the estimated relative di↵usivity corre-643

sponding to incorrect knowledge of the heat source position, we consider two644

configurations having borehole and matrix properties presented in Table 1645

and with the temperature sensor located at the borehole wall. In the first646

configuration (Figure 12a), the heat source is assumed to be at the borehole647

center and the corresponding relative thermal di↵usivity is denoted by a
ALS1
est .648

This estimate can be deduced from expressions (26) and (27) with ⇢ = 1,649

✓ = 0�, and ⇢
⇤ = 0, and the result is650

a
ALS1
est =

1

4
exp

⇣
n

m
+ �

⌘
. (28)651

652

To evaluate the error in a related to the uncertainty in the heat source po-653

sition, we use the relative error E3 defined in expression (25) with atrue654

the true relative thermal di↵usivity and aest the relative thermal di↵usivity655

a
ALS1
est . Figure 12b shows E3 as a function of the true heat source position656

which varies over the domain ⌦1 = {(⇢, ✓) : 0  ⇢  0.1, 0�  ✓ < 360�}. We657

see that the error in the relative thermal di↵usivity can reach 40% and that658

the maximum value is obtained when ⇢
⇤ = 0.1 and ✓

⇤ = 0�.659

In the second configuration (Figure 12c), the heat source is assumed to be660

at the maximum distance from the temperature sensor and the corresponding661

relative thermal di↵usivity is denoted by a
ALS2
est . Again, this estimate can be662

deduced from expressions (26) and (27) with ⇢ = 1, ✓ = 0�, ⇢⇤ = 1, and663

✓
⇤ = 180�. This yields664

a
ALS2
est =

1

4
exp

h⇣
n

m

⌘
+ �

i
24/(+1)

. (29)665

666

As before, we use the relative error E3 with aest defined here as the relative667
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thermal di↵usivity a
ALS2
est . Figure 12d shows this error as a function of the668

true heat source position which varies over the domain ⌦2 = {(⇢, ✓) : 0.8 669

⇢  1, 135�  ✓  225�}. In this case, the relative error in the relative670

thermal di↵usivity estimate can reach a maximum value of 80% for the heat671

source positions (⇢⇤1, ✓
⇤
1) and (⇢⇤2, ✓

⇤
2) with ⇢

⇤
1 = 0.8, ✓⇤1 = 135�, ⇢⇤2 = 0.8, and672

✓
⇤
2 = 225�. Note that this maximum error is related to a larger area than673

before as the domain ⌦2 is characterized by a larger area than the domain674

⌦1. When ⌦2 is reduced to a domain with the same area as ⌦1, the range of675

variation of E3 is similar for the two configurations and its maximal value is676

around 40%.677

The results presented in Figure 12 show that the relative thermal di↵u-678

sivity estimated with ALS experiments is sensitive to small variations of the679

line heat source position. This implies that an accurate in-situ evaluation of680

the thermal di↵usivity requires reducing the uncertainty on the position of681

the heating cable used in these experiments. When this cable is assumed to682

be at the borehole center, the uncertainty in its position may be reduced by683

using some form of centralizer (e.g., Read et al. (2014)). On the other hand,684

when the heat source is assumed to be at the maximum distance from the685

temperature sensor, the heating cable might be located between the bore-686

hole wall and a liner used to seal the borehole. The latter corresponds to687

the extension of a recently conducted experiment where co-located heater688

and temperature measurements have been achieved with recent DTS tech-689

nologies (e.g., Coleman et al. (2015)). Although in-situ experiments should690

be conducted in future work to confirm this conclusion, the second studied691

configuration seems to be the most adapted to reduce the uncertainty on692
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(a)  
 

(b)  
 

 

 
(c)  (d) 

!

Ω1

Ω2

Figure 12: (a) and (c) Studied borehole configurations for ALS experiments. The small

black circle represents the borehole center, the green cross the temperature sensor, and the

black cross the assumed heat source position. (b) and (d) The corresponding relative error

E3 in the relative thermal di↵usivity plotted as a function of the true heat source position

which varies about its assumed position over the domains ⌦1 and ⌦2, respectively.
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the heat source position and its impact on the subsurface thermal di↵usivity693

estimated from borehole thermal experiments using ALS method.694

4.3.2. TRT experiments695

We now evaluate the errors in the estimated relative thermal di↵usivity696

from incorrect knowledge of the heat source position for TRT experiments.697

To this end, we consider a configuration with the borehole-matrix and U-698

pipe properties presented in Tables 2 and 3, respectively, and we assume699

that the U-pipe is centered in the borehole. Expressions (19), (20), and (22)700

demonstrate that the relative thermal di↵usivity can be determined from701

the slope and y-intercept of the asymptotic solution for TRT experiments as702

follows:703

a
TRT
est =

1

4
exp

⇣
n

m
+ �

⌘
(30)704

⇥ exp

⇢



ln (D1⇢out)�

� 1

+ 1
ln (D2)�

1

p
ln

✓
⇢out

⇢in

◆��
.705

706

As with ALS experiments, we use the error E3 defined in equation (25)707

to evaluate the error on the relative thermal di↵usivity when the assump-708

tion concerning the heat source position is incorrect. Here, atrue is the true709

value of a and aest is the value estimated from expression (30) assuming710

that the U-pipe is centered in the borehole. We consider a first experiment711

corresponding to the configuration in Figure 6a with a variation of the di-712

mensionless distance ⇢c between the borehole center and the U-pipe center.713

In this case, the value of ⇢c ranges from 0 to 0.56, where the maximum value714

corresponds to a configuration with the pipes in contact with the borehole-715

matrix interface. Figure 13a shows that increasing ⇢c implies an increase716
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in the error because the U-pipe is further from its assumed position. This717

figure also shows that E3 reaches the maximum value of 38% when ⇢c reaches718

its maximal value 0.56. In a second configuration, we consider several val-719

ues of both ⇢c and ✓0, which correspond to moving the U-pipe away from720

the borehole center and rotating the U-pipe around its center, respectively.721

In this case, and considering a full rotation of the U-pipe, the maximum722

value of ⇢c is 0.26, which corresponds to having pipe 2 in contact with the723

borehole-matrix interface when ✓0 = 90�. As before, Figure 13b shows that724

E3 increases when ⇢c increases. This figure also shows that the U-pipe angle725

impacts the relative error in a, which ranges, for example, from 8% to 18.6%726

for ⇢c = 0.26.727

For ALS experiments (Section 4.3.1), we saw that a small variation of728

the heat source position from its assumed position can result in an error729

of 40% in the relative thermal di↵usivity. This means that large errors are730

expected for larger di↵erences between the true and assumed heat source731

positions. Improving the accuracy of the thermal di↵usivity estimated with732

these experiments requires a better control of the heating cable position.733

Conversely, for TRT experiments, 40% corresponds to the maximum error734

obtained when considering all of the possible positions of the U-pipe in the735

borehole. For the set of parameters considered in this study, these results736

show that TRT experiments are more suitable than ALS experiments for737

estimating the subsurface thermal di↵usivity, which is largely due to the738

small degree of variability of the U-pipe position in TRT experiments in739

comparison with the heating cable position in ALS experiments. However,740

larger errors could be expected if a U-pipe having a small size in comparison741
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with the borehole radius were considered, thus leading to greater uncertainty742

regarding its true position in the borehole.743

 
(a) 

 
(b) 
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Figure 13: Relative error E3 in the estimated relative thermal di↵usivity for TRT experi-

ments assuming that the U-pipe is centered in the borehole. This is plotted as a function

of the true position of the U-pipe with (a) 0  ⇢c  0.56, ✓c = 90�, and ✓0 = 0�, and (b)

0  ⇢c  0.26, ✓c = 90�, and 0�  ✓0 < 360�.
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5. Discussion and conclusions744

We have developed in this paper new Laplace- and time-domain analyt-745

ical expressions for interpreting borehole thermal experiments. Using these746

expressions, we showed that the typical practice of ignoring the borehole747

thermal properties, through the consideration of simplified asymptotic solu-748

tions, can result in a significant underestimation of the time required to reach749

asymptotic behavior. Quite importantly, this means that the borehole exper-750

iments should be conducted for times much larger than traditionally assumed751

when using such simplified solutions, or that they should be interpreted with752

exact solutions like the Laplace-domain ones developed in this work. We also753

showed that the uncertainty related to the position of the heat source in the754

borehole does not significantly impact the value of the asymptotic time when755

the borehole thermal properties are properly taken into account. However,756

the combined e↵ects of ignoring the borehole properties and not knowing the757

heat source position result in an error of up to 60% in the estimate of the758

slope of the measured temperature curve, which is used to evaluate the sub-759

surface thermal conductivity. Using asymptotic time values that take into760

account the borehole thermal properties and heat-source-position uncertainty761

enables us to reduce this error to only 10%. Concerning the subsurface ther-762

mal di↵usivity, we saw a significant impact of the heat source position on763

the estimation of this parameter from ALS experiments, in that sense that764

errors of 40% were obtained in our simulations. Conversely, 40% corresponds765

to the maximum error in the relative thermal di↵usivity estimated with TRT766

experiments for any position of the U-pipe.767

The results presented in this work considered the interpretation of the768
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heating period during borehole thermal experiments. Based on the relatively769

rapid homogenization of the borehole temperature after heating has stopped770

(Raymond et al., 2011b), some researchers have suggested that the cooling771

period may be better adapted for analyzing temperature measurements for772

the estimation of subsurface thermal properties (e.g., (Raymond et al., 2011b;773

Pehme et al., 2013)). The corresponding justification is that, during cooling,774

errors related to movement of the temperature sensor over the course of775

measurements will be reduced because the variation of temperature inside776

the borehole is smaller than during the heating period. As we considered a777

fixed position of the temperature sensor in our study, these aspects were not778

considered. That is, when studying the e↵ects of the heat source position,779

we evaluated the impact of a wrongly assumed position that was fixed during780

the entire experiment. However, analyzing the consequences of displacement781

of the sensor should be conducted as future work.782

As additional extensions of this research, we plan to develop solutions783

that account for the presence of advective flow in the formation, which is784

important for interpreting borehole thermal experiments in fractured rocks785

where hydraulically-active fractures intersect the borehole. We also plan to786

focus further on the interpretation of data collected during both ALS and787

TRT experiments, in the context of using the proposed solutions to develop788

a systematic strategy to invert for subsurface thermal properties. Finally, a789

long-term goal of our work is to investigate how analytical solutions may be790

developed for cross-borehole thermal experiments in fractured rock in order791

to evaluate characteristics of the fracture network. Here, existing models for792

hydraulic experiments between boreholes (e.g., (Roubinet et al., 2015)) and793
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heat transport in fracture-matrix systems (e.g., (Ruiz Martinez et al., 2014))794

could be employed.795
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Appendix A. Green’s functions799

Appendix A.1. Borehole domain800

We wish to derive the Green’s function T ⇤
1 (⇢, ⇢

0
, ✓, ✓

0
, ⌧, ⌧

0) associated with801

equation (5a), and subject to the initial conditions802

T ⇤
1 (⌧ = 0) = 0, T ⇤

1 (⌧ = ⌧
0) = 0, (A.1a)803

804

and the boundary conditions805

T ⇤
1 (⇢ ! 0) < 1,

@T ⇤
1

@⇢
(⇢ = 1) = 0. (A.1b)806

807

Defining the Laplace transform of a function f(t) as

f̄(s) =

Z 1

0

f(t)e�stdt, (A.2)

the Laplace transform of T ⇤
1 satisfies

sT̄ ⇤
1 � @

2T̄ ⇤
1

@⇢2
� 1

⇢

@T̄ ⇤
1

@⇢
� 1

⇢2

@
2T̄ ⇤

1

@✓2
(A.3)

= �(⇢� ⇢
0
, ✓ � ✓

0)e�s⌧ 0
/⇢,

and is subject to the boundary conditions

T̄ ⇤
1 (⇢ ! 0) < 1,

@T̄ ⇤
1

@⇢
(⇢ = 1) = 0. (A.4)
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Based on the derivation method used in Regenstreif (1977) for steady-

state equation, we assume that T̄1
⇤
can be expressed as

T̄1
⇤
=

1X

m=0

fm(⇢, ⇢
0
, s, ⌧

0) cos[m(✓ � ✓
0)]. (A.5)

This expression is introduced in equation (A.3) which is then multiplied808

by cos[n(✓�✓
0)] and integrated over ✓ from 0 to 2⇡. This leads to, for m = 0,809

810

sf
i
0 �

@
2
f
i
0

@⇢2
� 1

⇢

@f
i
0

@⇢
=

�(⇢� ⇢
0)

2⇡⇢
e
�s⌧ 0 (A.6a)811

812

and, for m � 1,813

✓
s+

1

⇢2
m

2

◆
f
i
m � @

2
f
i
m

@⇢2
� 1

⇢

@f
i
m

@⇢
=

�(⇢� ⇢
0)

⇡⇢
e
�s⌧ 0

, (A.6b)814

815

where the latter equations are subject to the boundary conditions816

f
1
0 (⇢ ! 0) < 1,

@f
1
0

@⇢
(⇢ = 1) = 0, (A.7a)817

818

and819

f
1
m(⇢ ! 0) < 1,

@f
1
m

@⇢
(⇢ = 1) = 0, m � 1. (A.7b)820

821

For ⇢ 6= ⇢
0, considering equations (A.6) associated with boundary condi-822

tions (A.7), we obtain the following expressions for f 1
0 and f

1
m:823

f
1
0 =

8
<

:
A0I0(q1⇢), ⇢ < ⇢

0
,

D0 [K0(q1⇢) +G0(q1)I0(q1⇢)] , ⇢ > ⇢
0
,

(A.8a)824

825

and826

f
1
m =

8
<

:
AmIm(q1⇢), ⇢ < ⇢

0
,

Dm [Km(q1⇢) +Gm(q1)Im(q1⇢)] , ⇢ > ⇢
0
,

(A.8b)827

828
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with q1 =
p
s. Here the functions Im(.) and Km(.) are the modified Bessel829

functions of the first and second kind, respectively, and the function Gm(qi)830

(i = 1, 2) is defined as Gm(qi) = G
1
m(qi)/G

2
m(qi) with the functions G

1
m(qi)831

and G
2
m(qi) expressed as832

G
1
m(qi) = Km+1(qi)�mKm(qi)/qi, (A.9a)833

834

and835

G
2
m(qi) = Im+1(qi) +mIm(qi)/qi. (A.9b)836

837

Finally, continuity conditions for ⇢ = ⇢
0 are enforced and the final expres-838

sions for f 1
0 and f

1
m are839

f
1
0 =

8
<

:

e�s⌧ 0

2⇡ I0(q1⇢)F 1
0 (⇢

0), ⇢ < ⇢
0
,

e�s⌧ 0

2⇡ I0(q1⇢0)F 1
0 (⇢), ⇢ > ⇢

0
,

(A.10a)840

841

and842

f
1
m =

8
<

:

e�s⌧ 0

⇡ Im(q1⇢)F 1
m(⇢

0), ⇢ < ⇢
0
,

e�s⌧ 0

⇡ Im(q1⇢0)F 1
m(⇢), ⇢ > ⇢

0
,

(A.10b)843

844

where the function F
1
m(⇢) is defined as F 1

m = Km(q1⇢) +Gm(q1)Im(q1⇢). By845

using these expressions in (A.5), we obtain the following final expression for846

T̄ ⇤
1 :847

T̄ ⇤
1 =

e
�s⌧ 0

2⇡
I0(q1⇢)F

1
0 (⇢

0) (A.11a)848

+
e
�s⌧ 0

⇡

1X

m=1

Im(q1⇢)F
1
m(⇢

0) cos [m(✓ � ✓
0)] , ⇢ < ⇢

0
,849

850

and851

T̄ ⇤
1 =

e
�s⌧ 0

2⇡
I0(q1⇢

0)F 1
0 (⇢) (A.11b)852

+
e
�s⌧ 0

⇡

1X

m=1

Im(q1⇢
0)F 1

m(⇢) cos [m(✓ � ✓
0)] , ⇢ > ⇢

0
.853

854
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Appendix A.2. Matrix domain855

We consider now the Green’s function T ⇤
2 (⇢, ⇢

0
, ✓, ✓

0
, ⌧, ⌧

0) associated with856

equation (5b), and subject to the initial conditions857

T ⇤
2 (⌧ = 0) = 0, T ⇤

2 (⌧ = ⌧
0) = 0, (A.12a)858

859

and the boundary conditions860

@T ⇤
2

@⇢
(⇢ = 1) = 0, T ⇤

2 (⇢ ! 1, ✓, ⌧) = 0. (A.12b)861

862

The Laplace transform of T ⇤
2 satisfies863

sT̄ ⇤
2 � a

@
2T̄ ⇤

2

@⇢2
� a

⇢

@T̄ ⇤
2

@⇢
� a

⇢2

@
2T̄ ⇤

2

@✓2
(A.13)864

=
�(⇢� ⇢

0
, ✓ � ✓

0)

⇢
e
�s⌧ 0

865

866

and is subject to the boundary conditions867

@T̄ ⇤
2

@⇢
(⇢ = 1) = 0, T̄ ⇤

2 (⇢ ! 1) = 0. (A.14)868

869

Applying the same methodology as in Appendix A.1, T̄ ⇤
2 is expressed as870

T̄ ⇤
2 =

e
�s⌧ 0

2⇡a
K0(q2⇢

0)F 2
0 (⇢) (A.15a)871

+
e
�s⌧ 0

⇡a

1X

m=1

Km(q2⇢
0)F 2

m(⇢) cos[m(✓ � ✓
0)], ⇢ < ⇢

0
,872

873

and874

T̄ ⇤
2 =

e
�s⌧ 0

2⇡a
K0(q2⇢)F

2
0 (⇢

0) (A.15b)875

+
e
�s⌧ 0

⇡a

1X

m=1

Km(q2⇢)F
2
m(⇢

0) cos[m(✓ � ✓
0)], ⇢ > ⇢

0
,876

877

with q2 and F
2
m(⇢) defined as q2 =

p
s/a and F

2
m(⇢) = Im(q2⇢)+Km(q2⇢)/Gm(q2).878
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Appendix B. General Laplace-domain temperature expressions879

Appendix B.1. Temperature integral expressions880

It is possible to derive an analytical expression for the dimensionless tem-881

perature T1 by (i) rewriting equation (5a) in terms of the variables ⇢0, ✓0 and882

⌧
0 with a source term at position (⇢⇤, ✓⇤) at time ⌧

⇤; (ii) multiplying this883

equation by the elementary solution T ⇤
1 defined in Appendix A.1; and (iii)884

integrating over the domain ⌦̃b and until time ⌧ . Integrating by parts each885

term, and using the initial and boundary conditions related to T1 and T ⇤
1886

and the second continuity condition (6c), T1 is expressed as887

T1(⇢, ✓, ⌧) =

Z ⌧

0

u(⌧ ⇤ � ⌧
0)T ⇤

1 |⇢0=⇢⇤,✓0=✓⇤d⌧
0 (B.1a)888

+

Z ⌧

0

Z 2⇡

0

g(✓0, ⌧ 0)T ⇤
1 |⇢0=1d✓

0d⌧ 0.889

890

Applying the same methodology for the dimensionless temperature T2891

with its related Green’s function T ⇤
2 , their related initial and boundary con-892

ditions, and the second continuity condition (6c), we obtain the following893

expression:894

T2(⇢, ✓, ⌧) = �a



Z ⌧

0

Z 2⇡

0

g(✓0, ⌧ 0)T ⇤
2 |⇢0=1d✓

0d⌧ 0. (B.1b)895

896

Appendix B.2. Temperature final expressions897

From expressions (B.1), the Laplace transform of T1 and T2 are expressed898

as899

T̄1(⇢, ✓, s) =
1� e

�s⌧⇤

s
T̄ ⇤
1 |⇢0=⇢⇤,✓0=✓⇤,⌧ 0=0 (B.2a)900

+

Z 2⇡

0

T̄ ⇤
1 |⇢0=1,⌧ 0=0ḡ(✓

0
, ⌧)d✓0901

902
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and903

T̄2(⇢, ✓, s) = �a



Z 2⇡

0

T̄ ⇤
2 |⇢0=1,⌧ 0=0ḡ(✓

0
, ⌧)d✓0, (B.2b)904

905

and the first continuity condition (6c) can be expressed as

1� e
�s⌧⇤

s
T̄ ⇤
1 |⇢=1,⇢0=⇢⇤,✓0=✓⇤,⌧ 0=0

+

Z 2⇡

0

T̄ ⇤
1 ⇢=1,⇢0=1,⌧ 0=0ḡ(✓

0
, ⌧)d✓0

= �a



Z 2⇡

0

T̄ ⇤
2 ⇢=1,⇢0=1,⌧ 0=0ḡ(✓

0
, ⌧)d✓0. (B.3)

When substituting T̄ ⇤
1 and T̄ ⇤

2 in (B.3) with their expressions (A.11) and

(A.15), (B.3) is rewritten as

I0(q1)

I1(q1)
+

K0(q2)

�K1(q2)

� Z 2⇡

0

ḡd✓0

+ 2
1X

m=1


Im(q1)

G2
m(q1)

+
Km(q2)

�G1
m(q2)

� Z 2⇡

0

cos [m(✓ � ✓
0)] ḡd✓0

=� 1� e
�s⌧⇤

s

I0(q1⇢⇤)

I1(q1)

�
2
�
1� e

�s⌧⇤
�

s

1X

m=1

Im(q1⇢⇤)

G2
m(q1)

cos[m(✓ � ✓
⇤)], (B.4)

where � is defined as � = /
p
a, and the functions G1

m(q1) and G
2
m(q2) are906

defined in (A.9).907

(B.4) is then integrated over ✓, yielding908

Z 2⇡

0

ḡd✓0 = �1� e
�s⌧⇤

s

�K1(q2)I0(q1⇢⇤)

�K1(q2)I0(q1) +K0(q2)I1(q1)
(B.5a)909

910

and911

Z 2⇡

0

cos(m(✓ � ✓
0))ḡd✓0 = �1� e

�s⌧⇤

s
912

⇥ �Im(q1⇢⇤)G1
m(q2) cos[m(✓ � ✓

⇤)]

�Im(q1)G1
m(q2) +Km(q2)G2

m(q1)
. (B.5b)913

914
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Finally, expressions (B.5) can be used to obtain the following final ex-915

pressions for T̄1 and T̄2:916

T̄1 =
1� e

�s⌧⇤

2⇡s
I0(q1⇢)H0(⇢

⇤) (B.6a)917

+
1� e

�s⌧⇤

⇡s

1X

m=1

Im(q1⇢)Hm(⇢
⇤) cos [m(✓ � ✓

⇤)] , ⇢ < ⇢
⇤
,918

919
920

T̄1 =
1� e

�s⌧⇤

2⇡s
I0(q1⇢

⇤)H0(⇢) (B.6b)921

+
1� e

�s⌧⇤

⇡s

1X

m=1

Im(q1⇢
⇤)Hm(⇢) cos [m(✓ � ✓

⇤)] , ⇢ > ⇢
⇤
,922

923

and924

T̄2 =
1� e

�s⌧⇤

2⇡s
I0(q1⇢

⇤)
K0(q2⇢)

K0(q2)
h0 (B.6c)925

+
1� e

�s⌧⇤

⇡s

1X

m=1

Im(q1⇢
⇤)
Km(q2⇢)

Km(q2)
hm cos [m(✓ � ✓

⇤)] .926

927

In expressions (B.6), the function Hm(⇢) is defined as

Hm(⇢) = Km(q1⇢) + �mIm(q1⇢) (B.7)

with

�m =
��Km(q1)G1

m(q2) +Km(q2)G1
m(q1)

Km(q2)G2
m(q1) + �Im(q1)G1

m(q2)
, (B.8)

and hm is a particular value of the function Hm(⇢) defined as hm = Hm(1).928

Appendix C. Temperature expressions for borehole thermal ex-929

periments930

Appendix C.1. Asymptotic expression for ALS experiments931

In this section, we wish to derive T 1
1 , the time-domain analytical expres-932

sion that describes the asymptotic behavior of the temperature monitored933
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during ALS experiments. For deriving this expression, we use the exact934

Laplace-domain solution (8a) corresponding to a heat source from ⌧ = 0 to935

⌧
⇤. This solution can be rewritten as936

T̄1(⇢, ✓, s) =
�
1� e

�s⌧⇤
�
T̄ h
1 (⇢, ✓, s), (C.1)937

938

with T̄ h
1 the Laplace-domain solution corresponding to a heat source from939

⌧ = 0 to 1 and defined as940

T̄ h
1 (⇢, ✓, s) =

8
<

:
!1/ (2⇡s) + S1/ (⇡s) , ⇢ < ⇢

⇤
,

!2/ (2⇡s) + S2/ (⇡s) , ⇢ > ⇢
⇤
.

(C.2)941

942

From expression (C.1), T 1
1 can be expressed as943

T 1
1 (⇢, ✓, ⌧) =T h,1

1 (⇢, ✓, ⌧) (C.3)944

� u (⌧ � ⌧
⇤) T h,1

1 (⇢, ✓, ⌧ � ⌧
⇤),945

946

where T h,1
1 describes the asymptotic behavior of T h

1 , which is the inverse947

Laplace transform of T̄ h
1 .948

For deriving an analytical expression of T 1
1 , we need to derive an analyti-949

cal expression of T h,1
1 . To this end, we consider the following approximations950

of the Bessel functions Im(x) and Km(x) for small values of x (Abramowitz951

and Stegun, 1972):952

Im(x) ⇠
1

m!

⇣
x

2

⌘m

(C.4a)953

954

and955

Km(x) ⇠
(m� 1)!

2

⇣
x

2

⌘�m

. (C.4b)956

957
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Using these approximations for small values of the Laplace variable s, the958

Laplace transform of the asymptotic solution T h,1
1 is expressed as959

T̄ h,1
1 (⇢, ✓, s) =

1

2⇡s
[K0(q1⇢

⇤)�K0(q1) +K0(q2)/] (C.5a)960

+
1

2⇡s

1X

m=1

s
1
m cos [m(✓ � ✓

⇤)] , ⇢ < ⇢
⇤
,961

962

and963

T̄ h,1
1 (⇢, ✓, s) =

1

2⇡s
[K0(q1⇢)�K0(q1) +K0(q2)/] (C.5b)964

+
1

2⇡s

1X

m=1

s
2
m cos [m(✓ � ✓

⇤)] , ⇢ > ⇢
⇤
,965

966

where the terms s1m and s
2
m are defined as967

s
1
m =

1

m

✓
⇢

⇢⇤

◆m

� � 1

+ 1
(⇢⇢⇤)m

�
(C.6a)968

969

and970

s
2
m =

1

m

✓
⇢
⇤

⇢

◆m

� � 1

+ 1
(⇢⇢⇤)m

�
. (C.6b)971

972

From (C.5), T h,1
1 can be derived analytically as follows:973

T h,1
1 (⇢, ✓, ⌧) =

1

4⇡


�

✓
0,

⇢
⇤2

4⌧

◆
� �

✓
0,

1

4⌧

◆
+

1


�

✓
0,

1

4a⌧

◆�
(C.7a)974

+
1

2⇡

1X

m=1

s
1
m cos [m(✓ � ✓

⇤)] , ⇢ < ⇢
⇤

975

976

and977

T h,1
1 (⇢, ✓, ⌧) =

1

4⇡


�

✓
0,

⇢
2

4⌧

◆
� �

✓
0,

1

4⌧

◆
+

1


�

✓
0,

1

4a⌧

◆�
(C.7b)978

+
1

2⇡

1X

m=1

s
2
m cos [m(✓ � ✓

⇤)] , ⇢ > ⇢
⇤
.979

980
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As our solution is developed for large times, we consider that the gamma981

function � (0, x) can be approximated as � (0, x) = � ln (x)� � (Abramowitz982

and Stegun, 1972). Considering, in addition, the following relationship983

1X

m=1

a
m cos(m�)

m
= �1

2
ln
⇥
1� 2a cos(�) + a

2
⇤
, (C.8)984

985

expression (C.7) is rewritten as986

T h,1
1 (⇢, ✓, ⌧) =

1

4⇡

⇥
ln(⌧) + ln(4a)� � �  ln

�
D

2
�⇤

(C.9)987

+
� 1

4⇡(+ 1)
ln
⇥
D

2 +
�
1� ⇢

⇤2� �1� ⇢
2
�⇤

,988

989

where D, the distance between the sensor and heat source, is expressed as990

D =
p

⇢⇤2 � 2⇢⇢⇤ cos(✓ � ✓⇤) + ⇢2.991

Using expression (C.9) in (C.3) enables us to obtain an analytical expres-992

sion of the time-domain asymptotic solution T 1
1 .993

Appendix C.2. Temperature expressions for TRT methods994

Typically, the temperature TTRT monitored during TRT experiments is995

defined as the average of the water temperature T
i
f (i = 1, 2) monitored996

at the two extremities of the U-pipe. For each pipe i, this temperature is997

usually expressed through a pipe resistance model as a function of T i
p, the998

temperature averaged over the external surface of pipe i (Figure 5c). This999

yields1000

T
i
f = T

i
p +QiRp, (C.10)1001

1002

where Qi is the heat flux from the fluid to the external surface of pipe i, and1003

Rp is the pipe thermal resistance that can be defined asRp = [ln (rout/rin)]/(2⇡Kp)1004

(e.g., (Lamarche et al., 2010)).1005
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Using the temperature expression developed in Section 2, we wish to1006

derive a new analytical expression for T
i
p. As the heat equations (5) are1007

linear, the presence of several source terms can be considered by superposing1008

the solution for each source term as follows:1009

T
i
p =

NX

j=1

T
i,j
p , (C.11)1010

1011

with N the number of source terms (here, N = 2), and T
i,j
p the mean tem-1012

perature on the external surface of pipe i subject to a heat source at pipe j.1013

Considering the dimensionless temperature T i,j
p = K1T

i,j
p /Qj and the aver-1014

age temperature T av,j
p =

�
T 1,j
p + T 2,j

p

�
/2, the temperature measured during1015

TRTs can be expressed as1016

TTRT =(Q1T av,1
p +Q2T av,2

p )/K1 (C.12)1017

+ (Q1 +Q2)Rp/2,1018
1019

and its dimensionless formulation is defined as TTRT = TTRTK1/Q with Q =1020

Q1 +Q2.1021

As T i,j
p is the dimensionless temperature averaged over the external sur-1022

face of pipe i subject to a heat source at pipe j, it can be expressed as1023

T i,j
p = 1

L

R
L T1,jdli where L is the circumference of the outer external sur-1024

face, dli the integral variable around the external surface of pipe i, and T1,j1025

the dimensionless temperature in a borehole-matrix system subject to a heat1026

source at pipe j. Considering that the heat sources can be represented as1027

point-heat-injections localized at the center of the pipes, T1,j is equal to T11028

defined in Section 2.2 with (⇢⇤, ✓⇤) = (⇢j, ✓j) where (⇢j, ✓j) is the position of1029

the center of pipe j.1030
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In a general manner, the latter integral can be evaluated numerically using1031

expression (8a) to describe T1,j. A simplified expression can be deduced an-1032

alytically by (i) describing T1,j with the asymptotic expression (10); and (ii)1033

considering a U-pipe localized at the borehole center. Considering the dimen-1034

sionless asymptotic TRT temperature T 1
TRT defined as T 1

TRT = T
1
TRTK1/Q1035

with T
1
TRT the asymptotic expression of (C.12), the resulting analytical ex-1036

pression is1037

T 1
TRT =

1

4⇡
[ln(⌧) + ln(4a)� �] (C.13)1038

+
1

4⇡


� ln (D1⇢out) +

� 1

+ 1
ln (D2) +

1

p
ln

✓
⇢out

⇢in

◆�
,1039

1040

where p = Kp/K1, D1 = s/R with s the distance between the two pipes,1041

D2 = 1 � D1
4
/16, and ⇢in and ⇢out are the dimensionless inner and outer1042

radius of the pipes, respectively.1043
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