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ABSTRACT 
In recent years, various initiatives from within and outside the 
HCI feld have encouraged researchers to improve research ethics, 
openness, and transparency in their empirical research. We quan-
tify how the CHI literature might have changed in these three 
aspects by analyzing samples of 118 CHI 2017 and 127 CHI 2022 
papers—randomly drawn and stratifed across conference sessions. 
We operationalized research ethics, openness, and transparency 
into 45 criteria and manually annotated the sampled papers. The 
results show that the CHI 2022 sample was better in 18 criteria, 
but in the rest of the criteria, it has no improvement. The most 
noticeable improvements were related to research transparency (10 
out of 17 criteria). We also explored the possibility of assisting the 
verifcation process by developing a proof-of-concept screening 
system. We tested this tool with eight criteria. Six of them achieved 
high accuracy and F1 score. We discuss the implications for future 
research practices and education. 

This paper and all supplementary materials are freely available 
at https://doi.org/10.17605/osf.io/n25d6. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI; • 
Social and professional topics → Codes of ethics. 
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1 INTRODUCTION 
Empirical research is one of the cornerstones of the Human-
Computer Interaction (HCI) feld. Since HCI research examines 
human experiences, ethical research has long been at the heart of 
planning and conducting studies. In the last decade, many schol-
arly felds increasingly recognized the value of openness and trans-
parency in research. The feld of HCI also participates in this broader 
discourse through various movements and research works. Let us 
look at these three values—Research Ethics, Openness, and Trans-
parency. 

Research ethics aims to protect research participants and fos-
ter socially responsible collaboration between science and soci-
ety [75]. Research ethics in HCI studies include having study plans 
vetted by an institutional review board (IRB), obtaining informed 
consent from participants, implementing measures to ensure par-
ticipant safety, and protecting data collected from study partici-
pants [14, 18, 38]. Within the ACM SIGCHI community, several 
research publications (e.g., [1, 64, 78]) and events ( e.g., [18, 37]) 
were dedicated to discourses on research ethics. In 2016, the SIGCHI 
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Executive Committee appointed an Ethics Committee to facilitate 
the discourses and review related policies and procedures. 

The UNESCO Recommendation on Open Science defnes the 
term “Open Science” as “an inclusive construct that combines vari-
ous movements and practices aiming to make multilingual scien-
tifc knowledge openly available, accessible and reusable for every-
one” [90]. Although we appreciate the inclusiveness of this defni-
tion, for the reason that will be apparent in the next paragraph, we 
use a narrower defnition in this paper: Openness refers to precisely 
the availability of research publications and materials. Openness 
initiatives have led research institutions and funding agencies to 
renegotiate their relationships with scientifc publishers—including 
the ACM.1 Consequently, ACM SIGCHI also made papers in se-
lected conference proceedings from 2016 freely downloadable. 

Transparency is closely related to openness and is often men-
tioned together, such as in The Center of Open Science’s Trans-
parency and Openness Promotion Guideline [65]. For this paper, 
we distinguish transparency from openness. We defne transparent 
research practices as researchers’ actions in disclosing details of 
methods, data, and other research artifacts. A transparent practice 
does not guarantee openness and vice versa. For example, describing 
statistical results in detail is transparent, but when the paper is be-
hind a paywall, the results are also not open. In the HCI community, 
the discourse on transparency manifests in community-led events, 
such as RepliCHI [104–107] and Transparent Research [25, 49, 50], 
surveys [94, 95], and opinion pieces [27, 88]. 

Despite being regarded as desirable qualities, research ethics, 
openness, and transparency could be challenging to achieve. The 
limitation of research resources—fnance and human resources— 
and the misalignment of incentives can be barriers to openness and 
transparency [90, 95]. Specifcally for HCI, some research settings 
may cause tensions between these values. For example, research 
projects with participants from a vulnerable population might need 
to prioritize ethics over transparency. In other cases, researchers 
may need to sacrifce these values to ensure the quality of the knowl-
edge. For example, a research project could emphasize transparency 
by creating a social network to learn about people’s behavior on 
social media sites. The ecological validity of the fndings from this 
study would be less than if the study were conducted on Facebook 
or Twitter where transparency of research data is limited. 

Previous work either investigated specifc aspects of the HCI liter-
ature such as statistical reporting [94], sample size reporting [19], or 
replication [45]. Other works indirectly assess the situation through 
self-reported surveys [95], and content-analysis of journal guide-
lines [11]. To determine how the feld of HCI evolved in these 
aspects and where the community should focus improvement ef-
forts, we need an assessment across these aspects based on actual 
published papers and their research artifacts. 

Towards this goal, this paper makes three contributions: 

• We collected criteria in research ethics, openness, and trans-
parency and operationalized them for evaluation based on 
published papers and research materials. 

1See ACM Plan S Compliance statement at https://authors.acm.org/open-access/plan-
s-compliance, last accessed January 2023. 

• We sampled 118 and 127 papers from CHI 2017 and 2022 and 
evaluated them with these criteria to provide snapshots of 
research practices and discuss the implications of the results. 

• We explored the possibility of assisting the assessment by 
developing a proof-of-concept screening system. 

2 RELATED WORK 
In this section, we frst review the existing work on research ethics. 
Next, we review the relevant studies on practices related to open-
ness. Finally, we review studies focused on the principle of trans-
parency. For all three practices, we review studies conducted in 
the HCI community and those in adjacent felds that contribute to 
general guidelines. 

2.1 Research Ethics 
The ethical guidelines of responsibly conducting experiments are 
often informed by national or state laws and institutional regu-
lations. Additionally, diferent science communities design their 
own domain-specifc codes of ethics [99].2 Munteanu et al. [64] 
make the point that although the formal process of establishing 
the ethical approval of a study can vary by country, the underlying 
principles are universal. However, they also note that new tech-
nologies present challenges to existing ethical review processes, 
which may need mitigating. An example is the raw power of data 
collection aforded by technologies, where opinions on the kind (or 
extent) that is acceptable are subject to changing attitudes [93]. 

Some researchers, such as Punchoojit and Hongwarittorrn [78], 
have attempted to understand how ethical concerns have evolved. 
They ofer categories ranging from broad issues to some highly 
specifc to HCI. It is vital that such concerns or conficts are not 
oversimplifed or proceduralized to an extent that researchers re-
frain from engaging with the issues [17]. Instead of simply writ-
ing that they followed the institutional safeguards, researchers 
should describe research ethic issues they faced and how they were 
addressed. Such ethical considerations can also help researchers 
inoculate themselves against biases. 

Well-defned standards may help researchers engage with and 
report on the ethical dimensions of their work. Ethical standards 
in HCI can be related to both the data collection & analysis and 
reporting & dissemination of results.3 For data collection & anal-
ysis, practices such as acquiring ethical approval and collecting 
participants’ consent are discussed in HCI textbooks (see, for ex-
ample, [55, section 15]). Some aspects are studied in more detail. 
For example, Pater et al. [71] assessed ethical challenges in com-
pensating participants. Their systematic literature review of papers 
from four HCI venues (CHI, CSCW, Ubicomp/IMWUT, UIST) found 
that 84.2% of the studies did not sufciently report essential deci-
sions in participant compensation. For the ethics of reporting and 
the dissemination of results, Abbott et al. [1] examined reporting 
trends with regard to anonymization practices in CHI. They stud-
ied 509 CHI papers for health, wellness, accessibility, and aging 
research and found that codes and pseudonyms were the most 

2See, for example, ACM Code of Ethics and Professional Conduct at 
https://www.acm.org/code-of-ethics, last accessed January 2023. 
3In this work, we focus on research ethics. To read about design ethics, see a literature 
survey by Nunes Vilaza et al. [66]. 
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used techniques to protect participant privacy. They ofered further 
suggestions to the community that facilitate data reporting while 
limiting privacy risks. 

Finally, several studies discussed the ethical precautions that 
HCI researchers should consider when dealing with vulnerable pop-
ulations. For example, Walker et al. [97] proposed heuristics for 
HCI research with vulnerable populations. This heuristic includes 
several actions to be conducted before research (e.g., understanding 
the needs and interests of vulnerable communities), during research 
(e.g., considering if collected data can be harmful to participants), 
and after research (e.g., considering researchers’ positionality in 
relation to the vulnerable community when presenting the results). 
On a diferent note, Antle [9] refected on their experience in doing 
research with children who live in poverty and asked fve questions 
to consider when working with vulnerable populations, for exam-
ple, “How can we feel relatively certain that we are providing benefts 
to the population we are working with?” [9]. Furthermore, Gautam 
et al. [40] described the tension they experienced in running a par-
ticipatory design study with a vulnerable population and McDonald 
et al. [58] discussed how privacy researchers should consider the 
power dynamics that may impact vulnerable populations. 

Despite these studies, the adherence of HCI researchers to difer-
ent practices regarding research ethics still requires investigation. 

2.2 Openness 
In comparison to the studies on transparency and research ethics, 
the HCI literature lacks sufcient studies on openness to under-
stand to what extent researchers publish their papers and materi-
als freely—without locking them behind a paywall—and whether 
they face any challenges in meeting open science standards. More 
than a decade ago, several articles in ACM magazines discussed 
open-access publication models and their benefts for computer 
science [57, 98]. In order to publish open-access, authors had to 
pay a so-called article processing charges (APCs) fee. While APCs 
are mostly sponsored by the authors’ institutions or funding agen-
cies, researchers without such support might face difculties [22]. 
Furthermore, awareness of open science is not globally distributed 
and some researchers, from developing countries, might face dif-
culties when seeking for funding for open access. Spann et al. [86] 
discussed the benefts of an alternative publication model (used 
by some publishers) called Pay What You Want (PWYW) where 
researchers are allowed to pay any amount that they can aford. 
Some publishers (e.g., ACM) support green open access and allow 
authors to publish the author version of their article publicly on 
their personal or institutional website [4]. However, some authors 
might also use commercial social networking websites such as Re-
searchGate. Jamali [46] showed that almost half of the authors who 
publish their non-open-access articles on ResearchGate infringe 
the copyrights of their publishers. Thus, ACM strictly prohibited 
sharing on such websites [4]. 

Besides the use of open access for sharing articles, several re-
searchers studied diferent practices for sharing supplementary 
materials (e.g., [15]). One of the most typical practices for shar-
ing supplementary materials is promising to share upon request. 
Krawczyk and Reuben [52] showed that the compliance rate for 
such requests is low. Vines et al. [92] showed that it can be even 

lower when papers are published far in the past. The standard 
approach for material sharing is the use of platforms that are com-
patible with FAIR principles [101], namely being Findable (e.g., 
having unique identifers), Accessible (e.g., not being locked behind 
a paywall), Interoperable (e.g., providing ReadMe fles to clarify 
the structure), and Reusable (e.g., providing metadata that can sup-
port readers to understand the data and reuse it). Two well-known 
FAIR-compatible platforms are OSF and Zenodo. 

2.3 Transparency 
Transparent research practices disclose details of methods, data, 
and other research artifacts. In quantitative research, these prac-
tices usually lead to reproducibility and increase the likelihood of 
replicability [65]. Reproducibility means that re-running the same 
analysis on the same data yields the same results [72]. Replicability 
means that re-running the study to produce new data—analyzed 
in the same or diferent manner—should yield a similar result [72]. 
No study can be reproduced or replicated without having access to 
its detailed methodology, procedures, and materials. 

Replication studies—where the explicit intent is to confrm or 
challenge the results of prior work—are infrequent in the feld of 
HCI. Hornbæk et al. [45] examined 891 studies across four diferent 
HCI outlets and found that only 3% attempted to replicate a prior 
result. Upon closer examination, they found that authors of non-
replication studies could have often corroborated earlier work by, 
for example, analyzing data diferently and collecting additional 
data. Often, these choices would have required minimal additional 
efort [45]. That many HCI studies overlook these kinds of opportu-
nities has led some to question the culture of the feld. Nevertheless, 
outside HCI, the consensus on general practices for research trans-
parency boils down to a 36-item checklist [5]. 

In qualitative research, the discussion on research transparency 
is more complex. The term transparency has another semantics. 
In the Introduction chapter in an infuential ethnographic text— 
The Religion of Java—Geertz describes a desirable characteristic 
of ethnographic reports, where the “ethnographer is able to get 
out of the way of his data, to make himself translucent” [41, p. 7]. 
Cliford disagrees with this portrayal of objectivity as “too simple 
notions of transparency”. The word “transparency” was used as a 
paraphrase of Geertz’s “translucency”. To avoid confusion, we will 
refer to this semantics with Geertz’s original term: translucency. In 
our defnition, research transparency does not require or preclude 
translucency. In fact, despite disagreeing with translucency, Cliford 
praised Geertz’s practice of sharing his ethnographic feld notes 
extensively [26, p. 61], which is a transparency practice. 

In a panel discussion about transparency in qualitative research 
at CHI 2020 [88], the panelists concurred that in qualitative re-
search, transparency in the method should be emphasized over 
transparency in data. In addition to this separation of transparency 
between data and method, Moravcsik [62] points out the third as-
pect: production transparency, which demonstrates how arguments 
and citations are drawn fairly from diferent points of view in the 
literature. We set aside production transparency because it is not 
possible to evaluate this aspect within each paper. In the following 
subsections, we distinguish transparency in method, results in the 
paper, data beyond the paper, and other non-data research artifacts. 
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2.3.1 Transparency of research methods. Numerous guidelines for 
reporting research methods are evidence of the importance of re-
search method transparency. In quantitative research, there is a list 
of 34 research decisions that could be pertinent to �-hacking [100]. 
More specifcally, there are guidelines for reporting decisions on 
sample size [19, 53], measurements, and constructs [6]. Quantita-
tive data analysis could also be transparent by sharing the analysis 
code. In a survey of CHI 2018–2019 authors [95], around 25% of the 
respondents shared quantitative analysis procedures. 

In qualitative research, the Standards for Reporting Qualitative 
Research (SRQR) standard is extensive in methodological deci-
sions [67]. More specifc guides are also available for interview 
and focus group research [8, 89], refexive thematic analysis [16], 
and for using inter-rater reliability [59]. The survey of CHI 2018– 
2019 authors found around 25% of the respondents shared qualita-
tive analysis procedures; this percentage is similar to quantitative 
research [95]. 

Another practice to foster research transparency is the prereg-
istration of study objectives and methods before collecting or an-
alyzing data. Cockburn et al. [27] promote preregistering HCI ex-
periments. They argue that preregistration will clarify the intent 
to do exploratory research and reduce the misuse of null hypoth-
esis signifcance testing (NHST). Preregistration is also helpful in 
qualitative research. Haven et al. [43] conducted a Delphi study 
with 295 qualitative researchers; the results of their study culmi-
nated in 13 items for preregistration of qualitative studies. In the 
feld of HCI, preregistration is rare. Pang et al. [68] systematically 
reviewed CHI 2018–21 papers and found only 32 papers with pre-
registration. Another novel method to promote methodological 
transparency is Registered Report, where the research method is 
written and peer-reviewed before data collection [23]. Despite over 
300 journals supporting this format4, none of them is HCI. 

2.3.2 Transparency of research results. In addition to research meth-
ods, the research results reported in the paper contribute to its 
transparency. In quantitative HCI research, problems in statistical 
reporting persist. In 2006, Cairns [20] looked at the use of infer-
ential statistics in BCS HCI conferences over two years and the 
output of two leading HCI journals in the same year. Of the 80 pa-
pers analyzed, 41 used inferential statistics, and only one conducted 
inferential statistics appropriately. All others had errors in their 
reporting or analysis. Still, in 2020, Vornhagen et al. [94] looked 
at the quality of reporting statistical signifcance testing in CHI 
PLAY 2014–19. More than half of the papers employed NHST with-
out adequate specifcity in their research questions of statistical 
hypotheses [94]. To address these problems, several HCI books are 
dedicated to statistical practices and reporting, for example, [21, 80]. 

In qualitative research, how research results are transparent 
depends on the research methods. The SRQR standard only re-
quires the results to (1) describe an analysis and (2) support with 
evidence [67]. The Consolidated criteria for reporting qualitative re-
search (COREQ) checklist—for interviews and focus group studies— 
adds consistency and clarity as criteria [89]. Braun & Clarke also 
highlight that the results must ft the assumptions made in the 
analysis method and the epistemology [16, Table 2]. 

4See https://www.cos.io/initiatives/registered-reports, last accessed January 2023. 

2.3.3 Transparency of data. In Wacharamanotham et al. [95]’s sur-
vey, they found that around 40% shared some data, with around 
21% sharing raw data. The respondents of their survey reported key 
concerns about protecting data that may be sensitive and that they 
had not obtained permission from the participants to share data. A 
recent study supports these concerns: VandeVusse et al. [91] found 
that participants in qualitative studies volunteer to share data to 
be helpful. However, their participants misunderstood “sharing” 
as disseminating research fndings instead of sharing the inter-
view transcripts [91]. HCI research has looked into challenges in 
Research Data Management [34, 35] and has come up with an inno-
vative approach to facilitate sharing despite these challenges [63]. 

2.3.4 Transparency of research artifacts. In addition to sharing 
methods, results, and data, researchers also generate other artifacts. 
In the survey of CHI 2018–2019 authors [95], slightly above 30% 
of respondents reported that they shared study materials, such as 
stimuli or interview guides. A slightly higher percentage —around 
40%—reported sharing hardware or software. One worrisome result 
is that many respondents indicated that they did not see the benefts 
of sharing these materials. In another analysis of CHI 2016–17 
papers, only around 2% of papers publicly share source code [31]. 

The proliferation of guidelines, discussions, and empirical studies 
in the last few years might have changed the transparency practices 
in HCI research. In fact CHI conferences have added a Transparency 
section to the Guide to Authors and Reviewers5 since CHI 2020 [42]. 
For the time-being, empirical studies about research transparency 
in the HCI literature are self-reported survey [95], and focus on in-
dividual aspects [31, 94] or policies [11]. We need a comprehensive 
study into how transparency is actually practiced in order to take 
stock of where the feld currently stands, and which directions the 
efort to improve should be focused. 

While the previous research studied diferent aspects of research 
ethics, openness, and transparency, none provided a comprehensive 
picture of these practices in HCI. In particular, it is necessary to 
inquire into the status quo of the adopted practices and understand 
how much progress the feld has made and which areas are lack-
ing. One way to objectively measure this is by collecting criteria 
for these practices and analyzing the text of published research 
articles and their supplementary materials. To address this gap, 
we operationalize 45 criteria related to research ethics, openness, 
and transparency. We evaluate the HCI literature by comparing 
two samples of papers published in ACM CHI 2017 and CHI 2022. 
Additionally, given the lack of a screening tool to assess HCI articles, 
we explore the potential for such a system. 

3 CRITERIA FOR RESEARCH ETHICS, 
OPENNESS, AND TRANSPARENCY 

Towards the goal of evaluating the research ethics, openness, and 
transparency of HCI publications, we developed a comprehensive 
set of criteria for assessing published papers and their published 
research artifacts. This section describes the development process 
and highlights the insights we gained. 

5See https://chi2020.acm.org/authors/papers/guide-to-a-successful-submission/, last 
accessed January 2023. 
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S2. Check of Normality assumption for parametric statistics. If the authors checked and

reported the distribution of the data to justify using a parametric test.

Instruction: Search the PDF of the article for the following keywords:

● Likely Terms. ‘normality’,  ‘parametric’, ‘non-parametric’, ‘Shapiro-Wilk’,
‘Kolmogorov-Smirnov’, ‘QQ plot’

 Report as “yes” or “No” in Column BM.

 Why is this point important: Reporting the assessment of statistical assumptions allows readers to
determine whether the chosen statistical approach is suitable.

 Citations that justify this criterion:
● Point 27 from the consensus-based transparency checklist [Aczel et al., 2020].
● Section 4.2 of a survey of HCI papers [Cairns 2007]
● Item 7b of ARRIVE guideline for animal research [du Sert et al., 2020]
● SAMPL guideline from the field of medicine [Lang & Altman, 2016]

Figure 1: An excerpt from an instruction note provided to 
coders for data collection for stat-normality criterion. The 
note involved a title, step-by-step instructions, keywords, 
rationale, and references. 

3.1 Development process 
We drew some criteria that are already operationalized in prior 
works, for example, statistical reporting criteria [94]. Other criteria 
were inspired by high-level principles, self-report checklists, sur-
vey questionnaires, and textbook recommendations. From these 
sources, two co-authors created a set of distinct criteria and worked 
out how to inspect them solely from the papers and their published 
research artifacts. This initial version was discussed and refned 
together with two other co-authors. The second version was used 
to create detailed coding instructions (half A4 page per criterion 
on average). Figure 1 demonstrated an excerpt from the instruction 
note provided for the authors, which includes a title, step-by-step 
instructions, keywords, rationale, and references (for detailed ex-
amples, see Sup. 1).6 The coding instructions were refned in a 
collaborative coding process as detailed in Section 4.2. 

The study was preregistered at OSF Registries7. In the prereg-
istered study design, we identifed 44 criteria. The total number 
of criteria evolved during the course of the study, as explained 
in Sup. 2. Table 1 presents an overview of the fnal version with 
45 criteria. Some criteria (marked with an asterisk *) apply to a 
subset of empirical paper. For example, share-interview-guide is 
only applicable to qualitative papers that use interviews and stat-
descriptive is only applicable to quantitative or mixed papers that 
uses frequentist statistics. The criteria are related to the distinct 
phases of research including study design, data collection, data 
analysis, and reporting (see Table 1). The specifc subset of each 
criterion is listed in criteria defnition document (see Tables 1–6 
in this document in Sup. 3). We also provide Table 1 in the Excel 
format (Sup. 4) for authors, reviewers, and teachers to adapt them 
to their purposes. 

The criteria defnition document (Sup. 3) also provides the ratio-
nale behind each criterion in detail with additional citations. We 
hope that knowing the rationale will better encourage the practices 

6All supplementary materials of the paper are publicly available on OSF at 
https://doi.org/10.17605/osf.io/n25d6. 
7See preregistration document at https://doi.org/10.17605/osf.io/k35w4 

related to research ethics, openness, and transparency. For exam-
ple, a statistical guideline prescribes reporting degrees of freedom 
in statistical tests [54] (see stat-parameters). In the supplement, 
we explain that readers could use the degrees of freedom to deter-
mine whether the choice of statistical tests and the input data are 
appropriate. In a diferent example, for the criterion about study 
preregistration (see prereg), we explain that preregistration is a 
useful practice to avoid HARKing (i.e., Hypothesizing After the Re-
sults are Known) and we provide resources for the most commonly 
used services for preregistration. 

3.2 Insights 
Below, we describe notable insights from the criteria and the devel-
opment process. Some insights are facts that—we believe—are not 
well known. Others are caveats for future researchers who will use 
this criteria set. 

3.2.1 Downloading CHI papers for free (for a limited time), if you 
know where to look. Since 2016 SIGCHI have made the CHI pro-
ceedings available without any paywall restriction at this open-
proceedings page.8Although this page indicates that the proceed-
ings are “permanent open access,” the availability is subject to the 
ACM OpenTOC program that is still in the pilot phase and could 
be discontinued in the future [3]. Additionally, it seems that Open-
TOC pages are not indexed by search engines, which limits the 
discoverability of this access channel. 

3.2.2 Supplementary materials are free on the ACM Digital Library. 
The ACM policy [2] indicates that supplementary materials on the 
ACM Digital Library can be downloaded for free, even if the paper 
itself is not. This fact makes the supplementary materials on ACM 
Digital Library compatible with the FAIR principles. Nevertheless, 
the supplementary materials for each paper are displayed as one 
zip fle. This presentation impairs the discoverability of its content, 
especially when the paper is behind a paywall. 

3.2.3 Nuances among openness and transparency terms. The terms 
“free,” “open,” “public,” and “transparent” are closely related. How-
ever, we found two cases where their nuances matter. In the frst 
case, the ACM Digital Library is marked at the top-left corner of 
some paper webpage with either “Open Access,” “Free Access,” or 
“Public Access.” Only the Open Access paper can be accessed with-
out a paywall at the time of publication in perpetuity. Public Access 
papers are eventually open after an embargo period—mandated by 
the funding agencies. For the last category, Free Access papers are 
freely accessible for a limited period—determined by ACM—before 
being locked behind a paywall. 

The second case highlights the diference between transparency 
and openness. Some papers share research artifacts, such as ques-
tionnaires, in an appendix of the paper. Although this practice is 
transparent, the questionnaire is not open if the paper is behind 
a paywall. To avoid depending on the availability of the paper, re-
search artifacts should be shared as separate materials in an open 
repository. In the criterion extra-fair, we assess whether research 
artifacts are shared at a location that meets the FAIR principles. 
A paper may meet this criterion by publishing its supplementary 

8https://sigchi.org/conferences/conference-proceedings/, last accessed January 2023. 
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Table 1: A summary of research ethics, openness, and transparency criteria for evaluating research papers. See Sup. 3 for full 
defnitions. This table is also available in Excel format in Sup. 4. 

code Criterion Sources  
Phase

‡  
Auto

§

Criteria for Research Ethics 
irb 

 
consent (reported)∗

 
consent (form shared)∗

 
study-compensation

∗

anon 
 

face-photo
∗

 
vulnerable

∗
 

animal
∗

Did the study receive approval from an institutional review board? 
Was written consent obtained from study participants? 
Do supplementary materials include the consent form? 
Was participants’ compensation explained in the paper? 
Was any data anonymization used? 
Are facial photos in the paper shared with consent? Is privacy being 
Were any ethical measures taken to support vulnerable participants? 
Were any ethical measures taken to support animals? 

protected? 

[55] 
[55] 
[55] 
[55] 
[1, 103] 
[1, 24, 87] 
[79, 97] 
[30] 

D 
D/C 
D/C 
D/R 
R 
R 
D 
D 

Def 
Def 
Def 
Def 
Scr 
PP 
No 
Scr 

Criteria for Openness 
 

paywall-acmdl
†

 
free-pdf-extern

†

extra 
 

extra-exist
∗
 

extra-fair
∗†

Is the paper in ACM DL available as open access? 
Is the paper PDF available on external platforms other than ACM DL? 
Are any research artifacts beyond the paper provided anywhere? 
Do all provided research artifacts exist at the location specifed in the paper? 
Do any of the locations of provided artifacts satisfy the FAIR principle? 

[4] 
[46] 
[96] 
[101] 
[101] 

R 
R 
R 
R 
R 

No 
PP 
Scr 
Scr 
PP 

Criteria for Transparency 
prereg 

 
share-stimuli

∗
 

share-survey
∗

 
share-interview-guide

∗

share-study-protocol 
 

justify-n-qal
∗

 
justify-n-qan

∗
 

demographics
∗

 
condition-assignment

∗
 

specify-qal-analysis
∗

 
share-analysis-code

∗
 

qal-data-raw
∗

 
qal-data-processed

∗
 

qan-data-raw
∗

 
qan-data-processed

∗
 

share-software
∗

 
share-hardware

∗
 

share-sketch
∗

Was the study preregistered? 
Are study stimuli (except survey questionnaires) archived? 
Are questionnaires or surveys archived? 
Is interview guide archived? 
Is the study protocol archived? 
Was the sample size justifed (qualitative studies)? 
Was the sample size justifed (quantitative studies)? 
Was the demographics information of the participants described? 
Did the study properly explain study design (e.g., grouping, IDVs)? 
Is qualitative data analysis approach named or explicitly described? 
Is quantitative data analysis code shared? 
Is raw qualitative data shared? 
Is processed qualitative data shared? 
Is raw quantitative data shared? 
Is processed quantitative data shared? 
Is the source code of the software shared? 
Is the code of the hardware shared? 
Is any hand-drawn sketch shared? 

[27, 65] 
[95] 
[95] 
[95] 
[73] 
[19] 
[53, 74] 
[39] 
[94] 
[95][65] 
[95][65] 
[95][65] 
[95][65] 
[95][65] 
[95][65] 
[95] 
[95] 
— 

D 
D/R 
D/R 
D/R 
D/R 
D 
D 
C/R 
D/R 
A/R 
A/R 
R 
R 
R 
R 
R 
R 
R 

Def 
Scr 
Scr 
Scr 
Scr 
Scr 
Def 
Def 
Scr 
Scr 
Scr 
Scr 
Scr 
Scr 
Scr 
Scr 
Scr 
Scr 

Criteria for Reporting (i.e., frequentist analysis, estimation analysis, qualitative reporting) 
 

stat-descriptive (cen. tend.)∗

 
stat-descriptive (variability)∗

 
stat-descriptive (cat. data)∗

 
stat-clear-procedure

∗

 
stat-normality

∗

 
stat-other-assumptions

∗

 
stat-parameters (� � )∗

 
stat-parameters (test value)∗

 
stat-parameters (�-value)∗

 
stat-effect-size

∗

 
stat-ci

∗

 
estimates-interval

∗
 

estimates-vis-uncertainty
∗

 
qal-interview-report

∗

For each key dependent variable on the interval or ratio scale, were 
their sample central tendency reported? 
For each key dependent variable was their sample variability reported? 
Were their sample reported for each key dependent variable on the 
nominal or ordinal scale? (categorical data) 
Is the statistical procedure for data analysis clearly named? 
When the normality assumption is required by the statistical 
procedure, was the assumption assessed? 
When the statistical procedure requires additional assumptions, 
were they assessed? 
Were degree of freedom reported? 
Were the test statistic and all test parameters reported? (e.g., � -value) 
Were �-value reported? 
For the efects that were tested, were efect sizes reported? 
For the efects that were tested, were their confdence intervals 
reported? 
Were interval estimates reported? 
Was the uncertainty of the efect visualized? 
Did the study properly report themes and quotes? 

[28][54] 

[28][54] 

[28][54] 

[28] 

[5, 20, 54, 94] 

[54, 94] 

[54, 94] 
[54, 94] 
[54, 94] 
[54, 94, 110] 

[28, 94] 

[29] 
[29] 
[55] 

A/R 

A/R 

A/R 

A/R 

A/R 

A/R 

A/R 
A/R 
A/R 
R 

R 

R 
R 
R 

Scr 

Scr 

Scr 

Scr 

Scr 

Scr 

Scr 
Scr 
Scr 
Scr 

Scr 

Scr 
Scr 
No 

∗Evaluated on applicable subset of empirical papers. See Section 3.1 for explanation. 
†See additional discussion about these openness criteria in Section 3.2. 
‡ Study Phase: D, C, A, and R stand for Study Design, Data Collection, Data Analysis, and Reporting, 
§ Potential for Automation: Def: Defnitely, Scr: Screening, PP: Potentially Possible, and No: Difcult 

respectively. 
to Automate. Details in Section 3.2.4. 

https://osf.io/qtyab
https://osf.io/f6sb3


Changes in Research Ethics, Openness, and Transparency in Empirical CHI Studies CHI ’23, April 23–28, 2023, Hamburg, Germany 

materials on FAIR repositories (e.g., OSF) or on the ACM Digital 
Library (as discussed in the previous subsection). Papers that share 
research artifacts only in the appendix meet this criterion only 
when the paper itself is either open-access or public-access. 

3.2.4 A potential for screening system. For the majority of the 
criteria, it is possible to narrow down parts of a paper for assessment 
based on keywords (for a complete list of keywords, see Sup. 5). This 
insight indicates the potential to automate (fully or partially) the 
assessment of some criteria. We describe a proof-of-concept system 
in Section 6. Based on this system, we indicate the potential of a 
screening system for each criterion in the fourth column of Table 1. 
We labeled them as ‘defnitely’ (i.e., for criteria with high accuracy in 
our system), ‘potentially possible’ (i.e., for criteria that might require 
advanced techniques like Computer Vision, not attempted in our 
tool), ‘screening’ (i.e., for criteria where automation is possible to 
narrow down some papers or parts of them, but manual checks are 
required), and ‘no’ (i.e., for criteria that we believe require manual 
inspection). Six out of the eight criteria we attempted could be 
checked automatically with high accuracy (> 0.80) and F1 scores 
(> 0.75). For one of the criteria (condition-assignment), our proof-
of-concept system yielded a high accuracy of 0.81 but an F1 score 
of 0.74 narrowly missing our desired 0.75 threshold. One criterion 
(anon) might beneft from machine-screening, but the content 
requires humans to manually do the checking. The proportions 
reported in Section 5, are solely based on the manual review efort. 
In the study below, we did not rely on the results of the screener 
tool for reporting the result section. 

4 METHOD 
To investigate the changes in research ethics, openness, and trans-
parency practices in HCI, we applied the criteria above to assess 
papers from two proceedings of the ACM Conference on Human 
Factors in Computing Systems (CHI). We chose CHI for three rea-
sons: (1) Its once-per-year camera-ready deadline is a single cut-
of point. The cut-of point provides a clear separation between 
years—unlike journal publications where the duration between ini-
tial submission and the publication varies across papers. (2) CHI 
conferences have considerable numbers of papers that span a broad 
range of HCI application areas. (3) For many years, CHI confer-
ences hosted many events (SIG discussions, workshops, research 
presentations) that contributed to the discourse on research ethics, 
openness, and transparency. These events might have changed the 
awareness and understanding of these issues among their attendees. 

In this study, we investigate how the feld of HCI has progressed 
in addressing issues related to research ethics, openness, and trans-
parency. This study will help us understand the extent to which 
practices in research ethics, openness, and transparency have been 
reported and implemented in the CHI literature. 

Additionally, given the tension between practices in research 
ethics versus transparency [25, 36, 88, 95], we exploratorily inves-
tigate how transparency practices can difer between papers that 
deal with more ethical constraints (e.g., studies with vulnerable 
populations) and papers that deal with lesser ethical constraints 
(e.g., studies without vulnerable populations). This fnding will pro-
vide an understanding of whether tension is actually refected in 
researchers’ practices. 
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Figure 2: The search results of ‘open science,’ ‘reproducibility,’ 
‘replicability,’ ‘replication crisis,’ or ‘research ethics’ from the 
ACM DL. The y-axis shows the number of matched papers. 
The majority of the matched papers were from after 2017. 

Methodological deviations from the preregistered study plan are 
explained in Sup. 6. The study protocol had institutional review 
board (IRB) approval. 

4.1 Samples 
Proceeding Selection. We used proceedings of CHI 2022, which was 
the most recent volume at the time of this research. Additionally, 
we searched the abstracts of SIGCHI Sponsored Conferences be-
tween 2000–2022 with any of the following terms: open science, 
reproducibility, replicability, replication crisis, or research ethics. 
These searches resulted in 91 papers (full search results are listed 
in Sup. 7). As shown in Figure 2, 80% of these were published af-
ter 2017, suggesting it to be a watershed moment. Therefore, we 
selected the proceedings of CHI 2017 and CHI 2022. We used only 
the “Paper” publication type because the papers have undergone 
rigorous referee vetting processes.9 

Sample Sizes. The sheer number of papers each year (600 in CHI 
2017 and 637 in CHI 2022) exceeds our resources. For this study, 
we analyzed samples of papers. To determine the sample size, we 
considered the efect size from past surveys of transparent research 
practices among CHI authors [95]. Among the respondents of their 
surveys, the transparent research practices across all dimensions 
were, on average, 27.6% among CHI 2017 and 31% among CHI 2018 
authors. The diference is 3%. We used this information to conduct 
an a priori power analysis based on the z-test of the diference 
between two independent proportions in G*Power [33] at � = 0.05 
and � = 0.80 (for details see Sup. 8.) The power analysis suggested 
sampling 119 papers from CHI 2017 and 127 papers from CHI 2022. 

Sampling Procedure. The paper sampling procedure is demonstrated 
in Figure 3. The organization of sessions at CHI conferences groups 
together thematically related papers [51]. We used this fact to in-
form a stratifed sampling [69], ensuring we drew across the ap-
plication areas covered by the conference. The number of sessions 
(149 and 139 in CHI 2017 and 2022, respectively) is higher than the 

9See https://www.acm.org/publications/policies/pre-publication-evaluation, last ac-
cessed January 2023. 
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CHI 2017 proceedings 
 149 sessions, 600 papers

CHI 2022 proceedings 
 139 sessions, 637 papers

Screened 129 papers
(from 129 sessions)

Screened 146 papers
(from 146 sessions)

10 papers were
not empirical.

19 papers were
not empirical.

Analyzed 119 papers Analyzed 127 papers1 paper was excluded 
(see Sec 4.1).

Included in the study:
118 papers

Included in the study:
127 papers

Randomly selected sesseions and 
one paper per session.
Screened for empirical contributions
Repeated until having enough papers 
as the power analysis indicates. 

Figure 3: A fow diagram showing the paper sampling process. 

planned sample size. Therefore, we randomly sampled the sessions, 
and for each session randomly sampled a paper. 

Then, seven co-authors read each paper’s title and abstract and 
coded its contribution type according to Wobbrock and Kientz 
[108]’s taxonomy of HCI research contributions. The coding of 
contribution types was later re-checked by one of the co-authors 
(i.e., diferent from the person who initially coded it). In case of any 
mismatches, the coding was refned.10 If there were no empirical 
contributions, paper replacements occurred through subsequent 
rounds of sampling and coding with the same procedure. In one 
case, during data analysis, (as explained in deviations from pre-
registration, Sup. 6), while conducting consistency checks on the 
articles, we found one article from CHI 2017 that was an experience 
report of case studies of design processes. Although the cases con-
tain empirical studies, the article did not report on those empirical 
results and rather reported on the designers’ experience working 
on these cases. Thus, we excluded this article, and our sample size 
was reduced from 246 to 245. 

4.2 Coding procedure 
Based on the title and the abstract of each paper, we coded the broad 
types of the method (qualitative, quantitative, mixed-method), re-
search questions (exploratory or confrmatory), and the participants 
(human or animal). These broad codes allow us to subsequently sub-
set the papers for each set of criteria. The assessment of the relevant 
subset of papers followed the procedure described in Sup. 3. 

We use papers as the unit of analysis. For papers with multiple 
studies, a criterion can be satisfed by any of the studies described 
in the paper. In contrast, a criterion was marked as violated, only 
when all studies failed to met that. This hysteresis and the assess-
ment at the paper-level is a lower bar to meet than assessing each 
study individually. Nevertheless, these choices are necessary for 
us to avoid making judgments about the relative importance of 
the studies in each paper. These choices also avoid the page limit 
constraint that was present only in CHI 2017. 

Seven co-authors contributed to coding and were assigned to 
work on ��� = 35 papers. The seven coders were two postdocs (in 
HCI and psychology) and fve PhD students (all in HCI). The PhD 

10A reviewer pointed out that we could have better controlled this step by calculating 
inter-rater reliability, and we agree. We disclose that we overlooked this decision. 

students have 2-4 years of experience working on HCI research. 
The overall process of criteria defnition and coding was supervised 
by two HCI professors who are experts on topics related to trans-
parency, openness, and research ethics. This assignment allowed 
each coder to be familiar with the structure and context of their 
papers. To prevent overload, we worked in rounds; each round 
focused on 4–11 criteria drawn from similar aspects. Each round 
comprised these steps: 

(1) An expert coder created a detailed procedure (see Figure 1 
or Sup. 1). 

(2) Each coder independently coded their paper. 
(3) Each coder independently coded additional fve papers ran-

domized from other coders. 
(4) We calculated an agreement score [61] from these twice-

coded papers. 
(a) If the agreement score was lower than 90%, each coder 

coded three additional random papers and calculated the 
second agreement score from this set. 

(b) If the second agreement score was still lower than 90%, 
two expert coders inspected all of the twice-coded papers 
and resolved the inconsistencies. 

(5) The resolutions were discussed and resolved in group meet-
ings. 

(6) Each coder then updated their work accordingly. 
(7) Finally, each coder checked the work of another coder. The 

pairing of each round rotated according to a Latin Square to 
avoid systematic infuences between coders. 

(8) The detailed procedure (Figure 1 or Sup. 1) was updated to 
incorporate insights from the discussion. 

Two coders with statistical knowledge created the codes for 
statistical criteria (e.g., stat-descriptive and estimates-interval). 
Each coder worked on half of the papers with NHST statistics (a 
total of 117). After the frst round of coding, 23.4% of the papers 
were unclear. We discussed these papers with a co-author who is 
an expert in statistics. After the consultation, the coders revised 
their work. Finally, each coder independently coded fve random 
papers from another coder. 

The agreement score of the twice-coded papers was 96.4% for 
the statistical criteria. For other criteria, the agreement scores were 
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95.6% on average (SD=7.5%). In total, 30 review meetings were 
conducted, and 45 criteria were extracted out of these activities. 

4.3 Data Analysis 
As explained in deviations from preregistration (see Sup. 6), in the 
preregistration, we planned to use a two-sample Z-test for propor-
tions [113] to compare the two years in each criterion. However, 
several criteria have boundary probabilities (close to 0 or 1) because 
the cell frequencies difer greatly. Z-tests and their confdence inter-
vals are therefore not reliable in these cases [7, p. 164]. Instead, we 
calculated the confdence intervals using the Miettinen-Nurminen 
asymptotic score method—which does not sufer from the boundary 
cases [32, p. 250]. We use the implementation in the diffscoreci() 
function from the PropCI package [83] in R. The analysis script 
and data are provided in Sup. 9. 

If a criterion was met, we coded it as “Yes”, otherwise as “No”. 
The proportions for each criterion were calculated based on the 
applicable denominator subset as mentioned in Tables 1–6 in Sup. 3. 
For two criteria (share-study-protocol & share-survey), we 
used the label “partially.” For both, we treated “partially” as “Yes” 
to consider bare minimum practices in survey and protocol shar-
ing. For study-compensation, we coded “Paid with the amount 
mentioned,” “Paid without the amount mentioned”, and “Not paid 
(or voluntary)” as “Yes,”—as a sign of transparency in the compen-
sation policy, and “Not mentioned” as “No.” For face-photo, we 
coded “Face is not clear,” “Face is masked or cropped,” and “Consent 
collected” as “Yes” since they support participants’ photo privacy. 
For the criterion vulnerable, if any additional ethical measures 
were reported to protect the well-being of the concerned vulnerable 
population other than general practices, we coded the criterion as 
“Yes,” otherwise “No.” 

To understand any potential trade-of between research ethics 
and transparency practices, we focused on the factor of vulnerability. 
Researchers usually consider data collected from vulnerable partic-
ipants as sensitive and they are concerned that transparency may 
disclose participants’ identities and cause negative consequences for 
them [25, 36, 88, 95]. Therefore, we distinguished between papers 
that deal with more ethical constraints (i.e., studies with vulnerable 
populations, coded as “Yes”) and papers that deal with lesser ethical 
constraints (i.e., studies without vulnerable populations, coded as 
“No”). To determine the relation between ethical constraints and 
comparable transparency practices, we consider data sharing to be 
a relevant dimension of transparency since it might include sensi-
tive information. A paper’s data sharing is coded as “Yes” if either 
raw or processed data has been shared, irrespective of the paper 
being quantitative, qualitative, or mixed-method. We visualize the 
relationship between participant types (i.e., being vulnerable or 
not) with data sharing practices through a mosaic plot using the 
geom_mosaic function from the ggplot2 package in R. 

Additionally, to check for potential selection bias due to our 
sampling approach, we compared the proportions of papers with 
Best Paper awards or Honorable Mention between the two years 
using a two-sample Z-test. 

Finally, while we defned and extracted 45 criteria, we test and 
visualize 41 criteria. animal, estimates-interval, and estimates-
vis-uncertainty had only � = 1 paper in their respective subsets. 

Also, for share-sketch, we did not test diferences between years 
because determining a meaningful denominator of this criterion 
requires a deep understanding of the paper’s contributions and 
research methods. 

5 RESULTS 
Table 2 summarizes the characteristics of the selected papers. Most 
papers were mixed-method (40%) or qualitative (35%), while almost 
one-fourth of the papers were quantitative. Moreover, there were 
more qualitative papers in the CHI 2022 sample (39%) compared 
with quantitative papers (20%), whereas in the CHI 201711 sample, 
there were equal amounts of qualitative and quantitative papers. 
The increase in the number of qualitative over quantitative papers 
might be due to the COVID-19 pandemic which might have limited 
the quantitative empirical research practices during the lockdown 
(e.g., in-person lab experiments). 

In both years, around one-ffth of the papers conducted confr-
matory research while the rest conducted exploratory research. In 
terms of contribution, all the papers were empirical. Some papers 
also had other contributions, with artifact contribution being the 
next most common in both samples (i.e., 54% of CHI’17 and 59% 
of CHI’22 papers). The vast majority of the papers in both years 
(i.e., > 98%) recruited human participants for data collection or 
data annotation, whereas the rest used datasets (i.e., human data 
collected earlier). At least one-ffth of the selected papers received 
either a Best Paper award or a Honorable Mention. Although the 
number of awarded papers was greater in the CHI’22 subset (25%) 
compared with the CHI’17 subset (21%), this diference was not 
statistically signifcant (� = 0.74, � = .46). The results showed that 
our samples did not bias toward a higher-quality paper in one year 
than the other. 

5.1 Changes in Research Ethics 
Among the criteria for research ethics, we found good improve-
ments in CHI’22, where four out of seven criteria showed better 
adherence to research ethics (see Figure 4). Practices about acquir-
ing IRB approval (irb), reporting consent collection (consent), 
and being transparent with participant compensation (study-
compensation) were all almost doubled during the last fve years. 
While these fndings show substantial improvements in ethics cri-
teria, these practices still have more room for improvement as they 
were observed only in around half of the CHI’22 papers. We also 
observed evidence of transparency and ethics in CHI’22, where four 
papers shared their complete consent form as supplementary mate-
rial. With regards to participant compensation (see Figure 5A), the 
most common approach was mentioning the exact amount or type 
of compensation (32%), whereas a few papers reported payment 
without any detail (3%). 

Practices regarding preserving photo privacy (face-photo) and 
anonymization (anon) did not change between CHI’17 and CHI’22 
(see Figure 4). 27% of the papers used participants’ photos in their 
paper fgures. Among the papers with participant’s photos, 42% 
did not show any protective measures (see Figure 5B). The two 
top measures were (i) not depicting participants’ faces clearly (e.g., 

11Henceforth, in the results section, we will refer to CHI 2017 and CHI 2022 as CHI’17 
and CHI’22, respectively. 
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Table 2: Characteristics of the paper samples in CHI 2017 and CHI 2022. 

CHI 2017 CHI 2022 Total 
Mixed-method papers 44 (37.3%) 53 (41.7%) 97 (39.6%) 

Method Qualitative papers 37 (31.4%) 49 (38.6%) 86 (35.1%) 
Quantitative papers 37 (31.4%) 25 (19.7%) 62 (25.2%) 

Hypothesis testing 
Exploratory research 
Confrmatory research 

94 (79.7%) 
24 (20.3%) 

100 (78.7%) 
27 (21.3%) 

194 (79.2%) 
51 (20.8%) 

Empirical 118 (100.0%) 127 (100.0%) 245 (100.0%) 
Artifact 64 (54.2%) 75 (59.1%) 139 (56.7%) 
Methodological 7 (5.9%) 8 (6.3%) 15 (6.1%) 

Contribution Theoretical 0 (0.0%) 9 (7.1%) 9 (3.7%) 
Literature survey 5 (4.2%) 1 (0.8%) 6 (2.4%) 
Dataset 0 (0.0%) 3 (2.4%) 3 (1.2%) 
Opinion 0 (0.0%) 3 (2.4%) 3 (1.2%) 

Participant 
Papers with human participants 
Papers with animal participants 

116 (98.3%) 
0 (0.0%) 

125 (98.4%) 
1 (0.8%) 

241 (98.4%) 
1 (0.4%) 

Award Papers with award 25 (21.2%) 32 (25.2%) 57 (23.3%) 
Total Total 118 127 245 

VULNERABLE

FACE-PHOTO

ANON

STUDY-COMPENSATION

CONSENT (form shared)

CONSENT (reported)

IRB

Criteria Code

127
118

125
116

125
116

125
116

127
118

29
37

34
37

n

50 % 50 %
19 % 81 %

57 % 43 %
23 % 77 %

 3 % 97 %
100 %

50 % 50 %
27 % 73 %

16 % 84 %
 8 % 92 %

66 % 34 %
51 % 49 %

50 % 50 %
27 % 73 %

0% 50% 100% of n

Proportion of sampled papers that meet each criterionImprovements in the proportion in CHI 2022  

n differs because 
some criteria are 
applicable to a 
subset of papers 
(section 3.1)

−0.6 0.2−0.2−0.4 0.0 0.60.4

A wider confidence 
interval indicates 
more uncertainty.

The further from the red line, 
the higher the difference

CI for difference of proportions using diffscoreci() NoYes CHI 2017 Yes CHI 2022

Figure 4: Research Ethics: (Right) Proportion of sampled papers meeting each of the ethics-related criterion. (Left) the diference 
in CI of the proportions between CHI’17 and CHI’22. CI on the right of the red line indicates improvements in CHI’22. n 
represents the number of papers applicable to each criterion. 

photos taken from the back side) and (ii) obfuscating their faces (e.g., in the CHI’22 papers was higher than in the CHI’17 papers (50% vs. 
masking). Surprisingly, only a few papers (8%) reported collecting 27%), however the confdence interval is close to zero, suggesting 
consent from participants before publishing their photos. that at best the improvement is negligible. Figure 5C shows the 

Regarding research with vulnerable populations, we found that details of these vulnerabilities. The most frequent types of partic-
29% of the papers used data of participants from a vulnerable popu- ipants were people with disabilities (27%), potentially vulnerable 
lation (vulnerable) such as minorities or children. Among the pa- students (14%), and children (11%). 
pers with vulnerable populations, awareness about research ethics 
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No. of eligble papers: ( n =  241 )
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 8 (3.3%)Not Paid (or voluntary)

Paid without amount mentioned

 77 (32%)Paid with amount mentioned

 148 (61.4%)Not mentioned

No. of eligble papers: ( n =  66  )

Photo privacy protection practices B

 5 (7.6%)Consent collected

 17 (25.8%)Face is not clear

 28 (42.4%)Privacy may be violated

 16 (24.2%)Face is masked or cropped  2 (2.8%)

 7 (9.9%)

 19 (26.8%)

 8 (11.3%)

 5 (7%)

 4 (5.6%)

 6 (8.5%)

 7 (9.9%)

 2 (2.8%)

 1 (1.4%)
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Patients

Children
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People with low socio−economic status

More than one categories

Potential vulnerable students

People with disabilities

No. of eligble papers: ( n =  71  )

Vulnerable population typesC

Figure 5: A. Summary of participant compensation practices in CHI’17 and CHI’22 papers . B. Authors’ practices with regard to 
photo privacy. We acknowledge that consent for publishing photos might be collected verbally, but potential consent collection 
was not reported in the paper. C. Summary of the vulnerability identifed in papers involving participants from vulnerable 
populations. 
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Figure 6: Openness practices: (Left) The diference in CI of the proportions between CHI’17 and CHI’22. CI on the right of 
the red line indicates improvements in CHI’22. (Right) Proportion of sampled papers meeting each of the openness-related 
criterion. n represents the number of papers applicable to each criterion. 

In our sample, we only found one paper with animal participants 
(animal). The paper did not report any ethical measures. 

(i.e., eventually publicly accessible after an embargo period). There 
are 31% from CHI’17 and 55% from CHI’22, with either open ac-
cess or public access. The number of open-access papers in both 
samples outnumbered public-access papers (82 vs. 25). The num-
ber of papers that were accessible on other platforms (free-pdf-
extern) was relatively higher. 77% of the papers from CHI’22 and 
92% from CHI’17 were available in external platforms. Table 3 

Figure 6 summarizes our fndings about openness practices. On the 
ACM DL, papers will eventually be available without a paywall 
(paywall-acmdl) if they are either open access or public access 

5.2 Changes in Openness Practices 
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Table 3: Summary of external sources used for sharing PDFs. 

Type CHI 2017 CHI 2022 Total 
Long-term 
(e.g., ArXiv) 

archival plan 37 (34.3%) 34 (34.7%) 71 (34.5%) 

Transitory 
(e.g., personal website) 37 (34.3%) 39 (39.8%) 76 (36.9%) 

Commercial 
(e.g., ResearchGate) 34 (31.5%) 14 (14.3%) 48 (23.3%) 

Long-term but accidental 
(e.g., Wayback Machine) 0 (0%) 11 (11.2%) 11 (5.3%) 

Total 108 98 206 

shows that among these external sources, only 34% of papers share 
on repositories with a long-term archival plan, for example, uni-
versity/institutional/library research information systems, OSF, or 
ArXiv. In contrast, a slightly higher percentage, 37%, share on per-
sonal/lab/company websites, GitHub, or Google Drive, which do 
not guarantee longevity (i.e., labeled as transitory). 23% share on 
commercial social networking websites such as ResearchGate or 
Semantic Scholar, which is not permitted by the ACM publication 
policy [4] and might incur a copyright infringement [46]. Interest-
ingly, for 11 papers, their PDF on the ACM DL were cached by the 
Wayback Machine and can be found by web search. In the long 
term, these papers will remain publicly available. However, it is 
unclear why these papers were crawled and cached. For this reason, 
we do not recommend depending on the Wayback Machine for 
archiving and disseminating research. The complete breakdown 
for Table 3 can be found in Sup. 10. 

From the readers’ perspective, accessing most CHI papers should 
be possible, as the papers are published open access, public access, 
or can be found somewhere else by searching in Google Scholar. 

The reason for more CHI’17 papers being accessible on external 
platforms can be the short period between our data collection and 
the release of the CHI’22 proceedings (April to July 2022). Therefore, 
the authors did not have an opportunity to upload their work on 
external platforms, or the search engines did not crawl them, prior 
to our data collection. Moreover, given the higher rate of open access 
among the CHI’22 papers, some authors might not be interested in 
sharing their paper elsewhere. 

Next, for sharing any additional research artifacts beyond the 
paper (extra), we found a substantial increase in sharing practices 
between the two CHIs, where a higher proportion of CHI’22 pa-
pers (62%) shared additional materials (vs. 27% in CHI’17), through 
supplementary materials using ACM DL, supplementary materials 
shared in external repositories such as OSF/GitHub, or appendices 
at the end of the papers. Additionally, with regard to the existence 
of purportedly shared material (extra-exist), the ratio between the 
two years was very close. Among the papers that shared additional 
research artifacts, 94% of CHI’17 and 92% of CHI’22 papers prop-
erly provided the promised materials. We discovered nine cases 
of missing data from either shared repositories or appendices, as 
follows: project website (� = 3), GitHub (� = 2), Harvard Dataverse 
(� = 1), ACM DL (� = 1), appendix (� = 1), and a broken link (� = 1). 
Seven of these locations were not FAIR-compatible. Finally, regard-
ing the availability of the shared research artifacts (extra-fair), 
despite the higher percentage of availability in CHI’22 (63% vs. 50% 

in CHI’17), the confdence interval crossed zero, suggesting that at 
best the improvement is negligible. 

5.3 Changes in Transparency Practices 
We observed improvement in CHI’22 compared with CHI’17 for 10 
out of 17 transparency-related criteria (see Figure 7). We found great 
improvements in the sharing of interview protocols of qualitative 
papers (share-interview-guide). While only 2% of the CHI’17 pa-
pers shared their interview protocols, this ratio increased to 25% in 
CHI’22. Such improvements were also seen in other aspects of qual-
itative papers where more papers from the CHI’22 sample clearly 
specify their data analysis procedure (specify-qal-analysis: 79% 
in CHI’22 vs. 58% in CHI’17). 

A higher proportion of the CHI’22 sample shared qualitative data 
(qal-data-raw: 7% vs. 0% and qal-data-processed: 17% vs. 4%). 
Similarly, more quantitative studies from the CHI’22 samples shared 
data analysis procedures (share-analysis-code: 10% vs. 1%). Also, 
sharing raw and processed data (qan-data-raw & qan-data-
processed) increased in CHI’22. Despite this improvement, the 
overall data sharing is still low in both qualitative and quantitative 
studies. With regards to clarifying the sample size, for both qualita-
tive and quantitative studies, the confdence interval capturing zero 
suggests that the diference is inconclusive (justify-n-qal: 95% CI 
[-0.046, 0.144], justify-n-qan: 95% CI [-0.010, 0.131]). In both sam-
ples, the majority of the papers described the demographic of their 
participants (∼ 90%), however the diference between the two sam-
ples was negligible (demographics: 95% CI [-0.019, 0.139]). In most 
papers (∼ 81%), from both samples, the authors clearly explained 
their study design, but the diference between the two samples was 
negligible (condition-assignment: 95% CI [-0.106, 0.192]). 

We also found improvements in sharing study protocols (share-
study-protocol) or multimedia stimuli (share-stimuli) that could 
facilitate replicability, however, the ratios are still very low (9–13%). 
Surprisingly, there is no increase in sharing surveys or question-
naire materials (share-survey: 95% CI [-0.056, 0.221]). 

Additionally, based on the confdence interval, we cannot be 
certain about the improvement in sharing software and hardware 
(share-software: 95% CI [-0.058, 0.199]; share-hardware: 95% CI 
[-0.059, 0.079]). For share-sketch, we found eight CHI’17 and fve 
CHI’22 papers that shared their sketches (i.e., we did not test the 
diference, see the last paragraph of Section 4.3). Finally, while 
there were no CHI’17 papers which preregistered their studies, we 
found seven cases in CHI’22 with preregistration (prereg). This 
improvement equates to only 6% of CHI’22 papers preregistering 
their study, indicating that this practice is still far from perfect. 

Are papers that involved more ethically concerning entities less likely 
to adhere to transparency practices? Earlier debates in the CHI com-
munity [25, 36, 88, 95] revealed that some transparency practices 
and research ethics might be at odds with each other. Researchers in 
sensitive domains may need to contend with research decisions that 
sacrifce transparency for ethical practices. For instance, researchers 
might need to forgo sharing data when conducting research with 
vulnerable populations to minimize the likelihood of making the 
participants identifable. For this reason, the prevalence of trans-
parency practices could be dramatically diferent for research where 
ethical concerns are dominant as opposed to other research. 

https://archive.org/
https://archive.org/
https://osf.io/78qz5
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Figure 7: Transparency practices: (Left) The diference in CI of the proportions between CHI’17 and CHI’22. CI on the right of 
the red line indicates improvements in CHI’22. (Right) Proportion of sampled papers meeting each of the transparency-related 
criterion. n represents the number of papers applicable to each criterion. 

As a preliminary investigation, we used the vulnerability of study plot in Figure 8 to emphasize a diference in the number of papers 
participants as a proxy for ethical concerns. We divided all sampled for the two groups. We found that 17% of the papers with non-
papers into two groups: those with vs. without study participants vulnerable participants shared at least one type of data: either 
from a vulnerable population (71 vs. 174 papers). We compared the raw or processed and qualitative or quantitative. Only 8% of the 
availability of any type of data. We show the results in a mosaic papers with vulnerable populations shared their data. However, the 
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A confidence interval of the proportional difference (non-vulnerable - vulnera-
ble) suggests that papers with non-vulnerable population might be inclined to 
share more data. However, the result is not clear-cut because the confidence 
interval captures zero.
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Figure 8: Ethics–Transparency Trade-of: Visualization of 
data sharing practices based on the involvement of partici-
pants from vulnerable populations. 

confdence interval (95% CI [-0.017, 0.162]) indicates that, at best, 
the diference is negligible. This preliminary result only slightly 
supports the ethics-transparency trade-of and the result should be 
taken with caution due to the big diference between the number 
of papers in the two groups. 

5.4 Lack of Change in Reporting Practices 
Overall, the transparency practices related to reporting quantita-
tive fndings did not change between the two CHIs (see Figure 9). 
The fndings showed that the ratios for some unchanged prac-
tices were high enough, such as reporting central tendency (stat-
descriptive), clarity of statistical tests (stat-clear-procedure), 
and reporting main statistical values (stat-parameters) like p-
value and F-value (79–100%). Surprisingly, more CHI’17 papers 
reported their degree of freedom. Regarding statistical assumptions, 
while more CHI’22 papers reported their normality assumption 
(stat-normality), the use of other statistical assumptions (stat-
other-assumptions) did not improve (95% CI [-0.087, 0.215]). We 
also checked the report on efect size (stat-effect-size) and con-
fdence interval (stat-ci). These numbers were reported slightly 
more in CHI’22, while more than half of the quantitative papers 
in CHI’22 reported efect size, only around one-ffth reported con-
fdence intervals for reporting data variability. However, the dif-
ferences are inconclusive given the confdence intervals capture 

zero (stat-effect-size: 95% CI [-0.034, 0.0.323], stat-ci: 95% CI 
[-0.050, 0.226]). 

We found only one paper with estimation analysis, where 
it properly reported data using interval estimates and visual-
ized confdence intervals (estimates-interval & estimates-vis-
uncertainty). 

Finally, reporting practices for qualitative results improved 
(qal-interview-report). While only 64% of CHI’17 papers prop-
erly reported their qualitative data, the rate was 90% in CHI’22. 

6 A PROOF-OF-CONCEPT SCREENING TOOL 
We proposed 45 criteria for research ethics, openness, and trans-
parency. This sheer number of criteria could be prohibitive for 
authors and reviewers to keep in mind. We envision a future where 
a tool for research ethics, openness, and transparency is integrated 
into a writing environment, similar to spelling and grammar check-
ers. As the authors fnish drafting each section of their paper, the 
tool assesses their text and reminds them to consider relevant crite-
ria. The user can then (1) add information, (2) tell the tool to remind 
them later, or (3) decide that the suggestion is incorrect or irrelevant 
to their research method or domain. Reviewers will be assisted by 
a diferent tool: After reading the paper, the reviewer can go over 
the list of criteria and click on relevant criteria that the reviewer 
forgot to pay attention to during their frst read. The tool will point 
to the locations in the text that satisfy the criterion or indicate that 
it could not fnd the text. The reviewer can use this feedback to 
selectively read the paper to verify. During the discussion phase, 
the lists of criteria from all reviewers are tabulated to provide a 
basis for discussion. In this vision, human authors and reviewers 
play an active role in making judgments. Their roles are necessary 
because of their knowledge about the research method, the domain, 
and the research settings. 

To enable these tools, we need a system that can detect whether 
the text meets a criterion. Below, we describe design considerations, 
a proof-of-concept system, and a preliminary evaluation on eight 
criteria. The Python code for this proof-of-concept system is open-
source at GitHub12 for future research. 

6.1 Design considerations 
Some criteria apply to a subset of papers, for example, statistical 
reporting criteria do not apply to qualitative papers. Additionally, 
fulflling one criterion may require sacrifcing others. Combining 
a set of criteria into one score might inhibit nuanced discussion. 
Finally, one paper may present a combination of multiple studies 
that use diferent methods. Therefore, each criterion should be 
evaluated independently (D1) at the level of the sentence or 
group of sentences (D2). 

An ideal system should be accurate in both (1) giving a positive 
response for a paper that satisfes the criterion (true-positive), and 
(2) giving a negative response for a paper that does not meet the cri-
terion (true-negative). In reality, there is a trade-of between these 
goals. For example, a system could achieve a perfect true-negative 
rate by simply labeling that no sentences satisfy the criterion. How-
ever, this approach would incur false-negatives: sentences that 
actually satisfy the criterion are left undetected. This approach 

12See https://github.com/petlab-unil/replica 

https://github.com/petlab-unil/replica
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Figure 9: Reporting practices: (Left) The diference in CI of the proportions between CHI’17 and CHI’22. CI on the right of the 
red line indicates improvements in CHI’22. (Right) Proportions of sampled papers meeting each of the reporting criterion. 
n represents the number of papers applicable to each criterion. For the degrees of freedom criterion, we exclude two papers 
because they used path analysis and Cox Regression. To our knowledge, degrees of freedom are not conventionally reported for 
each test in these models—perhaps to retain readability. The implementation of these models in R also did not output degrees 
of freedom per test. 

is also unhelpful because the whole paper needs to be manually 
checked. As mentioned in our vision at the beginning of Section 6, 
both the authors and the reviewers who use such tools will have 
already been familiar with the paper’s content. For the text that is 
likely to fulfll the criterion, the system should bias towards high-
lighting the text rather than missing it. In other words, the system 
should prioritize reducing false-negatives (D3). However, too 
many false-positives could be distracting for the users. Therefore, 
the system should provide a possibility for the user to narrow 
down the positive results to the most confdent ones (D4). 

6.2 Implementation 
We implemented a proof-of-concept system that detects how each 
sentence satisfes a criterion. The system architecture is shown in 

Figure 10. After preprocessing the PDF into a set of individual sen-
tences, each sentence is independently analyzed in two steps: First, 
the system determines how similar the input sentence is with any 
reference sentences. Second, for each sentence that is adequately 
similar, the system assigns a probability that the sentence could be 
labeled by each of the criterion’s keywords. The input sentences 
that pass both tests are positive results. Any paper with a posi-
tive sentence is classifed as satisfying the criterion. Below are the 
implementation details. 

6.2.1 Preprocessing PDF into sentences. The paper PDF fles were 
processed with the pdfminer.six library,13 resulting in the text 
with information such as hierarchical structure, font style, and blank 
spaces. We use this information to distinguish the body text from 

13See https://github.com/pdfminer/pdfminer.six, last accessed January 2023. 

https://github.com/pdfminer/pdfminer.six
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Figure 10: Architecture of the proof-of-concept screening tool 

section titles. The body text was then segmented into sentences. 
Each sentence was individually used as input for the next two steps 
(D2). 

6.2.2 Filtering based on sentence-similarity. For each criterion (D1), 
we manually extracted 5–10 reference sentences that make the pa-
pers fulfll the criterion. Here are two examples of the reference 
sentences for the irb criterion: “The study had institutional research 
ethics approval.”, “The University of [...] institutional review board 
([...]) approved our study.”. Input sentences that are adequately simi-
lar to any reference sentence are positive results. 

The similarity is scored with the BERTScore method [112] with 
contextual embedding from a pre-trained language model Distil-
BERT [82]. To compare an input sentence to a reference sentence, 
the system used the language model to convert each word into a 
vector that encodes its contextual information. The cosine simi-
larity is computed with the vectors of the input and the reference 
sentence word tokens. This approach is superior to exact or approx-
imate pattern-matching because it does not restrict the matching 
to specifc grammatical roles. For example, the two reference sen-
tences above would have a high similarity score despite having 
their subject and object reversed. 

There are three types of BERTScore: precision, recall, and F1. 
Precision is calculated based on greedy-matching the input to the 
reference, whereas recall is calculated in the opposite direction. The 
F1 score is a harmonic mean of precision and recall—eliminating 
the emphasis on any direction of the comparison. For this reason, 
we chose BERTScore’s F1 as the similarity score. 

When the score exceeds a threshold, the input sentence is a 
hit. This threshold hyperparameter is empirically derived for each 
criterion by testing the system with a small set of random samples. 
We set the threshold relatively low to reduce the false negatives (D3). 
The output of this step could be used for screening purposes, where 
the system highlights the hits and human authors or reviewers look 
at the hits to confrm. 

6.2.3 Further narrowing down the hits with a text classifier. The 
number of hits can be further narrowed down to reduce the false 
positives (D4). This step is formulated as Defnition-Wild Zero-shot 
Text Classifcation task [111]. The classifer infers the probability 
that a keyword entails, that is, logically follows, the input sentence. 
For example, the input sentence “The study had institutional research 
ethics approval” can be logically followed by “This example is about 

IRB.”, which is created from the IRB as the keyword. The keywords 
are drawn from the list in Sup. 5. 

A sentence with adequately high entailment probability to any of 
the keywords is a hit. Any paper with a hit is considered to satisfy 
the criterion. The entailment probability threshold was empirically 
determined to be 0.78 for all criteria. This approach requires no 
other training data. It is scalable for the large set of criteria we 
presented in this paper and possibly additional criteria in the future. 

We deviated from Yin et al. [111]’s work by using the BART-large 
language model pre-trained on the MNLI dataset [102] because it 
was found to perform better than the BERT model.14 Both this 
and the previous step were implemented with Pytorch [70] and 
HuggingFace [109] libraries. 

6.3 Evaluation 
We assessed the system on eight criteria, selected to strike a good 
balance between elements that are simpler to identify (e.g., irb) and 
those that are difcult to assess (e.g., justify-n-qant). The results 
are shown in Table 4. Most of the criteria have an imbalanced class 
distribution: There are many more papers that do not satisfy the 
criteria than those that do. To account for this imbalance, we report 
the precision, recall, and F1 score along with the accuracy to better 
understand the tool’s true performance [48, 77]. A higher recall 
indicates a higher number of true positives and a lesser number of 
false negatives identifed by the tool. Higher precision means lesser 
false positives indicating that if a higher number of positives were 
identifed, then they were really positive in human coding. The F1 
score is the harmonic mean of precision and recall indicating the 
balance between the two. 

As explained in Section 6.2, each criterion was evaluated inde-
pendently (D1) in two steps of fltering based on similarity and 
narrowing down with a text classifer. However, the defnition of 
condition-assignment and demographics are more granular in 
nature with each having three and four sub-criteria, respectively 
(see Sup. 2 for the sub-criteria under condition-assignment and 
demographics). Hence, the evaluation is done in two steps for each 
sub-criteria under condition-assignment and demographics. Fi-
nally, we performed a logical operation between their respective 
sub-criteria – logical AND for condition-assignment and a logical 
OR for demographics to determine the outcome. 

14See https://joeddav.github.io/blog/2020/05/29/ZSL.html, last accessed January 2023. 

https://osf.io/9hq4e
https://osf.io/h5yem
https://joeddav.github.io/blog/2020/05/29/ZSL.html
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Table 4: Evaluation of our tool using Accuracy, F1 scores, Precision and Recall for eight example criteria. The SciScore paper [60] 
tested three criteria in common with our work. We provided the results from their paper for comparison. 

Our tool Results from SciScore [60] 
Criterion Accuracy F1 Score Precision Recall # of papers that meet a criterion F1 Score Precision Recall 
irb 0.89 0.85 0.85 0.85 87 0.81 0.85 0.80 
consent (reported) 0.81 0.78 0.73 0.84 98 0.95 0.96 0.93 
study-compensation 0.83 0.79 0.70 0.89 85 - - -
anon 0.68 0.37 0.24 0.77 30 - - -
prereg 0.99 0.80 0.75 0.86 7 - - -
justify-n-qant 0.99 0.83 0.83 0.83 6 0.65 0.74 0.60 
demographics 0.87 0.92 1 0.85 217 - - -
condition-assignment 0.81 0.74 0.74 0.75 90 - - -

The criteria irb, prereg, justify-n-qant, and demographics 
perform well in both accuracy and F1. The criteria consent and 
study-compensation have a very high accuracy and reasonable 
F1 score. They have a higher recall than precision, indicating that 
a very small number of the articles satisfying the criteria were 
missed, but had more false positives. These results indicate that the 
system satisfes design consideration D3 as expected. The crite-
rion condition-assignment was challenging for the tool because 
some independent variables are implicit. For example, a longitu-
dinal study may not explicitly state that time is its independent 
variable; therefore, this paper could be misclassifed as unmet the 
criterion. We observed high recall for anon. However, we also 
found many false positives since the model could not distinguish 
between the lines referring to anonymization, participant codes, 
and data exclusion. 

We compared our results with SciScore15 to further validate 
our tool. SciScore is a proprietary automated tool which assesses 
research articles based on their adherence to criteria on rigor and 
transparency in biomedical science [12, 60]. There were three crite-
ria that SciScore and our work have in common: irb, consent and 
justify-n-qant. Our system yielded higher F1 on irb and justify-
n-qant while SciScore was better on consent. Since SciScore 
was trained on a large number of labeled sentences, whereas our 
approach does not involve any training, these preliminary results 
indicate that our approach is highly promising. 

Based on these fndings, we label each criterion in Table 2 on their 
potential for being identifed with a screener tool. For instance, irb 
and consent, which have a conventional format of reporting, can 
defnitely be identifed with a screener tool. For criteria with high 
recall like anon, the tool can be used to screen potential sections in 
the articles. Criteria like face-photo and free-pdf-extern might 
require a combination of natural language processing and computer 
vision. 

Our approach could still be improved in several ways. The per-
formance of the system depends on the efciency of the PDF parser, 
which is prone to errors due to the various PDF styles. Using a more 
reliable format, for example, source fles or HTML format could im-
prove the performance. Our system assessed individual sentences. 
Incorporating the information about the section of the paper where 
the text is located might help in increasing the confdence of the 

15See https://www.sciscore.com/, last accessed January 2023. 

prediction. Furthermore, the information about the research meth-
ods might help to further rule out more false positives, for example, 
by checking justify-n-qant only for quantitative papers. Such 
information could be obtained at the submission time, for example, 
from PCS keyword checkboxes or subcommittee choices. Further, 
the availability of labeled data and using a model trained only on 
scientifc articles like SciBERT [13] might also improve the results. 

7 DISCUSSION 
Overall, our fndings showed positive changes in CHI 2022, where 
the authors of the CHI 2022 papers adhered to research ethics, open-
ness, and transparency more than those of CHI 2017. In terms of 
the main practices, there are more improvements in research ethics 
and transparency and fewer in openness and reporting. However, 
despite such improvements, the overall rates are still low. For exam-
ple, among the criteria related to research ethics, the highest rate 
was for consent forms with 57% adherence. This is indeed alarming 
and shows that almost half of the user studies in the most recent 
CHI proceedings either did not use a consent form at all or they 
did not report the consent collection in their papers. The report on 
consent collection for using photos was much lower for papers that 
used participants’ facial photos in their fgures. 

The rates for transparency practices are even lower than for re-
search ethics. For example, despite a great improvement in sharing 
interview protocols, 75% of the qualitative studies do not share 
their interview guides. Therefore, there is room for improvement in 
transparency practices in CHI. One of the areas that requires more 
improvement is artifact sharing where authors should be more 
mindful about sharing software and hardware designed or tested in 
the studies. Similarly, sample size justifcation for both quantitative 
and qualitative studies is still not a common practice in HCI. 

In terms of transparency in reporting results, most of the prac-
tices for reporting quantitative statistical tests are at acceptable 
levels. However, the use and report of statistical assumptions, such 
as normality and reporting additional information including efect 
size and confdence intervals, should be improved to provide more 
insights into the results. Such practices can be further improved 
if CHI or other HCI outlets mandate existing reporting guidelines 
such as APA guidelines [10]. We fnd an interesting improvement in 
reporting qualitative fndings. We observed a considerable number 
of CHI 2017 papers that did not systematically report their qual-
itative fndings. Even some reported conducting interviews and 

https://www.sciscore.com/
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did not report the fndings. In contrast, in CHI 2022, most of the 
qualitative studies followed standard reporting practices. 

Our fndings showed that around 29% of the selected CHI papers 
conducted research with vulnerable populations and thus they 
deal with more sensitive data and should apply stricter ethical 
constraints. These papers shared relatively fewer data compared 
with papers with non-vulnerable populations showing that ethical 
constraints may play against transparency. However, other reasons 
might exist such as lack of knowledge of software and techniques 
to anonymize the dataset. More in-depth studies (e.g., interviewing 
researchers) are required to shed light on the reasons for the lack of 
transparency and on how to systematically enhance transparency 
practices in ethically constrained studies. 

What do these results suggest, in general terms? We distilled four 
implications ranging from measurement, creating awareness, and 
checking adherence to research ethics, openness, and transparency. 

7.1 Self-Report Surveys vs. Actual Practices 
We noticed an interesting discrepancy between our fndings and 
the results of Wacharamanotham et al. [95], where CHI 2018 and 
CHI 2019 authors self-reported their transparency practices. As 
discussed above, the success rates of criteria for transparency prac-
tices were relatively low. For instance, the average data sharing and 
artifact sharing rates in CHI 2022 were 11% and 12%, respectively. 
However, in the study by Wacharamanotham et al. [95], the rates of 
similar practices were higher (17% and 40%). This diference may in-
dicate that when researchers self-report their practices, they can be 
optimistic and truly believe they share what is needed to replicate 
their study. However, the factual data indicated that in practice they 
adhere less. This detail could also be related to our fne-grained 
criteria. Instead of considering data and artifact sharing as a general 
practice, we searched for specifc practices for specifc data types 
and artifacts (e.g., quantitative raw data). 

On a diferent note, participants in Wacharamanotham et al. 
[95]’s study might indicate that they would share data upon re-
quest. In our study, we assessed the actual materials or the absence 
thereof. It is worth mentioning that earlier studies showed that 
the response rate and compliance rate for supplementary material 
requests are not high among the authors of papers promising to 
provide “data available upon request” [52]. Additionally, the chance 
of data availability rapidly declines when papers become older [92]. 

7.2 Raising Awareness 
Among the three practices of transparency, openness, and ethics, 
the Guide to a Successful Submission on the CHI 2022 website16 

provides clearer instructions for transparency practices. This guide 
encourages authors of quantitative studies to ensure that their 
studies are reproducible. It also encourages the authors to do beta-
testing to check steps taken for data collection and data analysis. 
Moreover, the authors of the qualitative studies are encouraged to 
be transparent with their study procedure and data analysis. Finally, 
sharing study materials and using FAIR-compatible repositories 
such as OSF are advised in the guide. Some of the changes we ob-
served, such as sharing more data and data analysis procedures, 

16See https://chi2022.acm.org/for-authors/presenting/papers/guide-to-a-successful-
submission/, last accessed January 2023. 

might be due to the instructions in the CHI submission guideline. 
Surprisingly, some of the criteria (e.g., sharing via FAIR-compatible 
repositories) were not improved, despite being mentioned in the 
submission guideline. Two criteria that remain almost similar be-
tween CHI 2017 and CHI 2022 were justifying sample sizes for 
qualitative and quantitative studies. Interestingly, these criteria 
do not appear in the submission guide. We recommend that HCI 
venues provide specifc guidelines with detailed instructions on 
how to meet each practice. Some of these practices require special 
skills and training, such as transparency practices for quantitative 
studies [96]. The current CHI guidelines somewhat support trans-
parency, but they should also raise awareness about research ethics 
and openness. For instance, the fact that many studies did not re-
port consent collection is somewhat worrisome. Thus, it is crucial 
to increase awareness and knowledge of the community to move 
forward in all aspects related to the research design, execution, and 
reporting. 

7.3 How to Make Further Progress 
A promising approach for improvement in research ethics, open-
ness, and transparency would be for HCI journal editors or program 
chairs of the HCI conferences to defne sharp and measurable cri-
teria in the submission guidelines. One might think that using 
checklists in the submission platforms could help improve these 
practices where authors could skim through diferent practices and 
self-report their practices. However, the limitation of such check-
lists is that most authors might be optimistic while flling those 
forms, and they answer diferently than their actual practices [95]. 

Another approach to improve adherence is to instruct associate 
chairs and reviewers about these criteria and provide specifc in-
structions to check these upon inspection of the paper. The trans-
parency instructions given to reviewers on the CHI 2023 website17 

are identical to those of the guide given to authors. We believe 
CHI should also provide specifc guidelines for reviewers on how to 
assess these practices. 

More recently, some venues in computer science18 have a sepa-
rate review process for the research artifacts of the accepted papers. 
Such a practice can support replication and reproducibility. It can 
also ensure that all promised data are available and adequately 
prepared to avoid the problem of missing data such as 8% of the 
papers in our samples. 

However, we should acknowledge that applying a separate re-
view process in CHI might not be feasible given the larger volume 
of submissions and the extra workload added to reviewers in a lim-
ited period. To reduce this workload, ideally, each aspect of criteria 
could be reviewed by one reviewer, either by assignment or volun-
teering. At a minimum, we suggest checking these criteria for the 
papers nominated for the “best paper award.” This step ensures that 
at least the distinguished papers can meet the highest standards 
and become examples for future research. 

17See the Transparency paragraph in Guide to Reviewing Papers at 
https://chi2023.acm.org/submission-guides/guide-to-reviewing-papers, last ac-
cessed January 2023.
18See, for example, PoPETs Artifact Review at https://petsymposium.org/artifacts.php, 
last accessed January 2023. 
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Ideally, the review process should include all submitted papers. 
From a futuristic perspective, this creates an opportunity for intel-
ligent screening systems as scalable solutions to play an essential 
role in the review process. Ideally, paper submission platforms such 
as Precision Conference Solutions (PCS) can encourage authors to 
pass their submissions (i.e., paper and supplementary materials) 
over a screening system before the submission deadlines. Even if 
such systems are not entirely reliable, as an output, they can pro-
duce an evaluation list including approvals and warnings where 
the authors could go over the warnings and further clarify their 
practices for specifc criteria not approved by the systems. PCS 
can be used to submit the system’s output and the authors’ clari-
fcation. This practice can assist reviewers in the review process 
by reducing their efort. Future studies on machine learning and 
natural language processing (NLP) should concentrate their eforts 
on developing reliable screening systems for assessing research 
ethics, openness, and transparency. 

Abuse of explicit evaluation criteria and screening tools is a pos-
sibility. Authors who lack integrity can add keywords to make their 
manuscript satisfy the screening without actually having satisfed 
the criteria. These actions should be rare because they require more 
work (i.e., to game the system) than just complying with the re-
quirements. However, the situation would be more precarious from 
a reviewer’s role. For example, when a screening tool reports that 
some criteria are unmet, an uncaring reviewer could misuse this 
result to quickly dismiss the research without a proper (and fair) 
evaluation. Therefore, it is essential to educate the reviewers about 
the usage and limitations of this approach, shall such tools be used 
to support reviewers. Authors and reviewers should use the screen-
ing tools the same way as we use spell or grammar checker tools. 
These tools should assist human users in focusing their limited 
attention and time on areas requiring more in-depth evaluation. 
Additionally, the fnal decisions still require humans to be in the 
loop precisely because of trade-ofs between transparent practices 
and compliance with research ethics. The criteria described in this 
work provide a concrete starting point for HCI sub-communities, 
whether by methodological or application domain, to discuss and 
develop guidelines to help authors and reviewers navigate these 
trade-ofs. We also hope that educators will use these criteria and 
their subsequent refnements to educate young researchers to make 
their future contributions more ethical, transparent, and open. 

7.4 Extra Care is Needed With Students 
Among the vulnerable populations identifed in our samples, the 
frst two most frequent groups are participants with disabilities and 
students (see Figure 5C). Research involving people with disabili-
ties has dedicated research communities (e.g., ASSETS conference, 
SIGACCESS, a dedicated CHI subcommittee) that could promote 
the appropriate treatment of participants through the discourses 
or peer review. Similarly, the student population will also beneft 
from a dedicated research community that ensures their equitable 
treatment as participants. University students are frequently used 
in HCI research. According to Linxen et al. [56], almost 70% of CHI 
2016–2020 papers involved study participants who are university 
students or graduates. 

We consider students a vulnerable population because, in some 
situations, they might be unable to protect their interests fully [84, 
p. 35][47]. Specifcally, students might be subject to power dy-
namics because the evaluation of their learning progress might 
be conducted by the same institution recruiting them [81]. This 
power dynamic is particularly potent if the researchers are directly 
involved in the student’s chosen courses. Without an appropriate 
informed consent process, coercion to participate in the study could 
occur directly or through an indirect assumption that it can lead 
to higher grades, for example. These situations could also threaten 
the study’s internal validity by biasing students’ responses in favor 
of the study condition they perceived as their instructors’ work. 

Therefore, we call for researchers to (1) avoid recruiting students 
in their courses or department as study participants unless strictly 
required by the research goal of the study or method,19 (2) disclose 
power-relationship or the lack thereof explicitly, and (3) discuss 
ethical implications and safeguards in their paper. Reviewers should 
also be vigilant and demand authors to address these points. We 
also believe that the CHI community should examine the ethical 
issues of using students as study participants. 

7.5 Limitations 
Our study fndings may be susceptible to limitations. First, the dif-
ference in the page-limit constraint between the two proceedings 
could be a confounding variable. CHI 2017 has a page limit per 
article, whereas, in CHI 2022 the authors were encouraged to adjust 
the length of their papers based on their contribution (i.e., not a 
strict guideline). The median of the page count (i.e., not including 
references and appendix section) for the sampled CHI 2017 papers 
was 10 pages, whereas it was 14 pages for CHI 2022. Therefore, 
this might have forced some authors to sacrifce some information 
or relegate it to supplementary materials. To mitigate this limita-
tion, we thoroughly inspected the appendices and supplementary 
materials of the papers. 

Second, our research focused on “good" research practices that 
can support transparency, openness, and being ethically sound. 
Nevertheless a good practice is not equal to “correct” practice. It was 
out of our scope to assess the correctness of the research practices 
(e.g., if a paper used the correct statistical test or if its degree of 
freedom matched the sample size). Although some of our criteria 
could be more in-depth in that respect, given that we focused on 
changes between two years, our assessment of the goodness of the 
practices was consistent across two years and should be reliable. 

Third, our criteria list might not be exhaustive. For transparency, 
we could also consider reporting pre-processing steps such as data 
transformation and exclusion of outliers [44] (e.g., data blinding; 
a helpful step before analyzing data, particularly in randomized 
controlled studies, to reduce experimenter bias [76]). Additionally, 
our work only touched upon transparency criteria for qualitative 
research: Our criteria only cover the interview method and the 
generic description of analysis methods. Unlike quantitative analy-
sis, where data analysis code details the analysis process, qualitative 
research has more diverse data-analytic artifacts. Not all artifacts 

19For instance, specifc research might require the researcher to take active roles in 
the research (e.g., participant observation). 



CHI ’23, April 23–28, 2023, Hamburg, Germany Salehzadeh Niksirat, et al. 

are generated across all research methods. Also, research meth-
ods could difer in how research artifacts connect to transparency. 
For example, sharing codebooks shows transparency for coding-
reliability methods such as Framework Analysis [85]. In contrast, 
codebooks may reveal little about the analysis process for inter-
pretive methods. These diferences call for more nuanced criteria 
specifc to each qualitative analysis method. Lastly, our results with 
regard to condition-assignment should be interpreted with cau-
tion. Although we excluded papers without user studies and with 
non-experiment studies, we noticed diferent types of studies (e.g., 
exploratory vs. confrmatory and basic design vs. factorial design) 
that may impose the authors to follow diferent reporting styles. 

8 CONCLUSION 
Within HCI and across scientifc disciplines, there have been many 
initiatives to improve research ethics, openness, and transparency 
within empirical research in recent years. In this study, we show 
the current status quo of adoption of research ethics, openness, and 
transparency in HCI by assessing the changes in CHI literature 
between CHI 2017 and CHI 2022. This work makes the following 
contributions: We gathered pertinent criteria for research ethics, 
openness, and transparency, and operationalized them for evalua-
tion based on published papers and research materials. We present 
the current state of practices in these issues and evaluate any devel-
opments between CHI 2017 and CHI 2022. Furthermore, we propose 
a proof-of-concept screening system to assess a certain subset of 
criteria. This study shows that adherence to these practices is im-
proving overall. However, the HCI community still needs to become 
more mature by setting the highest standards in terms of research 
ethics, openness, and transparency. We hope that studies like this 
one will contribute to raise awareness and standards. 
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