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b Department of Diagnostic and Interventional Radiology, Lausanne University Hospital (CHUV) and University of Lausanne (UNIL), Rue du Bugnon 46, 1011 Lausanne, 
Switzerland   

A R T I C L E  I N F O   

Keywords: 
Computed tomography 
Image quality 
Temporal resolution 
Detectability index 

A B S T R A C T   

The metrics used for assessing image quality in computed tomography (CT) do not integrate the influence of 
temporal resolution. A shortcoming in the assessment of image quality for imaging protocols where motion blur 
can therefore occur. We developed a method to calculate the temporal resolution of standard CT protocols and 
introduced a specific spatiotemporal formulation of the non-prewhitening with eye filter (NPWE) model observer 
to assess the detectability of moving objects as a function of their speed. We scanned a cubic water phantom with 
a plexiglass cylindrical insert (120 HU) using a large panel of acquisition parameters (rotation times, pitch factors 
and collimation widths) on two systems (GE Revolution Apex and Siemens SOMATOM Force) to determine the 
in-plane task-based transfer functions (TTF) and noise power spectra (NPS). The phantom set in a uniform 
rectilinear motion in the transverse plane allowed the temporal modulation transfer function (MTF) calculation. 
The temporal MTF appropriately compared the temporal resolution of the various acquisition protocols. The 
longitudinal TTF was measured using a thin tungsten wire. The detectability index showed the advantage of 
applying high rotation speed, wide collimations and high pitch for object detection in the presence of motion. No 
counterpart to the increase in these three parameters was found in the in-plane and longitudinal image quality.   

1. Introduction 

In medical imaging, one of the key factors affecting image quality is 
temporal resolution, which refers to the time needed to acquire an image 
during a dynamic process. High temporal resolution in CT acquisition is 
crucial for reducing motion artifacts and improving image quality, 
especially for patients unable to hold their breath, or have aortic pul
sation and cardiac-related pulmonary parenchyma motion artifacts 
[1,2]. The temporal resolution of CT is determined by factors such as 
gantry rotation time, helical pitch factor and collimation width [3]. 

Advances in CT technology have allowed the decrease in rotation 
time, the use of higher pitch factors and wide collimations without 
suffering from under-sampling issues. Traditionally, an optimal longi
tudinal resolution required data overlap obtained at low pitch, but 
current CT systems provide adequate longitudinal resolution even for 
pitch factors larger than 1.0 [4]. Significant reductions in acquisition 
time, a major reduction of motion blur and artifacts were achieved 
[5,6,7]. Another advancement towards high temporal resolution came 
with the introduction of partial-scan reconstruction in cardiac CT [8]. 

Dual-source CT brought another notable improvement in reducing the 
acquisition time by a factor two [9,10]. The combination of high-pitch 
with dual-source can provide data combining sufficient volumetric 
and temporal resolutions [11,12]. 

Several methods have been developed to measure temporal resolu
tion in CT, including the temporal sensitivity profile (TSP) introduced by 
Tagushi and Anno in 2000 [13]. This function characterizes the tem
poral resolution equivalent to the slice sensitivity profile for the longi
tudinal resolution. More recently, McCollough et al [14] developed a 
method where the angular extent of ring artifact created by the rotation 
of a punctual object provided an indication of the time used to generate 
an image. Ichikawa et al [15] and Hara et al [16] used the motion of a 
small metallic ball to generate the spatiotemporal signal needed to 
determine the FWHM of the TSP. Calculating the temporal modulation 
transfer function (MTF) using the Fourier transform of the TSP gener
ated by a moving target paved the way to measuring the temporal 
performance of CT acquisition beyond the characterization of an artifact 
[17,18]. The temporal MTF can be used in model observers to assess 
spatiotemporal task-based image quality that accounts for and quantifies 
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the effect of object motion on detectability. These models can be used in 
the framework of the optimization of spatiotemporal parameters of CT 
protocols which require high image quality and high temporal 
resolution. 

In this work, we propose a methodology to assess the temporal MTF 
at low speed, which respects the assumption of a small-signal approach, 
for various acquisition protocols on two modern CT systems with 
different rotation times, pitch factors and collimation widths. The val
idity of the method was tested using variations of basic acquisition pa
rameters: gantry rotation time, collimation width and pitch. The 
temporal MTF is then used in the NPWE model to evaluate the detect
ability index of a moving object as a function of the motion speed. This 
allowed us to assess the trade-offs between temporal resolution and 
image quality using a task-based model observer assessment [19,20,21]. 
The method presented in our study allows CT benchmarking which takes 
into account the loss of detectability due to motion blur characterized as 
a function of the object speed. 

2. Material and methods 

2.1. Data acquisition 

To assess the effect of different acquisition parameters on temporal 
resolution and image quality in CT protocols, we imaged a cubic water 
phantom with a side of 160 mm containing a 70-mm-diameter central 
polymethylmethacrylate cylindrical insert (PMMA, average CT number 
at 120 kVp ≈ 120 HU). The cylindrical insert, 70 mm long, was posi
tioned at the phantom centre, leaving a homogenous water volume 
around to measure image noise. The study involved two CT systems: a 
wide-detector GE Revolution Apex (GE Healthcare, Milwaukee, MI) and 
a dual-source Siemens SOMATOM Force (Siemens Healthcare, For
chheim, Germany). The phantom was fixed on a motorized mobile 
bench and aligned in the longitudinal direction at the scanner isocentre 
using the positioning lasers. The phantom moved horizontally on the CT 
table, parallel to the transverse plane, in a uniform rectilinear motion. 
The motor was driven by 1000 pulses / rotation with a speed control rate 
of 2.5 kHz (400 μs). In this study, three parameters were varied: the 

gantry rotation time, the helical pitch, and the collimation width. Their 
effect on the temporal resolution and image quality of the CT protocols 
was measured. Their different values tested in our study are detailed in 
Table 1 for the wide-detector CT and in Table 2 for the dual-source CT. 
For this latter system, the highest pitch 3.2 was combined with the dual- 
source mode whereas the other pitch values used the single-source 
mode. We set the tube voltage at 120 kV and chose a tube current 
(mA) to deliver an effective tube load as close as possible to the arbitrary 
target value of 75 mAs for all the acquisition protocols on the two CT 
systems. The different protocols gave CTDIvol around 5 mGy on the two 
systems. The transverse slices were reconstructed with a 0.625 mm pixel 
size (reconstructed FOV 320 mm – matrix 512 x 512) and a slice 
thickness 1.25 mm for the wide-detector CT and 1.5 mm for the dual- 
source CT. Reconstruction intervals were half the slice thickness for all 
the protocols. The reconstruction algorithm and kernel used for all 
image reconstructions were ASIR-V 50 and STD for the wide-detector 
CT, Admire 3 and Br40f for the dual-source CT. 

2.2. In-plane and longitudinal resolution 

The sharp edge method described by Samei et al [22] was used to 
measure a 2D in-plane TTF in the circular geometry of the PMMA rod of 
the phantom in the reconstructed axial slices. On each slice, a square of 
120 x 120 mm2 centred on the rod was selected. A radial coordinate 
positioned at the disc centre was used to divide the disc into angular parts 
of the same aperture. The PMMA disc was divided into 72 angular por
tions of 10◦, each of them overlapping by 5◦. In each angular sector, radial 
profiles of Hounsfield units (pixel values) originating from the rod center 
across the edges of the rod gave radial edge spread functions (ESF). The 
radial ESF for each angular section was generated by rearranging the pixel 
data according to their distance from the disc centre. The 72 radial ESFs 
were linearly resampled with a resolution of 10 points per pixel (16 
mm− 1) and Fourier-transformed to give 72 pre-sampling radial TTFs. The 
2D in-plane TTF was obtained from the 72 resulting radial TTFs using the 
angular interpolation method described in Monnin et al [23]. 

The longitudinal resolution (TTFz) of CT slices was determined using 
the thin wire method described in Gallego Manzano et al [24]. A thin 

Table 1 
Imaging protocols for the GE Revolution Apex system.  

Protocol Tube potential (kV) Rotation time 
(s) 

Current (fixed) (mA) Pitch factor Collimation (mm) Phantom speed (mm/s) 

1 120  0.23 300  0.984 64 x 0.625  14.0 
2 120  0.28 245  0.984 64 x 0.625  12.0 
3 120  0.35 195  0.984 64 x 0.625  9.0 
4 120  0.50 135  0.984 64 x 0.625  7.0 
5 120  0.70 100  0.984 64 x 0.625  5.0 
6 120  1.00 70  0.984 64 x 0.625  3.0 
7 120  0.28 130  0.516 64 x 0.625  6.0 
8 120  0.28 345  1.375 64 x 0.625  16.0 
9 120  0.28 380  1.531 64 x 0.625  18.0 
10 120  0.28 385  0.984 128 x 0.625  23.0  

Table 2 
Imaging protocols for the Siemens SOMATOM Force system.  

Protocol Tube potential (kV) Rotation time 
(s) 

Effective mAs Pitch factor Collimation (mm) Phantom speed (mm/s) 

1 120  0.25 75  1.0 48 x 1.2  16.0 
2 120  0.50 75  1.0 48 x 1.2  8.0 
3 120  1.00 75  1.0 48 x 1.2  4.0 
4 120  0.25 75  0.35 48 x 1.2  6.0 
5 120  0.25 75  0.50 48 x 1.2  8.0 
6 120  0.25 75  1.2 48 x 1.2  19.0 
7 120  0.25 75  1.5 48 x 1.2  24.0 
8 120  0.25 75  1.0 64 x 0.6  11.0 
9 120  0.25 75  1.0 192 x 0.6  32.0 
10* 120  0.25 75  3.2 192 x 0.6  46.0 

*High-pitch dual-source protocol. 
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tungsten wire of diameter 80 μm was stretched vertically in the air, tilted 
by approximately 20◦ in the longitudinal z-direction (polar angle), and 
misaligned by approximately 2-3◦ in the transverse plane (azimuthal 
angle) (Fig. 1). The wire diameter equal to 0.128 times the pixel size 
insured a good oversampling and a negligible influence of the wire on 
TTFz measurement. The wire was imaged with the same parameters as the 
water phantom. The coordinates of the wire position in the slices were 
determined based on the voxel with the maximum Hounsfield unit (HU) 
value along the wire direction. The subvoxel wire position in the imaged 
volume was determined by a linear least squares regression of x- 

coordinates to y-coordinates of the wire in the transverse slices. The polar 
angle (inclination) of the wire in a spherical coordinate system was ob
tained by another linear regression of z-coordinates to azimuthal positions 
of the wire. The HU values along the linear wire trajectory were plotted 
relative to the longitudinal wire position to obtain the oversampled lon
gitudinal point spread function (PSF). The longitudinal PSF was linearly 
resampled over 50 points/voxel to provide the slice sensitivity profile 
(SSP). The modulus of the discrete Fourier transforms of the SSP 
normalized to 1.0 at zero frequency gave the longitudinal TTF. 

2.3. Temporal resolution 

During the acquisition, the phantom moved with a uniform recti
linear motion at a controlled speed along the horizontal x-axis in the 
transverse plane of the scanner. Thus, the rod moving at a constant speed 
in the image plane generated a 2D spatiotemporal impulse signal whose 
temporal frequency ft = v⋅fx was proportional to the spatial frequency fx 
and speed v. The 2D in-plane TTF (TTFxy) was at first measured for the 
PMMA rod moving at a constant speed (Eq. (1)), and then without 
phantom motion (Eq. (2)). 

TTFxy
(
fx,fy

)⃒
⃒

v>0 =

∫ ∞

− ∞
TTFxyt

(
fx,fy,ft

)
dft

⃒
⃒
⃒
⃒

ft=νfx

=TTFxy
(
fx,fy

)
⋅MTFt(vfx) (1)  

TTFxy
(
fx, fy

) ⃒
⃒

v=0 = TTFxy
(
fx, fy

)
⋅MTFt(0) = TTFxy

(
fx, fy

)
(2)  

The static case in Eq. (2) gave the 2D in-plane spatial TTF without 
motion blur as described in paragraph 2.2 (Fig. 2a). The images resulting 
from the moving case in Eq. (1) gave the rod blurred and the TTFxy 
reduced according to the speed of motion in the x-axis (Fig. 2b). The 
ratio of the TTFs measured with and without phantom motion gave the 
temporal modulation transfer function (MTFt) expressed in spatial co
ordinates (Eq. (3)). 

MTFt(νfx) =
TTFxy

(
fx, fy

) ⃒
⃒

ν>0

TTFxy
(
fx, fy

) ⃒
⃒

v=0

(3)  

The temporal MTF was rescaled to the temporal frequency coordinate 
according to Eq. (4). 

MTFt(ft) = MTFt(νfx) (4)  

It is important to note that according to the linear systems theory the 
temporal MTF is independent of the object type (size and contrast) used 
for its measurement under the assumption of a small-signal approach, i. 
e. a small signal perturbation due to a small motion at low speed results 
in small changes in the output image. The achievement of MTFt calcu
lation required a careful choice of the phantom speed and a large 
number of images. The speed of the phantom was chosen to match the 
frequency bandwidth over which the temporal MTF must be deter
mined. An insufficient speed provides an insufficient temporal band
width and an incomplete MTFt [25] while a too high speed produces 
motion artifacts that jeopardize the MTF calculation. The phantom 
displacement on each image was chosen to remain below the pixel size 
to avoid motion artifacts and was chosen empirically to give a rod 
displacement of approximately 1/6 of the pixel size per acquisition time 
by image. The speed was therefore adjusted at approximately between 3 
mm/s for the slowest protocols and 46 mm/s for the fastest protocols 
(Tables 1 and 2). It is also important that the measured TTF is an average 
over a sufficient number of reconstructed slices. Interpolation artifacts 
in helical scans depend on the tube angle [26], which is unpredictable, 
and a reproducible mean effect of the movement on the TTF requires an 
average over many images. Prior to this study, we evaluated the number 
of images needed to ensure good reproducibility of TTF. We found that 
150 images ensured a good reproducibility with less than 2 % differ
ences between TTFs measured on different images acquired with the 
same acquisition parameters. 

Fig. 1. Position of the wire used for the measurement of the longitudi
nal resolution. 

Fig. 2. TTFxy. a) without motion b) with motion blur along the x-axis.  
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2.4. Noise power spectra (NPS) 

Three-dimensional NPS were measured in a homogeneous volume of 
interest (VOI) of 160 x 160 x 50 mm3 placed at the center of the ho
mogeneous volume of water in the cylindrical phantom. The squared 
magnitude of the 3D Fourier Transform of pixel values in the VOI gave 
the 3D NPS, calculated using Eq. (5) [27,28]. 

NPS
(
fx,fy,fz

)
=

Δx⋅Δy⋅Δz
Nx⋅Ny⋅Nz

⃒
⃒
∫∫∫

(d(x,y,z)− d)⋅exp
(
− i2π

(
fxx+ fyy+fzz

))
dxdydz

⃒
⃒2

(5)  

Where, d(x,y,z) is the pixel value at the position (x,y,z), d is the mean 
pixel value in the VOI, Nx, Ny, Nz and Δx, Δy, Δz are the number of voxels 
and voxel spacing in the x-, y- and z-directions, respectively. No 
detrending correction was used to subtract large inhomogeneities from 
the VOI before NPS calculation. The 2D in-plane NPS were obtained by 

integrating the 3D NPS along the z-frequency axis. The 1D NPS curves 
are radial averages of the 2D in-plane NPS, excluding the 0◦ and 90◦

axial values, and are expressed is HU2mm2. 

2.5. Detectability index 

The detectability index d’ of a 2 mm diameter PMMA sphere with a 
contrast (CHU) 120 HU (contrast between PMMA and water) was 
assessed using the non prewhitening with eye filter (NPWE) model 
observer. The NPWE model has shown good agreement with human 
observer performance in previous studies on CT images [29,30], and was 
therefore extended to a spatiotemporal model which includes the object 
motion blur described by the temporal MTF and the object speed as 
shown in Eq. (6). We assume the separability between the spatial and 
temporal components of the spatiotemporal TTF, which are independent 
because governed by different physical parameters. 

Fig. 3. Longitudinal resolution (TTFz).  
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The observer does not perceive the full volumetric image information of 
the CT stack of images. The NPWE detectability index was therefore 
derived in a 2D form pertaining to a single 2D slice extracted from the CT 
stack. Slice extraction corresponds to an integration of the 3D MTF, NPS 
and object shape function Sobj along the direction orthogonal to the slice, 
i.e. the z-direction. Therefore, 2D slice metrics were obtained by inte
grating 3D metrics in the NPWE model. This model only accounts for 
uniform motions of objects in the image plane and cannot account for 
nonuniform and/or interslice motions. In Eq. (6), v is the speed of a 
spherical object of radius R whose shape spectrum (Sobj) is expressed 
using a Bessel function of the first kind J in Eq. (7). 

Sobj
(
fx, fy, fz

)
=

( ̅̅̅
π

√
R
)3⋅

J3/2

(

2πR
(

f 2
x + f 2

y + f 2
z

)1/2
)

(

πR
(

f 2
x + f 2

y + f 2
z

)1/2
)3/2 (7)  

The visual transfer function (VTF) represents the contrast sensitivity 
function of the human eye [31] with a form given in Eq. (8) [32]. 

VTF
(
fx, fy

)
=

(
f 2
x + f 2

y

)n/2
⋅exp

(

− c
(

f 2
x + f 2

y

)a/2
)

(8)  

The parameters n = 1.5, c = 3.22 cycles/◦ and a = 0.68 were used, with a 
visual distance of 400 mm without display magnification [33,34]. The 

detectability index was calculated using the measured in-plane TTF, in- 
plane NPS, longitudinal TTF, and temporal MTF, as a function of the 
object speed v varying between 0 and 25 mm/s. The maximum speed 
range (20–25 mm/s) clinically relates to respiratory motion and typical 
mid-diastolic coronary artery velocity [35]. 

3. Results 

3.1. In-plane and longitudinal spatial resolution 

On the two CT systems, the rotation time, helical pitch and colli
mation width did not modify the in-plane spatial resolution. The same 
spatial cutoff frequency at 0.8 mm− 1 was measured on the two systems. 
No difference in longitudinal resolution (TTFz) was observed between 
the ten acquisition protocols tested in our study on the wide-detector 
system (Fig. 3a). It is interesting to note that pitch factors between 1.0 
and 1.531 did not jeopardize the longitudinal resolution. The detector 
width of 0.6 mm gave slightly higher longitudinal resolution than the 
detector width of 1.2 mm on the dual-source system (Fig. 3b). Addi
tionally, using the dual-source with the largest pitch 3.2 yielded TTFz up 
to 0.12 higher than single-source acquisitions with pitch below or equal 
to 1.5. The available pitch factors between 0.35 and 1.50 did not modify 
the longitudinal resolution of single-source protocols. 

Fig. 4. Effect of the rotation time on the temporal MTF.  
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3.2. Temporal resolution 

The temporal MTF of the two CT systems increased with the tube 
rotation speed (Fig. 4). For a pitch equal to 0.984, the rotation times of 
0.23, 0.28, 0.35, 0.50, 0.70 and 1.0 s. tested on the wide-detector system 
gave temporal cutoff frequencies of 7.0, 5.7, 4.4, 3.1, 2.2 and 1.6 s− 1, 
respectively. This represented a temporal resolution per image between 
62 % and 65 % of the rotation time. For a pitch equal to 1.0, the rotation 
times of 0.25, 0.50 and 1.0 s. tested on the dual-source system gave 
temporal cutoff frequencies of 6.0, 3.0 and 1.5 s− 1, respectively, which 
corresponded to a temporal resolution per image of 67 % the rotation 
time. Consequently, the temporal cutoff frequency evolved inversely 
proportional to the gantry rotation time. This result was expected since 
the acquisition time per image is proportional to the rotation time. 

Wider collimations yielded better temporal resolution (Fig. 5). The 
cutoff frequency of the temporal MTF of the two systems evolved 
inversely proportional to the collimation width, as expected from the 
acquisition time per image. For the wide-detector system, with the 
rotation time 0.28 s and the pitch 0.984, the collimations 40 and 80 mm 
gave temporal cutoff frequencies at 6.0 and 12.0 s− 1, respectively. For 
the dual-source system, the collimations widths 38.4, 57.6 and 115.2 
mm gave temporal cutoff frequencies at 4.0, 6.0 and 12.0 s− 1, respec
tively, for the pitch 1.0 and the rotation time 0.25 s. The temporal cutoff 
frequency was found to be proportional to the collimation width. 

Increasing the pitch improved the temporal resolution of the two CT 
systems (Fig. 6). For a rotation time equal to 0.28 s and a collimation of 
40 mm, the pitch of 0.516, 0.984, 1.375 and 1.531 tested on the wide- 
detector system gave temporal cutoff frequencies of 2.2, 6.0, 13.7 and 
19.4 s− 1, respectively. For a rotation time of 0.25 s and the collimation 
48 x 1.2 mm, the helical pitch of 0.35, 0.50, 1.0, 1.2 and 1.5 of the dual- 
source system gave temporal cutoff frequencies of 1.8, 2.3, 6.0, 9.6 and 
17.0 s− 1, respectively. The pitch 3.2 associated to the dual-source 
acquisition and the wide collimation 192 x 0.6 mm gave the highest 
temporal cutoff at 23.0 s− 1. The temporal cutoff frequency increased at a 
higher rate than the pitch factor, which had a compounding effect on the 
temporal MTF. 

3.3. In-plane noise power spectra (NPS) 

The in-plane NPS (Fig. 7) show a low-frequency increase due to 
large-scale non-uniformities present in the reconstructed slices. These 
are mainly due to beam hardening and scattered radiation in the water 
phantom which produce a trend of HU values from the centre to the 
periphery. No correction was applied to subtract these large-scale in
homogeneities from the images before NPS calculation. On the wide- 
detector system, the in-plane NPS demonstrated a variation of up to 
20 % in response to changes in pitch and collimation width (Fig. 7a). 
However, there was no discernible pattern linking the direction of the 

Fig. 5. Effect of the collimation width on the temporal MTF.  
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variation of these two parameters to the magnitude of the NPS. No 
difference in NPS was measured as a function of the pitch or collimation 
width on the dual-source system. Collimations using a detector width 
0.6 mm gave a NPS magnitude around 25 % higher than collimations 
using a detector width 1.2 mm and showed a slight shift of 0.04 mm− 1 

towards low frequencies (Fig. 7b). This difference in in-plane NPS can be 
explained by changes observed in NPSz between the two detector 
widths. 

3.4. Detectability index 

The detectability index d’ was calculated for a 2 mm diameter PMMA 
spherical object using the spatiotemporal non-prewhitening with eye 
filter (NPWE) model observer as a function of the object speed between 
0 and 25 mm/s. The object contrast of 120 HU used in the model cor
responds to PMMA in water. Increasing the object speed decreased the 
detectability index. For a static object, the detectability index logically 
did not depend on the temporal resolution. The detectability reduction 
was more pronounced at slower rotation times and faster object speeds 
(Fig. 8). On the dual-source system, an object speed of 20 mm/s typical 
of a respiratory motion decreased the detectability index by 23.5 %, 
43.1 % and 56.9 % for the rotation times 0.25, 0.50 and 1.0 s, respec
tively. On the wide-detector system, for the same object speed of 20 
mm/s, the detectability index decreased only by 14.0 % for the minimal 
rotation time of 0.23 s, and by 51.2 % for the maximal rotation time of 

1.0 s. The largest pitch factors and collimation widths gave the highest 
detectability indices when the object moved (Fig. 9). On the wide- 
detector system, the object speed of 20 mm/s decreased the detect
ability index by 40.4 %, 18.8 %, 7.6 % and 4.9 % for the pitch 0.516, 
0.984, 1.375 and 1.531, respectively. On the dual-source system, the 
detectability index decreased by 50.6 % for the smallest pitch 0.35 and 
by 9.5 % for the largest pitch 1.5. The protocol using the dual-source 
with the largest collimation 192 x 0.6 mm associated to the largest 
pitch 3.2 was the less affected by the increase of the object speed and 
gave a decrease of only 7.5 % of the detectability index in the same 
conditions. 

4. Discussion 

High temporal resolution in CT acquisition is crucial to reduce mo
tion blur and improve image quality in many protocols where high 
temporal resolution is essential to achieve a good diagnosis (thoracic CT, 
cardiac CT …). The NPWE model has been widely used as a parametric 
model to assess the task-based detectability on CT images in CT protocol 
optimization [34,36,37]. The basic model does not take into account the 
object motion and the temporal performance of CT protocols. The 
implementation of a NPWE model observer integrating temporal reso
lution is essential to better assess image quality and benchmark CT 
protocols where high temporal resolution is mandatory to perform a 
good diagnosis. The method presented in our study makes it possible to 

Fig. 6. Effect of the helical pitch on the temporal MTF.  
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measure the temporal performance of CT protocols at low speeds, 
compatible with the maximum speed range (20–25 mm/s) linked to 
respiratory motion and the typical speed of the mid-diastolic coronary 
artery. The temporal MTF measured using speeds close to clinical con
ditions was used in a modified formulation of the NPWE model to give a 
detectability index that provides insight into detectability loss due to 
motion blur. The NPWE model has shown good agreement with human 
observer performance in previous studies on CT images [29,30]. Our 
extension of the NPWE model to a spatiotemporal model which includes 
the object motion blur is consistent with earlier studies comparing 
detectability of moving objects in plain images in fluoroscopy [38,39], 
but has not been compared against human observer performance. 
Further research is however necessary in order to validate the conditions 
for which the NPWE model can be used to match the human observer 
results in the presence of object motion on CT images. 

So far, the temporal resolution of CT systems has been mainly 
characterized in previous studies using the impulse method that pro
duces artifacts that can be difficult to characterize. The assessment of the 
temporal MTF using uniform linear motion is easier to implement and 
respects the assumption of the small-signal approach on which the 
measurement of temporal MTF is based. The validity of the method was 
tested using variations of basic acquisition parameters (gantry rotation 
time and collimation width). Good correspondence between theoretical 
predictions and temporal MTF measurements was achieved for these 
two parameters. The pitch showed a multiplier effect on the temporal 

resolution. The calculation of the detectability index gives additional 
information on how the temporal MTF acts on the detectability of 
moving objects as a function of their speed. No method comparison 
could be carried out because no equivalent method for measuring the 
temporal MTF of CT systems is already in use. The absence of reference 
results to establish a comparison is a limitation of our study. 

The results of the study showed that the temporal resolution of CT 
scans is controlled by the table speed, managed by the gantry rotation 
time, the pitch and the collimation width. A higher table speed gives rise 
to a reduced motion during the acquisition, resulting in less blur and 
artifacts. As expected, the temporal resolution measured on the moving 
phantom showed a proportional increase with both the gantry rotation 
speed and collimation width. Increasing the helical pitch increased the 
temporal resolution with a multiplier effect observed. A variation in 
these three parameters did not modify the in-plane resolution and could 
modify the in-plane NPS up to 25 %. The dual-source protocol gave the 
highest temporal resolution due to the doubled acquisition rate and the 
halved acquisition time per image, giving high temporal resolution 
associated to reduced motion blur [10]. 

Traditionally, increasing the pitch also leads to a decrease in the 
longitudinal density of data acquisition, which can negatively affect the 
slice sensitivity profile [41,42]. However, the decrease in longitudinal 
resolution for high pitch values was not observed on the two CT systems 
involved in our study. The slice thickness remained the main parameter 
that determined the longitudinal resolution. Adaptive axial 

Fig. 7. In-plane NPS.  
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interpolation algorithms combined with wide collimations [43,44,45] 
and methods for compensation of longitudinal data density such as z- 
flying focal spot used on the dual-source CT [46] can keep up the lon
gitudinal resolution even for high-pitch scans on recent MDCT. In gen
eral, increasing the slice and collimation widths decreases the relative 
influence of the pitch on the longitudinal resolution. For thinner slices 
and/or collimations, high pitch values could nevertheless broaden the 
slice profiles and decrease the z-resolution. Thus, these results cannot be 
generalized beyond the CT systems, collimations and slices thicknesses 
studied. In our study, TTFz solely evaluated the longitudinal resolution 
without consideration of reconstruction or spiral artifacts which can 
arise in the longitudinal direction and depend on pitch and data inter
polation [47,48]. These elements can be the subject of further in
vestigations. These results showed that recent scanners have overcome 
the trade-off between temporal and longitudinal resolution. 

Using the temporal MTF in Eq. (6) allows the assessment of detect
ability for any object shape, size and speed. Without temporal MTF, the 
motion blur should be determined for each object type and speed. The 
temporal MTF extends the use of the NPWE model to calculate variations 
in detectability for different object types and speeds. This results in a 
model that facilitates the optimization of CT protocols for different 
tasks. As expected, the detectability of moving objects decreased with 
the motion speed and increased with the temporal resolution. Therefore, 
fast rotation times, large pitch factors and large collimation widths 
should be chosen in CT protocols when motion blur can happen. The 

high-pitch dual-source CT scan provided the best temporal resolution 
and the highest detectability for moving objects. An increase in rotation 
speed and pitch factor must be compensated by a higher tube current to 
maintain the same signal-to-noise ratio (SNR). Higher tube current can 
require the use of larger focal spot. The compromise between motion 
and geometric blurs as a function of the rotation time, the motion speed 
and the focal spot size was not in the scope of our study. This needs to be 
evaluated specifically for a given scanner and patient size. Regarding the 
patient exposure, larger collimation widths and higher pitch factors 
produce a less precise automatic current modulation and wide beam 
overranging that subjects the patient to unnecessary radiation dose, 
especially for small helical scan lengths [49]. The adaptive dose shield 
technology of the dual-source system avoids this deleterious effect by 
blocking extra doses before and after the spiral scan [50]. On the other 
hand, the choice of a large collimation width decreases the overbeaming 
and improves the dose efficiency of the scan. The balance of these two 
parameters on the patient dose was not measured in our study and must 
be considered for a particular scanner and scan length in the framework 
of protocol optimization. 

The iterative reconstruction (IR) algorithm and convolution kernel 
modify the spatial resolution and noise of the reconstructed images but 
are not expected to have an impact on temporal resolution and therefore 
on motion blur. The IR algorithms ASIR-V 50 and ADMIRE 3 used in our 
study have nonlinear characteristics such that the resolution may 
depend on local noise and image contrast. The TTFs in the xy-plane and 

Fig. 8. Detectability index of the NPWE observer model as a function of the object speed for different rotation times.  
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z-direction were measured using two different objects and methods 
(PMMA rod in water and thin tungsten wire in air). This difference can 
therefore produce a variation in resolution which depends on the level of 
non-linearity of the IR algorithm and impact the accuracy of d’ values 
calculated for an object contrast of 120 HU, different from the contrast 
around 400 HU given by the tungsten wire. The expected variation in z- 
resolution due to this difference in contrast should remain small and has 
been neglected. The reconstruction does not backproject in the z-di
rection and such a dependence would arise if IR algorithms used “cross- 
slice” information to reduce in-plane noise, which may arise preferen
tially with high contrast conditions, highly nonlinear algorithms and 
thin slice thickness [40]. This would deteriorate the TTFz, which was not 
observed in our study. The TTFz are close to their maximal theoretical 
values determined by the slice thickness (Fig. 3). It is important to keep 
in mind that linearity and shift-invariance of resolution and noise in the 
reconstructed volume are only approximations, and Fourier-based 
metrics use a linear assumption which simplifies the analysis of the 
actual imaging performance of CT systems and only give an approxi
mation to real performance. A statistical analysis performed in the 
spatial domain will be more appropriate for the assessment of CT im
aging performance in the case of high signal not compatible with the 
assumption of linearity. 

It is important to note that the calculation of the temporal MTF is 
based on the ratio between two spatial TTFs measured with and without 
motion. The temporal MTF and NPWE model used in our study only 

account for uniform rectilinear motions of objects in the image plane 
and cannot account for a loss of detectability due to an interslice and/or 
nonuniform motion. If organs or lesions motions in the abdomen or 
pelvis are in general greater in the head-feet (HF) direction, the ampli
tude of motion may be as high as 5.0 mm and 3.0 mm in the antero- 
posterior and mediolateral directions, respectively [51,52]. The out-of- 
plane HF motion component creates peculiar artifacts and a blur 
component reduced by projection onto the image plane. A comprehen
sive 3D assessment of temporal MTF and motion blur should be inves
tigated to understand three-dimensional object motions. It was beyond 
the scope of this study. Our measurement method is based on the linear 
systems theory and on the assumption that small changes in the input 
lead to small changes in the output image. The object motion speed must 
be small enough to produce small variations in the images, i.e. only blur. 
High object speed would produce (nonlinear) artifacts that could not be 
characterized using our method. This is a limitation of our method 
which is restrained to blur characterization and excludes the charac
terization of motion artifacts. Fourier-based metrics give a simplified 
linear analysis of CT systems and only give a good estimate of actual 
performance in terms of spatial resolution, noise and also temporal 
resolution. Nevertheless, the temporal resolution measured using the 
moving phantom showed a proportional increase with both the gantry 
rotation speed and collimation width. These results indicate the output 
blur signal was a direct, linear (proportional) function to these two 
acquisition parameters for the range of motion speeds tested in our 

Fig. 9. Detectability index of the NPWE observer model as a function of the object speed for different pitch factors and collimation widths.  
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study. Our choices must be understood as limitations in accuracy and 
future work should therefore be conducted in more realistic settings to 
consider all the complexity of volume and nonlinear object motions. 

5. Conclusion 

This work introduced and systematically assessed a new method for 
evaluating the temporal resolution of CT protocols. As figure of merit the 
detectability index in a NPWE model observer was extended to char
acterize the temporal performance of CT protocols. It could quantify the 
deleterious effect of motion blur on detection performance as a function 
of object speed and showed the importance of considering temporal 
resolution when attempting to characterize the detection performance 
of the imaging protocols. On the two modern CT systems tested in our 
study, a faster rotation speed, a higher helical pitch or larger collimation 
width all improved the temporal resolution without jeopardizing the in- 
plane resolution and noise nor the longitudinal resolution. However, 
special attention should be paid to overbeaming when using large pitch 
factors and collimations for short scan lengths. The consideration of 
these elements associated to the method proposed in this study can be 
used for benchmarking CT protocols which require high image quality 
and high temporal resolution. 
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Toward a comparison and an optimization of CT protocols using new metrics of 
dose and image quality part I: prediction of human observers using a model 
observer for detection and discrimination tasks in low-dose CT images in various 
scanning conditions. Phys Med Biol 2021;66:115003. https://doi.org/10.1088/ 
1361.6560/abfad8. 

[38] Xue P, Wilson DL. Detection of moving objects in pulsed-x-ray fluoroscopy. J Opt 
Soc Am A 1998;15:375–88. https://doi.org/10.1364/josaa.15.000375. 

[39] Wilson DL, Jabri KN, Aufrichtig R. Perception of temporally filtered X-ray 
fluoroscopy images. IEEE Trans Med Imaging 1999;18:22–31. https://doi.org/ 
10.1109/42.750250. 

P. Monnin et al.                                                                                                                                                                                                                                 

https://doi.org/10.1148/rg.2016160079
https://doi.org/10.1148/rg.2016160079
https://doi.org/10.1118/1.3397460
https://doi.org/10.1148/rg.275075045
https://doi.org/10.3348/kjr.2002.3.1.49
https://doi.org/10.3348/kjr.2002.3.1.49
https://doi.org/10.1097/00004728-200303000-00001
https://doi.org/10.1016/j.jcct.2009.02.008
https://doi.org/10.1016/j.jcct.2009.02.008
https://doi.org/10.1097/rli.0b013e3181f33b1d
https://doi.org/10.1097/rli.0b013e3181f33b1d
https://doi.org/10.1118/1.3460318
https://doi.org/10.1118/1.3259739
https://doi.org/10.1118/1.3259739
https://doi.org/10.1016/j.ejmp.2020.10.014
https://doi.org/10.1016/j.ejrad.2013.05.003
https://doi.org/10.1002/mp.13949
https://doi.org/10.1002/mp.13949
https://doi.org/10.1118/1.598951
https://doi.org/10.1118/1.2826559
https://doi.org/10.1016/j.ejmp.2015.02.012
https://doi.org/10.1016/j.ejmp.2015.02.012
https://doi.org/10.1016/j.ejmp.2016.02.015
https://doi.org/10.1148/radiol.2482072173
https://doi.org/10.1148/radiol.2482072173
https://doi.org/10.1007/s12194-017-0436-z
https://doi.org/10.1118/1.4725171
https://doi.org/10.1118/1.4725171
https://doi.org/10.1016/j.ejmp.2015.08.007
https://doi.org/10.1038/s41598-018-36045-4
https://doi.org/10.1118/1.598165
https://doi.org/10.1088/0031-9155/61/5/2083
https://doi.org/10.1002/mp.16313
https://doi.org/10.1088/1361-6560/ac3c15
https://doi.org/10.1118/1.1796131
https://doi.org/10.1118/1.2188819
https://doi.org/10.1088/0031-9155/52/14/002
https://doi.org/10.1088/0031-9155/52/14/002
https://doi.org/10.1118/1.3560428
https://doi.org/10.1118/1.3560428
https://doi.org/10.1118/1.4883816
https://doi.org/10.1016/j.zemedi.2021.01.004
https://doi.org/10.1016/j.zemedi.2021.01.004
https://doi.org/10.1364/josaa.11.001237
https://doi.org/10.1364/josaa.11.001237
https://doi.org/10.1118/1.2150777
https://doi.org/10.1117/1.JMI.3.3.035506
https://doi.org/10.1148/radiol.2451061791
https://doi.org/10.1148/radiol.2451061791
https://doi.org/10.1007/s00330-021-08185-1
https://doi.org/10.1007/s00330-021-08185-1
https://doi.org/10.1088/1361.6560/abfad8
https://doi.org/10.1088/1361.6560/abfad8
https://doi.org/10.1364/josaa.15.000375
https://doi.org/10.1109/42.750250
https://doi.org/10.1109/42.750250


Physica Medica 120 (2024) 103337

12

[40] Chen B, Christianson O, Wilson JM, Samei E. Assessment of volumetric noise and 
resolution performance for linear and nonlinear CT reconstruction methods. Med 
Phys 2014;41. https://doi.org/10.1118/1.4881519. 071909–1-12. 

[41] Crawford CR, King KF. Computed tomography scanning with simultaneous patient 
translation. Med Phys 1990;17:967–82. https://doi.org/10.1118/1.596464. 

[42] Hu H, Fox SH. The effect of helical pitch and beam collimation on the lesion 
contrast and slice profile in helical CT imaging. Med Phys 1996;23:1943–54. 
https://doi.org/10.1118/1.597774. 

[43] Klingenbeck-Regn K, Schaller S, Flohr T, Ohnesorge B, Kopp AF, Baum U. 
Subsecond multi-slice computed tomography: basics and applications. Eur J Radiol 
1999;31:110–24. https://doi.org/10.1016/S0720-048X(99)00086-8. 

[44] Schaller S, Flohr T, Klingenbeck K, Krause J, Fuchs T, Kalender WA. Spiral 
interpolation algorithm for multislice spiral CT – Part I: theory. IEEE Trans Med 
Imaging 2000;19:822–34. https://doi.org/10.1109/42.887832. 

[45] Fuchs T, Krause J, Schaller S, Flohr T, Kalender WA. Spiral interpolation algorithm 
for multislice spiral CT – Part II: measurement and evaluation of slice sensitivity 
profiles and noise at a clinical multislice system. IEEE Trans Med Imaging 2000;19: 
835–47. https://doi.org/10.1109/42.887833. 

[46] Flohr TG, Stierstorfer K, Ulzeihmer S, Bruder S, Primak AN, McCollough CH. Image 
reconstruction and image quality evaluation for a 64-slice CT scanner with z-flying 
focal spot. Med Phys 2005;32:2536–47. https://doi.org/10.1118/1.1949787. 

[47] La Rivière PJ, Pan X. Pitch dependence of longitudinal sampling and aliasing 
effects in multi-slice helical computed tomography (CT). Phys Med Biol 2002;47: 
2797–810. https://doi.org/10.1088/0031-9155/47/15/318. 

[48] Bricault I, Ferretti G. A general tool for the evaluation of spiral CT interpolation 
algorithms: revisiting the effect of pitch in multislice CT. IEEE Trans Med Imaging 
2005;24:58–69. https://doi.org/10.1109/tmi.2004.837793. 

[49] Merzan D, Nowik P, Poludniowski G, Bujila R. Evaluating the impact of scan 
settings on automatic tube current modulation in CT using a novel phantom. Br J 
Radiol 2017;90:20160308. https://doi.org/10.1259/bjr.20160308. 

[50] Yang K, Li Z, Li X, Liu B. Characterization of dynamic collimation mechanisms for 
helical CT scans with direct measurements. Phys Med Biol 2019;64:215006. 
https://doi.org/10.1088/1361-6560/ab3eaa. 

[51] Keall PJ, Mageras GS, Balter JM, Emery RS, Forster KM, Jiang SB, et al. The 
management of respiratory motion in radiation oncology report of AAPM task 
group 76. Med Phys 2006;33:3874–900. https://doi.org/10.1118/1.2349696. 

[52] Yoganathan SA, Maria Dias KJ, Agarwal A, Kumar S. Magnitude, impact and 
management of respiration-induced target motion in radiotherapy treatment: a 
comprehensive review. J Med Phys 2017;42:101–15. https://doi.org/10.4103/ 
jmp.JMP_22_17. 

P. Monnin et al.                                                                                                                                                                                                                                 

https://doi.org/10.1118/1.4881519
https://doi.org/10.1118/1.596464
https://doi.org/10.1118/1.597774
https://doi.org/10.1016/S0720-048X(99)00086-8
https://doi.org/10.1109/42.887832
https://doi.org/10.1109/42.887833
https://doi.org/10.1118/1.1949787
https://doi.org/10.1088/0031-9155/47/15/318
https://doi.org/10.1109/tmi.2004.837793
https://doi.org/10.1259/bjr.20160308
https://doi.org/10.1088/1361-6560/ab3eaa
https://doi.org/10.1118/1.2349696
https://doi.org/10.4103/jmp.JMP_22_17
https://doi.org/10.4103/jmp.JMP_22_17

	Assessment of temporal resolution and detectability of moving objects in CT: A task-based image quality study
	1 Introduction
	2 Material and methods
	2.1 Data acquisition
	2.2 In-plane and longitudinal resolution
	2.3 Temporal resolution
	2.4 Noise power spectra (NPS)
	2.5 Detectability index

	3 Results
	3.1 In-plane and longitudinal spatial resolution
	3.2 Temporal resolution
	3.3 In-plane noise power spectra (NPS)
	3.4 Detectability index

	4 Discussion
	5 Conclusion
	Declaration of competing interest
	References


