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Centimeter-scale mapping of phototrophic biofilms in glacial 
forefields using visible band ratios and UAV imagery
Matteo Roncoroni a, Davide Mancini a, Tyler J. Kohler b, Floreana Miesena, 
Mattia Gianinia, Tom J. Battinb and Stuart N. Lane a

aInstitute of Earth Surface Dynamics, University of Lausanne, UNIL Mouline, Lausanne, Switzerland; bRiver 
Ecosystems Laboratory, Alpine and Polar Environmental Research Center Ecole Polytechnique Fédérale de 
Lausanne (EPFL), Lausanne, Switzerland

ABSTRACT
Microbial biofilms have received great attention in the last few dec-
ades from both aquatic ecologists and biogeomorphologists. Most 
recently, this has focused on mapping biofilms to understand their 
spatial distributions and ecosystem services. Such studies often 
involve the use of satellite imagery, which typically provides large 
temporal and spatial scales and wide-range spectral information. 
Although satellites have the advantage of multi- and hyper-spectral 
sensors, images often have low spatial resolution that limits their use 
in river studies, where both rivers are narrower and stream processes 
occur at resolutions smaller than the footprint of satellite sensors. 
Spatial resolution is sensor quality dependent but also controlled by 
sensor elevation above the ground. Hence, high resolutions can be 
achieved either by using a very expensive sensor or by decreasing the 
distance between the target area and the sensor itself. To date, sensor 
technology has advanced to a point where multi- or even hyper- 
spectral cameras can be easily carried out by an Uncrewed Aerial 
Vehicle (UAV) at unprecedented spatial resolutions. Where such sen-
sors have high spectral resolution, they are often prohibitively expen-
sive, especially as their use in extreme environments such as glacial 
forefields risks UAV damage. In this paper, we test the performance of 
visible band ratios in mapping biofilms in an Alpine glacier forefield 
characterized by a well-developed and heterogeneous stream eco-
system but using a low-cost UAV. The paper shows that low-cost and 
consumer grade UAVs can be easily deployed in such extreme envir-
onments, delivering both quality RGB images for photogrammetric 
(SfM-MVS) processing and sufficient spectral information for benthic 
biofilm mapping at high temporal and spatial resolution.

HIGHLIGHTS
● RGB cameras are an alternative to expensive multi- or hyper- 

spectral cameras.
● Phototrophic biofilms can be detected and mapped through 

visible band ratios.
● High-temporal and high-resolution imagery can be collected by 

consumer-grade UAVs.
● Biofilm presence is restricted to stable and water-fed terraces in 

summer.
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1. Introduction

Biofilms are surface-attached microbial communities (Costerton et al., 1995) encapsulated 
in an extracellular polymeric matrix (Flemming and Wingender, 2010). The biofilm mode 
of life has been shown to be ubiquitous and highly adapted to primary colonization in 
aquatic environments (Flemming and Wuertz, 2019). In streams and rivers, benthic 
biofilms are involved in ecosystem processes (Battin et al., 2003, 2016) including nutrient 
uptake and recycling and carbon fluxes, and serve as the base of the food web. Biofilms 
may also stabilize fine sediments (Neumeier et al.,2006; Gerbersdorf et al., 2009; Fang et al. 
2014; Gerbersdorf and Wieprecht, 2015), even at large spatial scales (e.g. in estuaries; 
Brückner et al., 2021), thereby reducing vertical infiltration and supporting plant devel-
opment in water-stressed environments (Miller and Lane, 2019; Roncoroni et al., 2019). 
Accordingly, several papers have argued that benthic biofilms should be included in the 
list of ecosystem engineers (sensu Jones et al., 1994) due to their capacity for modifying 
the physical state of biotic and/or abiotic materials for the benefit of other organisms 
(Gerbersdorf et al., 2008; Gerbersdorf et al.,2009; Roncoroni et al., 2019).

In recent years, research has mapped benthic biofilms to understand their spatial 
distributions (e.g. Méléder et al., 2003) and/or to determine their biomass (e.g. Combe 
et al., 2005). This is often possible due to the different spectral signatures of benthic 
biofilms, including photosynthetically active pigments (e.g. chlorophyll-a), compared to 
uncolonized substrates (Benyoucef et al., 2014; Salvatore et al., 2020). Such studies usually 
involve satellite or airborne imagery, which is excellent for large spatial scales and can 
provide a wide range of spectral information (e.g. by using multi- and hyper-spectral 
sensors).

For example, Méléder et al. (2003) mapped the presence of benthic biofilms for 
Bourgneuf Bay (France) between 1986 and 1998 with the Normalized Difference 
Vegetation Index (NDVI; Tucker, 1979) calculated from multi-spectral satellite imagery. 
The authors found that biofilms had a specific NDVI range that allows discrimination from 
the uncolonized substrata but also from macro-algae. In the same way, Benyoucef et al. 
(2014) investigated the inter-annual distribution of benthic biofilms in the Loire estuary 
(France) between 1991 and 2009 and found that the NDVI derived from multi-spectral 
imagery was efficient for mapping purposes at the large scale. Both studies reported that 
the spatial resolution of their imagery (typically 20 × 20 m) was too coarse to measure 
high-resolution spatial variations in biofilm distribution, which may extend down to the 
centimetre-scale (Méléder et al., 2003; Benyoucef et al., 2014). More recently, Salvatore 
et al. (2020) and Power et al. (2020) used high-resolution satellite-based NDVI to identify 
the inter-annual and intra-seasonal distribution of photosynthetically active biofilms in 
the Fryxell basin, Antarctica. Both studies confirmed the efficiency of the NDVI in mapping 
biofilms, and Power et al. (2020) went even further by estimating the microbial mat 
biomass of the Fryxell basin.

Combe et al. (2005) estimated biofilm biomass and mapped biofilm distribution within 
Bourgneuf Bay using airborne hyper-spectral imagery. These authors found that this 
produced more reliable results than the multi-spectral imagery used by Méléder et al. 
(2003), primarily due to the increased spectral resolution of the sensor. Kazemipour et al. 
(2012) and Launeau et al. (2018) used hyper-spectral data to discriminate the main 
assemblages of benthic biofilms (e.g. diatom, cyanobacteria, etc.), and their biomass, 
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from the hyper-spectral datasets of Bourgneuf Bay. In both studies, discrimination was 
possible due to prior knowledge of the spectral response of the key biofilm assemblages 
(Kazemipour et al., 2012; Launeau et al., 2018).

The use of airborne sensors in the previous studies, rather than satellites, produced 
high spatial resolution datasets ranging from 5 × 5 m in Combe et al. (2005) to 0.7x0.7 m in 
Launeau et al. (2018). However, such spatial resolutions were at the expense of temporal 
ones, and in Combe et al. (2005), Kazemipour et al. (2012) and Launeau et al. (2018), the 
study zones were imaged only once or twice. In the presence of sharp environmental 
gradients, a higher spatial resolution may be a critical requirement. Indeed, higher 
resolution datasets, although sometimes more limited in spatial extent, may reduce the 
occurrence of spectral mixing (see Bioucas-Dias et al., 2013) and improve mapping 
accuracy and precision.

In stream studies, there is the need for sub-metre resolution datasets to appreciate 
stream processes (e.g. Carbonneau et al., 2004; Marcus and Fonstad, 2008; Woodget et al., 
2015; Woodget and Austrums, 2017). Here, habitat gradients can occur over just a few 
centimetres to metres such as in actively braiding rivers. Here, the environments most 
conducive to biofilm development are commonly more stable secondary channels that 
may be only a few metres or less in width. Therein, centimetre-resolution data may be 
desirable and/or necessary because abiotic or biotic features can occur in or vary within 
very few centimetres of the channel.

Although spatial resolution is typically sensor-quality dependent, it is also controlled 
by the difference in elevation between the sensor and the ground (Westoby et al., 2012). 
Hence, high spatial resolution can be achieved either by using a very expensive sensor like 
those on board satellites/aircrafts or by decreasing the distance between the target area 
and the sensor itself. To date, sensor technology has advanced to a point where minia-
turized multi- or even hyper-spectral surveys may be carried out by an uncrewed aerial 
vehicle (UAV), yielding wide-ranging spectral information at unprecedented spatial and 
temporal resolutions. For instance, (Harrison et al. 2020) used an UAV to collect hyper- 
spectral information for a 275-m-long reach of the American River in California (USA) and, 
amongst other techniques, used a biofilm-related chlorophyll-a map at 0.15 m resolution 
as a proxy to detect fall-run Chinook salmon (Oncorhynchus tshawytscha) spawning 
grounds. To our knowledge, benthic biofilm distribution and/or biomass has never 
been estimated from UAV-based multi-spectral imagery, and studies involving those 
sensors have focused upon algal bloom studies (see Kislik et al., 2018), trophic state 
monitoring (Su and Chou 2015), and aquatic vegetation mapping (Chabot et al., 2018; 
Song and Park, 2020; Taddia et al., 2020).

In this study, we assess the extent to which low-cost UAVs with integrated RGB cameras 
can be a cost-effective alternative to multi- or hyper-spectral devices in mapping benthic 
biofilm distributions in extreme environments such as glacial forefields where very high 
(cm) spatial and high (daily to weekly) temporal resolution is required. Although RGB 
sensors have a very low spectral resolution (the three visible bands, namely, red, green 
and blue), it should be possible to map benthic biofilms in shallow and clear channels 
based on these bands as compared to the un-colonized substrata (Benyoucef et al., 2014). 
This is partially confirmed by the studies of Xu et al. (2018) who were able to map green 
algal tides with visible band ratios, Flynn and Chapra (2014) who mapped submerged 
vegetation with statistical analysis of RGB images, and by Kislik et al. (2020) that mapped 
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filamentous algae by applying a supervised classification to their RGB images. The use of 
low-cost UAVs allows the costs of repeated mapping to be lowered and the financial 
consequences of sensor loss to be reduced.

We test the use of UAV-based and high-frequency RGB image acquisition with 
Structure-from-Motion Multiview-Stereo (SfM-MVS) photogrammetry (Westoby et al., 
2012; Fonstad et al., 2013; Tamminga et al., 2015; Woodget et al., 2015; James et al., 
2017, 2020; Dietrich, 2017; Roncoroni and Lane, 2019; Lane et al., 2020) to generate a high- 
resolution orthomosaic time series over a 5-month period of an Alpine glacier forefield 
characterized by a well-developed and heterogeneous stream ecosystem. We assess the 
performances of orthomosaic-derived visible band ratios and logistic models in mapping 
benthic biofilm distributions at high spatial and temporal resolutions. Aware that visible 
bands and ratios between them have limited capabilities in segmenting features based on 
their spectral response, we demonstrate that when basic mapping, but at high frequency, 
is necessary there is no need for expensive sensors.

2. Methods

2.1. Study site

The forefield of the Glacier d’Otemma is situated in Val de Bagnes (Valais, Switzerland) 
(Figure 1). The forefield has formed since the early 2000s in response to retreat of the 
Glacier d’Otemma, which has retreated at an average of 50 m per year (Mancini and Lane, 
2020). The resultant fluvial braidplain is approximately 900 m long and 150 m wide and 
characterized by a well-developed floodplain drained by a complex and heterogeneous 
kryal, krenal and rhithral stream system. The braidplain is active and continuously 

Figure 1. Forefield of the Glacier d’Otemma (Valais, Switzerland); Orthomosaic (a) and digital elevation 
model (b) of the study zone.
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reworked during the melt-season (Mancini and Lane, 2020), typically constraining pioneer 
vegetation and benthic biofilms to the right-side terraces until rates of morphodynamic 
activity decline in the autumn.

2.2. Image and ground control point acquisition

RGB imagery was collected from late June to early September 2020 on 52 non- 
consecutive days with an additional acquisition date in November 2020. To collect the 
images, we deployed a DJI Phantom 4 Pro quadcopter, which is a well-established UAV 
platform in SfM-MVS photogrammetric studies (James et al., 2020). Relatively low-cost and 
low-weight, the quadcopter allows for pre-programmed flight missions due to its incor-
porated GPS. The integrated RGB camera has a 20 megapixel sensor, mechanical shutter, 
nominal 8.8 mm focal length, and stores images in both JPEG and RAW formats.

The forefield was imaged once or twice per day. Diurnal discharge variation related to 
the melt pattern of the glacier causes extensive inundation of the braidplain during the 
afternoon and evening. Therefore, we focused on the early morning flights (acquired from 
06h30 onwards) for biofilm mapping. We used the freeware Pix4Dcapture (v. 4.8.0) to 
manage flight missions and geometries, and automatically collect images in JPEG format. 
Flight geometries were designed to produce high-precision datasets free of systematic 
error DEMs (following James et al. 2020) for further analyses of the forefield. Each set of 
flights was composed of: i) four grids with the camera looking at nadir (90°), image overlap 
set at 80% and a flight elevation of 80 m; and ii) 7 circular missions with the camera taking 
off-nadir and centre-looking pictures every 6° of the circles and flight elevation of 60 m. To 
ensure continuous mapping, singular grids intersected with each other. Each flight 
session took roughly 3.5 hours to complete and was composed of about 2’000 JPEG 
images. Geometries, flight path dimensions, and camera positions are shown in Figure 2a.

In SfM-MVS photogrammetry, at least three well-scattered Ground Control Points 
(GCPs) are needed to scale, rotate and orientate DEMs and orthomosaics to a real-world 
coordinate system (Fonstad et al., 2013; Woodget et al., 2015). However, research has 
shown that GCPs are needed to improve the solution of the collinearity equations and to 
reduce the occurrence of systematic deformations in DEMs. The number of points needed 
is dependent on the spatial extent of the study site (James and Robson, 2014; James et al., 
2017, 2020). We fixed 77 GCPs across the zone of interest (Figure 2b). We measured the 
GCPs at the beginning and end of the season with a differential GPS (dGPS) Trimble R10, 
and collected their absolute coordinates in the Swiss coordinate system CH1903+ to 
a precision of better than ±0.01 m in the horizontal and ±0.02 m in the vertical. The 
dGPS base station was located at the end of the floodplain and on the top of a bedrock hill 
to maximize the radio communication between the base and the rover. The base was 
corrected into the CH1903+ coordinate system using the fixed monitoring Swiss Federal 
Office for Topography provided via SwiPOS©.

2.3. Image processing and orthomosaic generation

The SfM-MVS photogrammetric processing was undertaken with Agisoft Metashape (v. 
1.5.5) run on a dedicated workstation equipped with an AMD Ryzen 12-core processor 
(3.80 Ghz), 64 Gb RAM, and a GeForce RTX 2080 (8 Gb) graphic card allowing for GPU 
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acceleration. To ensure strong (i.e. free of systematic deformations), reliable and replic-
able SfM-MVS photogrammetric processing within the totality of the datasets we 
followed the framework of James et al. (2017; 2020). Initially, we aligned the images 
of the first dataset (26 June 2020) to generate a sparse point cloud. We then explored 
how the different camera internal parameters (e.g. focal length, four radial and tangen-
tial distortion coefficients, principal point offsets, etc.) in the bundle adjustment influ-
enced the 3D re-shaping of the sparse point cloud. To do so, we first used a Monte Carlo 
framework (James et al., 2017) in which different sets of camera internal parameters, so- 
called camera models (Table 1), were evaluated within the bundle adjustments by using 
a variable selection (but always 50%) of GCPs and 11 prescribed GCP accuracies 
(Table 1). Specifically, for each camera model investigated, we ran 1100 bundle adjust-
ments, corresponding to 100 adjustments with 100 GCP combinations for each pre-
scribed GCP accuracy.

Based on the results of the Monte Carlo simulations, model 3, which includes focal 
length, principal point offset (Cx, Cy), affinity and orthogonality parameters (B1, B2), radial 
(K1, K2, K3) and decentring (P1, P2) distortions, delivered point clouds with the lowest 
probability of producing systematic errors even with the highest prescribed GCP accura-
cies. Second, for each camera model (Table 1) and by using the whole GCP population, we 
reconstructed (namely tie) point covariance maps (James et al., 2020) to detect visually 
systematic deformations in the point clouds. These maps showed the agreement between 
the tie point positions, and we found that model 3 delivered point clouds without any 
spatial structure related to the presence of systematic deformation.

Figure 2. A) Flight geometries, camera positions and flight path dimensions. Image acquisition started 
at Flight zone 1, and take-off points were kept the same or similar throughout the season. b) Ground 
control point locations. Black GCPs were used in processing, while red GCPs were discarded after the 
Monte Carlo analysis. Orthomosaic ©swisstopo.
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We then assessed the quality of the GCPs by using model 3 in 900 bundle adjustments, 
but varying the percentage of GCPs (Table 1) used in each bundle adjustment (James et al., 
2017). Based on the Monte Carlo results, the RMSE of the XYZ components stabilized at 0.02  
m corresponding to the use of 60% of the GCP (n = 46) into the bundle adjustment. However, 
the best 46 GCPs were not spatially well distributed, hence why we retained 52 GCPs (68%) 
and discarded the 25 GCPs showing the highest vertical/horizontal errors (Figure 2b).

The chosen camera model and GCPs were applied in the processing of the remaining 
datasets (n = 53). In addition to this, each sparse point cloud was inspected before the 
bundle adjustment: i) to remove tie points seen by two images only, ii) to remove poorly 
positioned tie points (e.g. beneath the reconstructed surface), and iii) to remove images 
having fewer than 1000 projections in the tie points and error greater than 1 pixel 
(following James et al., 2020). With our workstation configuration and step-wise procedure, 
it took roughly 8 h per dataset to produce results with minimal 3D and optical distortions, 
fully georeferenced DEMs at 20 cm, and orthomosaics at 5 cm spatial resolutions.

2.4. Orthomosaic normalization

Multi-temporal images are often difficult to compare due to non-scene dependent 
changes, such as in sensor or illumination conditions (Schott et al.,1988; Du et al.,2002; 
Song and Woodcock, 2003; Liu et al., 2007; Bao et al., 2012). In our case, the sensor was the 
same throughout the field season (i.e. DJI Phantom 4 Pro’s camera), but illumination 
changed during image acquisition because of differences in cloud coverage or sun 
position (both within the same dataset and between datasets).

The easiest way to deal with this problem is to have a dataset-specific image calibration 
based on individual scenes. Ideally, it would be possible to use one or a subset of scenes to 
produce a general classification rule that could be applied to all scenes. This requires that 
each orthomosaic must have similar signatures, in our case requiring that pixels composing 

Table 1. Summary of the parameters used within the Monte Carlo frame-
work. We evaluated eight camera models found in classic SfM-MVS 
papers (James et al., 2017, 2020), where: f is the focal length, Kn is 
a radial distortion parameter, Pn is a decentring distortion parameter, 
Cx and Cy are principal point offset, Bn is an affinity and orthogonality 
parameter. The prescribed GCP accuracies (m) were chosen to cover 
a wide range of accuracies, from centimetres to metres, and refer to 
accuracies we may expect for each GCP.

Camera internal parameters (i.e. camera models) Reference

Model 1: f, K1 (James et al., 2020)
Model 2: f, K1, P2 (James et al., 2020)
Model 3: f, Cx, Cy, B1, B2, K1, K2, K3, P1, P2 (James et al., 2020)
Model 4. f, Cx, Cy, B1, B2, K1, K2, K3, P1 (James et al., 2020)
Model 5: f, Cx, Cy, K1, K2, K3 (James et al., 2017)
Model 6: f, Cx, Cy, K1, K2, K3, P1, P2 (James et al., 2017)
Model 7: f, Cx, Cy, B1, B2, K1, K2, K3, K4, P1, P2 (James et al., 2017)
Model 8: f (James et al., 2017)

Prescribed GCP accuracies (m) tested within the bundle adjustments

0.001, 0.002, 0.005, 0.01, 0.02, 0.05, 0.10, 0.20, 0.50, 1.00, 2.00

Percentage of GCPs used within the bundle adjustments

10, 20, 30, 40, 50, 60, 70, 80, 90
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non-biotic features (e.g. rocks, sand) should reflect the same quantity (i.e. digital numbers) 
of red, green, and blue bands throughout the measurement period. This is particularly 
important when a common logistic model (i.e. reference) is applied to a visible band ratio. 
To achieve this, we tested scene-to-scene normalization (Schroeder et al., 2006) using 
a relative radiometric normalization, the Pseudo-Invariant-Feature (PIF) method. This 
method aims to correct each image to a reference by applying a linear model on pixels 
that should not have experienced any reflectivity change between the two acquisitions 
(Schott, et al., 1988; Du et al.,2002; Bao et al., 2012). Typically, PIFs are artificial objects (e.g. 
roofs, roads, etc.) that do not show seasonal or biological activity with almost constant 
reflectivity through time (Schott et al.,, 1988).

In our study area, there was a lack of artificial objects, and the only ones suitable for 
a traditional PIF normalization were the GCPs scattered on the floodplain, which were black 
and yellow and large enough to allow for single pixel picking. We visually inspected the set of 
orthomosaics, and we selected 45 single pixels within the eight clearest GCPs. Furthermore, 
we sampled an additional 37 single pixels of pure and constant-through-time dry sand and/or 
sediment to complete the PIF population (n = 82). After several attempts, we found that 82 
PIFs provided a good trade-off between normalization quality and processing time. We also 
decided to use single pixels instead of averaging groups because of the important sub- 
decimetre variation in pixel colours. To cope with changes in light conditions and sun position, 
through the summer, we divided the dataset into three sub-datasets: i) Group 1, consisting of 
19 datasets spanning from 26 June to 19 July 2020, using 14 July as a reference; ii) Group 2, 
consisting of 22 datasets spanning from 21 July to 21 August 2020, using 26 July as 
a reference; and iii) Group 3, consisting of 11 datasets spanning from 23 August to 
13 September 2020, using 14 July as a reference. Group 3 shared the same reference as 
Group 1, although it is temporally distant because we noted that 14 July had good normal-
ization performances on the images of the third group. The orthomosaic of 5 November 2020 
was treated separately and called Group 4, and due to snow coverage, no correction was 
applied.

Within each group and on a band-by-band basis, we regressed linearly the digital 
numbers of the reference PIFs against the digital numbers of the PIFs of each orthomosaic 
to be normalized. We then applied the three linear models to the totality of the pixels 
composing the single-band (red, green, and blue) orthomosaics to ultimately obtain 
radiometric normalized bands. We assessed the quality of the normalizations by evaluat-
ing the root mean square error (RMSE) of pixel digital numbers before the normalization 
and after as compared with the relevant reference image, as well as by visually inspecting 
how the histograms changed after applying the linear models.

The orthomosaic normalization was performed through a Matlab (R2018a) routine. 
Even though PIF normalization should allow transferability of calibration models for 
biofilm mapping, we decided to also compare results with i) the non-normalized but 
group sorted orthomosaics and ii) a scene-by-scene calibration model.

2.5. Visible band ratios, logistic models, and probability maps

The non-normalized individual scenes and the normalized bands were used to compute 
visible band ratios, which have the advantage of summarizing the information of the 
three visible bands into one. Such ratios have been widely used in vegetation detection or 
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crop studies since the 1970s (e.g. Tucker, 1979; Woebbecke et al., 1995; Kawashima and 
Nakatani, 1998; Meyer et al., 1998; Adamsen et al., 1999; Louhaichi et al., 2001; Gitelson 
et al., 2002; Meyer and Neto, 2008; Saberioon et al., 2014), but also in aquatic studies (Xu 
et al., 2018). Here, we computed eight band ratios (Table 2) and tested their performance 
in mapping biofilms.

To classify the orthomosaics into biofilm distributions across the whole floodplain, we 
first developed training/calibration and validation datasets for each orthomosaic. These 
datasets were based upon the selection of 150 sites at the single pixel level that were 
biofilms and covering the range principal colour assemblages present on the floodplain 
(i.e. red-brown and green). The site selection was straightforward because “glacial” 
biofilms have a distinctive colour compared to the dry or wet un-colonized substrata 
(e.g. grey), and this was clearly distinguishable on the orthomosaics at the spatial resolu-
tions we were using. An additional 150 sites were selected across the floodplain to 
account for the un-colonized substrata. This was the calibration dataset. We then selected 
another set of sites (n = 300, 50% biofilm), using the same criteria but with no overlap with 
the calibration dataset. The biofilm mapping was then based upon training logistical 
models using the calibration dataset.

The outcome of the logistic model was a probability of biofilm being present. For 
validation, we converted the probability (0 to 1) into binary values (0 or 1) by assigning 0 
(not biofilm) to sites with probability <0.5 and 1 (biofilm) to sites with probability >0.5. 
These predictions were combined with the validation to provide confusion matrices (i.e. 
true positive/negative vs. false positive/negative) and hence to assess model performance 
by comparing prediction accuracies, precisions, recalls, F-scores, and Matthews 
Correlation Coefficients (MCC) (Chicco and Jurman 2020).

The logistic models were applied in two ways. First, to understand the optimal choice 
of logistic regression model type (Table 2) we applied each type to the reference images 
(14 July for Groups 1/3 and 20 July for Group 2) and the November image (Group 4). 
Second, having identified an ideal model type, we trained a scene-by-scene model for 
each date to be our reference probability map dataset. This made use of calibration data 
and validation data particular to each scene. This approach is labour-intensive, but it 
avoids the need to make assumptions about the temporal stability of the logistical 
models derived, and no normalization is required. We call these the reference datasets. 
Finally, we applied the calibrated logistic models selected for the two reference images 
to both the raw and the normalized orthomosaics according to the group each 

Table 2. Band ratios tested for benthic biofilm. R, G, and B are non-normalized digital numbers (i.e. R, G, 
and B ranging from 0 to 255); r, g, b are normalized digital numbers (i.e. R, G, and B ranging from 0 to 1).

Name Acronym Formula Source

Chromatic Coordinates of Red RCC R/(R+G+B) Woebbecke et al. (1995)
Normalized Green-Red Difference Index NGRD (g-r)((g+r) Tucker (1979)
Excess Red Vegetation Index ExR 1.4*r-g Mao et al. (2003)
Excess Green Vegetation Index ExG 2*g-r-b Woebbecke et al. (1995)
Green Leaf Index GLI ((G-R)+(G-B))/(G+R+G+B) Louhaichi et al. (2001)
Visible Atmospherically Resistant Index VARI (G-R)/(G+R-B) Gitelson et al. (2002)
Kawashima and Nakatani Index KANA (R-B)/(R+B) Kawashima and Nakatani (1998)
Red Green Ratio Index RGRI R/G Saberioon et al. (2014)
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orthomosaic was in. Moving to calibration based upon a small number of references 
significantly reduces workloads, but makes the analysis more dependent on the relia-
bility of normalization.

We produced three first probability map datasets: i) single – with a different calibration 
model for each scene, the single datasets; ii) raw – using the Group 1/3 and Group 2 
reference calibration models and applied to non-normalized imagery; and iii) normalized – 
as per (ii) but using normalized imagery. All logistic regressions, validations, statistics and 
probability maps were performed in Matlab (R2018a).

2.6. Micro-topography shadow modelling

The effect of the floodplain micro-topography on shading and hence on the probability 
map quality was also investigated. We avoided exploring the shadowing effect of the 
surrounding peaks because, when present, it only affected the very upstream part of the 
study zone. We also did not develop a physically based treatment of the shadowing 
effect caused by clouds because of a lack of cloud cover data to include in a model. The 
micro-topography shadowing effect was, to varying degrees, always present and it was 
caused either by large boulders or by steep river banks. Normalization could not correct 
for this.

We modelled the micro-topography shadow by applying to our DEMs a potential solar 
radiation model (Kumar et al., 1997). The model accounts for the acquisition time and date 
(in our case the start and end of each UAV survey), the local topography using our DEMs, 
and latitude of the study zone, and it models the potential solar radiation in W/m2 

received during the selected period. Shadows were easily identified due to their low 
solar radiation, and subsequently masked binarily to exclude those pixels from being 
mapped in our probability maps. A new set of probabilistic maps was generated from the 
previous three datasets, and they are called single-shadow, raw-shadow, and normalized- 
shadow.

2.7. Occupation maps and noise assessment

Each scene produced a map showing the probability of biofilm occurrence. To understand 
how biofilms develop through time, we calculated the cumulative presence (in days) of 
biofilm in each pixel of the study zone, which we call an occupation map. In doing so, we 
excluded the probability map of November because of the significant time since the last 
summer acquisition date (September 13). To produce the occupation maps, we firstly 
converted the pixel probability in binary classification by assigning 0 to pixels with prob-
ability <0.5 and 1 to pixels with probability >0.5. We then multiplied each binary map by 
a scalar representing the time-lag between two given acquisition dates (i.e. time-lag: [tn +1 - 
tn-1]/2), and finally summed up the results to obtain the occupation (0–80 days) that biofilm 
was present in each pixel. Occupation calculations were performed in Matlab (R2018a), but 
maps were then exported in.ascii-format and converted into a suitable format (.tiff) for 
ArcMap (v. 10.5.1). In the GIS environment, we masked the study zone to exclude the 
vegetated edges, the sparse pioneer species across the floodplain, and the GCPs.
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These occupation maps are of significance for understanding biofilms because the 
duration of occupation likely influences the duration and intensity of ecosystem engi-
neering that the biofilm can perform. Thus, to understand how sensitive occupation maps 
are to normalization and shadow correction, we take the single scene accumulation map 
without shadow correction as a reference. We then compare the generated maps: i) using 
the single scenes, shadow corrected; ii) the reference models applied to the raw scenes, 
shadow uncorrected and corrected; and iii) the reference models applied to the normal-
ized scenes, shadow uncorrected and corrected to this reference. We call these compar-
isons Occupations of Difference (OoD).

We also attempted to calculate noise in the occupation maps. First, in this kind of 
environment, biofilms may form rapidly, over the order of days, but also be destroyed rapidly 
such as by a lateral shift in the river channel. This would produce a run of time periods where 
biofilm are present followed by, if destroyed, a run of time periods where biofilms are absent 
until conditions again allow biofilm development. Noise would then interrupt these runs until, 
in the ultimate extreme, the biofilm present-absent time series is completely random. To 
assess this, we undertook a run test to lower the probability, for each pixel, that an occupation 
map is based upon non-randomly distributed presence-absence through time. The lower the 
p-value    the less a pixel is affected by noise and the more likely that the occupation is 
reflecting true biofilm growth and destruction. We call this the occupancy noise map and we 
calculated it for single, raw, and normalized datasets with and without shadow.

We then created a new set of occupation maps in which we used the occupancy noise 
maps to exclude occupation pixels that had less than 95% (p < 0.05) probability of 
reflecting true biofilm dynamics in a given dataset.

3. Results

3.1. Identification of logistic regression model type

3.1.1. Groups 1 and 3
The band ratios derived from the orthomosaic for 14 July 2020 were used to train 8 logistic 
models. The NGRD-, ExG-, GLI-, VARI-, and RGRI-derived models struggled to find 
a substantial separation between pixels with or without biofilms (see supplementary 
information). The ExR-derived model behaved slightly better compared to the previous 
ones, whilst the RCC-, and KANA-derived models were able to find a more consistent 
spectral separation (see supplementary information).

Table 3 shows the validation results based upon sites not used to train these previous 
models. Not surprisingly, models with a poor separation between biotic and abiotic pixel 
values during training underperformed (e.g. ExG and GLI, Table 3). To differing degrees, 
RCC, NGRD, ExR, VARI, and RGRI performed well when validated, but KANA produced the 
best validation results and was therefore selected as the model to map biofilm distribu-
tions for groups 1 and 3.

3.1.2. Group 2
The eight models trained for 26 July did not significantly differ from the models of groups 
1 and 3 (see supplementary information). Findings between groups are consistent: NGRD-, 
ExG-, GLI-, VARI-, and RGRI-derived models were again not able to substantially separate 
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biotic and abiotic pixels. The ExR-derived model was slightly better, but the RCC- and 
KANA-derived models were the best at finding the natural boundaries between abiotic 
and biotic pixels (see supplementary information).

As expected, the validation (Table 4) results for 26 July followed those for 14 July. The 
ExG- and GLI-derived models underperformed compared to the others, while the NGRD, 
VARI, and RGRI models were overall acceptable. The ExR-derived model was excellent, but 
still slightly worse than the RCC- and KANA-derived models. The RCC- and KANA-derived 
models showed equal performances, but we selected the KANA model to be consistent 
with groups 1 and 3.

3.1.3. Group 4
Overall, the models for the November mosaic behaved in a similar way to the July 
datasets, with the NGRD-, ExG-, GLI-, VARI-, and RGRI-derived models still being unable 
to find a substantial boundary between abiotic and biotic pixels. ExR-, RCC-, and KANA- 
derived models found more obvious separations (see supplementary information).

Validation results (Table 5) did not differ significantly from July results, with ExG- and 
GLI-derived models having the lowest performances within the band ratios. NGRD-, VARI-, 
and RGRI-derived models performed slightly better in comparison with the July datasets, 
while the KANA-derived model performed slightly worse. In this case, the RCC models had 
a better performance compared to the KANA model, but the difference was small (1% in 
recall); therefore, we kept the KANA-derived model as with the previous groups such that 
our methodology is consistent.

Based on these results, the KANA-derived model was selected as the type of logistical 
regression for the subsequent analyses.

Table 3. Logistic regression coefficients and performances of the selected index-derived binary 
classifications for groups 1 and 3.

β0 β1 Accuracy Precision Recall F1 MCC

RCC −129.13 361.94 0.98 0.99 0.97 0.98 0.97
NGRD −4.36 −168.65 0.89 0.93 0.84 0.88 0.85
ExR −35.83 221.51 0.94 0.96 0.91 0.94 0.92
ExG −0.30 35.64 0.69 0.70 0.68 0.69 0.47
GLI −0.30 47.87 0.69 0.70 0.68 0.69 0.47
VARI −4.05 −88.96 0.86 0.91 0.80 0.85 0.80
KANA −8.12 107.63 0.98 0.99 0.97 0.98 0.98
RGRI −84.34 80.06 0.89 0.93 0.84 0.88 0.85

Table 4. Logistic regression coefficients and performances of the selected index-derived binary 
classifications for group 2.

β0 β1 Accuracy Precision Recall F1 MCC

RCC −528.58 1447.96 0.99 0.97 1.00 0.99 0.97
NGRD −3.38 −99.10 0.95 0.91 0.99 0.95 0.91
ExR −28.27 163.54 0.98 0.97 1.00 0.98 0.97
ExG −2.04 87.34 0.86 0.94 0.77 0.85 0.81
GLI −2.06 118.35 0.86 0.94 0.77 0.85 0.81
VARI −2.88 −53.27 0.91 0.86 0.99 0.92 0.84
KANA −27.84 280.36 0.99 0.97 1.00 0.99 0.97
RGRI −49.29 46.01 0.96 0.93 0.99 0.96 0.92
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3.2. Orthomosaic normalization

Figure 3 shows the digital number RMSE by band for each non-reference orthomosaic, 
both before and after normalization and in comparison with the relevant reference one 
(14 July for Group 1 and Group 3 datasets; 26 July for Group 2 datasets). The normalization 
behaved similarly between the bands.

Group 1 (26 June to 19 July or Julian day 178 to 201) showed a generalized important 
RMSE reduction, particularly on the red (x=-28.8%; σ = 12.9) and blue (x=-32.5%; σ=±15.6) 
bands as compared to the green one (x=-24%; σ=±10.2). Group 2 (21 July to 21 August or 
Julian day 203 to 234) had a tendency towards improvement (red band: x=-13.2%; σ= 
±10.6; green band: x=-13.6%; σ=±9.7; blue band: x=-19.9%; σ=±14.5), but RMSE reduction 
was variable within the orthomosaics. Dates closer to the group 2 to 3 transition profited 
from a RMSE reduction through the normalization, but RMSEs still remained high (espe-
cially within the blue band). Dates closer to the group 1 to 2 transition had lower RMSEs 
before the normalization, and only a limited improvement was observed afterwards. 
Group 3 (23 August to 13 September or Julian day 236 to 256) had RMSEs <20 DNs before 
normalization (except 3 August), and the normalization was not particularly effective and 
the RMSE reduction was generally small. We observed a RMSE reduction of 14.3% (σ= 
±12.5) for the red band, of 9.3% (σ=±8.3) for the green band and of 9.9% (σ=±8.3) for the 
blue band.

Table 5. Performances of the selected index-derived binary classifications for group 4.
β0 β1 Accuracy Precision Recall F1 MCC

RCC −61.54 171.01 0.98 0.99 0.98 0.98 0.98
NGRD −1.85 −96.32 0.98 0.99 0.97 0.98 0.97
ExR −18.76 120.81 0.98 0.99 0.97 0.98 0.97
ExG −2.25 39.01 0.74 0.73 0.77 0.75 0.55
GLI −2.28 53.68 0.74 0.73 0.77 0.75 0.55
VARI −1.79 −58.11 0.98 0.99 0.97 0.98 0.97
KANA −6.48 60.42 0.98 0.99 0.97 0.98 0.98
RGRI −46.01 44.21 0.98 0.99 0.97 0.98 0.97

Figure 3. Digital Numbers (DNs) related RMSE of the pixels composing the non-reference images 
before and after normalization in comparison with their relevant reference orthomosaics for the red 
band, the green band and the blue band. Dates are in Julian days.
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The generalized RMSE reductions resulted from applying the specific band-by- 
band linear models to normalize the DNs of the non-reference orthomosaics such 
that they are closer to those of the reference ones. In some cases, however, the 
RMSEs did not decrease to low magnitudes or decreased differently between the 
bands, and this translated into poorly normalized orthomosaics. The orthomosaic of 
19 August (Figure 4) is an example of a poor normalization. The PIF points of the red 
and green bands were highly dispersed (resulting in poor R2) and most of them 
deviated towards the brighter side of the colour tone (i.e. left of the 1:1 line) before 
applying the models. As expected, their corresponding models sat on the brighter 
side of the colour tone (y-intercepts of >50 and slopes of roughly 0.8). The blue band 
was slightly better and the PIF points less dispersed (R2 = 0.9). The blue model had 
better y-intercept and slope compared to the previous two bands, but tones with 
DNs >125 were translated into brighter tones whilst tones with DNs <125 into darker 
ones. The poor models then translated into a poorly normalized orthomosaic 
(Figure 4b), with an unnatural colour grading and very different as compared to 
the reference image. This is also visible from the histogram of the normalized 
orthomosaic (Figure 4b), with the blue band that lost some information while the 
red and green bands gained counts in the bright tail of the histogram. Overall, the 
orthomosaic was brighter and green tones were enhanced.

The 7 July orthomosaic (Figure 5) is, in contrast, an example of a good normal-
ization. The band-related RMSE magnitudness were low before the normalization 
(±10–13 DNs) and the PIF points well-aligned. The linear models showed high R2, 
slopes of 0.9 and y-intercepts ranging from 19.21 to 24.29 (Figure 5a). Such slopes and 
y-intercepts enhanced the brightness of the bands, slightly attenuating the dark 
tones. As a response, the left tail of the histogram (i.e. the darker tones) of the 
normalized orthomosaic (Figure 5) was reduced, eventually resembling the master 
histogram.

An example of an excellent PIF normalization is shown for 30 July (Figure 6). Compared 
to the previous two orthomosaics, in this case the band RMSE magnitudes were already 
low (<9 DNs) before the normalization and the PIF points were well aligned. As a result, 
the linear models had very high R2, slopes close to 1 and y-intercepts close to 0 (Figure 6a). 
For these reasons, the application of such models should have provided the best normal-
ization possible for this orthomosaic (Figure 6b), even though pre-normalization differ-
ences were already very low. A comprehensive summary of the normalization 
performances, including slopes and y-intercepts for each model, can be found in the 
supplementary information for this paper.

3.3. Quantitative evaluation of the PIF normalization

We compared the performances of the PIF normalization models (i.e. normalized) with the 
performances of the raw mosaics (Figure 7a). We also evaluated the normalized 
(Figure 7b) and raw (Figure 7c) mosaics in comparison to the single calibrations.

Overall, using the reference models (14 July 2026 July) on the raw and normalized mosaics 
for other dates produced good results (Figure 7a). Surprisingly, the raw datasets had 
a substantially better performance than the normalized ones. Performance deterioration 
was more severe in Group 2 as compared to the less divergent Groups 1 and 3. When 
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compared to the single models, the normalized dataset (Figure 7b) had a clearly poorer 
performance, and this was accentuated in Group 1 and notably Group 2, reflecting the 
difficulties encountered during the PIF normalization. The raw datasets (Figure 7c) were 
more similar to the single models, and even better in some cases. Interestingly, Group 2 
datasets produced better results, reflecting again that normalization could lead to model 
deterioration.

Figure 4. Example (19 August, Group 2) of a poor PIF normalization. a) Linear models and correspond-
ing R2; b) Comparison between reference image (26 July), non-normalized orthomosaic (non- 
reference) and normalized one.
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3.4. Shadow model

An example of the micro-topography model and the subsequent biofilm presence/ 
absence masking is presented in Figure 8. Moving water in glacial channels often created 
artefacts in the DEMs, and those in turn created micro-relief at the resolution we used, and 
hence shadows. Unlike true micro-topography shadows, such zones had a minimal effect 
on the shadow masks, since they were located on the surface of moving glacial water, i.e. 
where biofilms did not develop. Biofilm probability maps were binarized (Figure 8d) 

Figure 5. Example (7 July, Group 1) of a good PIF normalization. a) Linear models and corresponding 
R2; b) Comparison between reference image (i.e. 14 July), non-normalized orthomosaic (non- 
reference) and normalized one.
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before being used as input in the occupation map calculations, but we also explored how 
biofilm presence/absence changed if micro-topography shadow areas were excluded 
from being mapped (Figure 8e). True micro-topography shadows were typically restricted 
to banks and boulders (Figure 8c). Removing micro-topography caused shadows did 
indeed remove zones mapped as biofilms. However, there were also some examples of 
micro-relief where biofilms were present in zones of shadow, notably around small 
boulders.

Figure 6. Example (30 July, Group 2) of an excellent PIF normalization. a) Linear models and 
corresponding R2; b) Comparison between reference image (i.e. 26 July), non-normalized orthomosaic 
before correction and normalized one.
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Figure 7. A) Comparison between normalized and raw performances, b) normalized and single 
performances, and c) raw and single performances.
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3.5. Evaluation of the resultant biofilm maps

Occupation maps for the single, raw and normalized, with and without accounting for 
micro-topography shadow, are shown in Figure 9. Qualitatively, results tend to agree 
among themselves, with the highest cumulative presence of biofilms in channels located 
on the edges of the topographic right-side of the braidplain.

Figure 8. Example of the applied micro-topography shadow model to a binary presence/absence 
biofilm map from 14 July: a) Hillshaded DEM, b) modelled solar radiation, c) micro-topography 
shadow, binarized at 6000 W/m2, d) presence/absence of biofilm (input of the occupation map), 
and e) presence/absence of biofilm masked by micro-topography shadows. Binarized micro- 
topography model and biofilm presence/absence were masked to exclude the edges.
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The use of the single and single-shadow probability datasets (Figure 9a,b) produced 
clusters of biofilm occupation that were very similar to each other, and only marginal 
differences were visible, most of which were located on the transitions between steep 
banks that created micro-topography shadows and water surfaces. Single pixels with an 
occupation range of 1 to 10 were present but widely distributed, found especially in the 
centre-part of the floodplain, and were likely to be noisy. Results of the raw and raw- 
shadow derived occupations maps (Figure 9c,d) did not significantly differ from the 
single and single-shadow ones, although in both scenarios there were fewer pixels 
within the 1 to 10 day range in the centre-part of the braidplain. Similarly to the single 
datasets, micro-topography shadow removal did not substantially modify clusters of 
biofilm occupation. When occupation was calculated with the normalized datasets (with 
and without shadows; Figure 9e,f), significant biofilm presence over periods of 1–10  
days was detected even in the active braidplain. This was not the case for the single 
datasets (Figure 9a,b) and the raw ones (Figure 9c,d), suggesting the presence of 
systematic mapping errors (i.e. spectral confusion plus noise) in the normalized prob-
ability maps.

Comparison between single and single-shadow Occupation of Difference (OoD) 
maps (Figure 10a) showed that the single-shadow map gave slightly lower occupation 
(mean difference: −0.008 days) as compared to the single map, and some noise was 
successfully removed from the upstream half of the floodplain. However, the right-side 
channels of the single-shadow occupation map showed anomalously lower reduced 
occupation (mostly within the −5 day range) that resulted from the exclusion of pixels 
affected by micro-topography shadow, though those pixels were actually biofilm. 
Comparison between the raw occupation and single occupation maps with no shadow 
correction (Figure 10b) showed more heterogeneous differences, although the mean 
difference was still negative (−0.01). The centre-part of the braidplain had less noise, 
but there was either under- or over-estimation of occupation days in the side channels, 
both on the left and right sides of the braidplain. This result suggested that when 
applied to different dates the reference models (i.e. 14 July for groups 1 and 3, and 
26 July for Group 2) were either too weak, creating over-estimation, or too strong, 
creating under-estimation. The OoD maps with the raw-shadow dataset (Figure 10c) 
were similar to that of the raw dataset (Figure 10b), but the mean difference was 
slightly higher, suggesting that micro-topography shadow masking had a stronger 
impact. Not surprisingly, the normalized occupation-related OoDs (Figure 10d,e) 
showed systematic overestimation across the whole floodplain suggesting that the 
reference models were typically too weak such that many non-biofilm pixels (e.g. wet 
sediments) were mapped as being biofilms due to pixel values greater than the 0.5 
selected threshold.

3.6. Occupancy noise maps and p-value corrected occupation maps

The probability maps show those zones where the time-series of occupancy/non- 
occupancy is systematic (p < 0.05) and random (p > 0.05), the latter indicating possible 
noise (Figure 11). The single (Figure 11a,b) and raw (Figure 11c,d) scenarios showed 
similar results: i) single pixels (or small clusters) in the centre-part of the floodplain that 
may have a high total occupancy, but this occupancy is random and so likely to be noisy, 
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Figure 9. Occupation (in days) of biofilms on the floodplain of the Glacier d’Otemma during the period 
26 June to 13 September 2020. Occupation calculated from a) the single dataset, b) the single-shadow 
dataset, c) the raw dataset, d) the raw-shadow dataset, e) the normalized dataset, and f) the normal-
ized-shadow dataset.
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and ii) zones in the side channels that also appeared to have some random occupancy. 
The normalized scenarios (Figure 11e,f) confirmed results in Section 3.5, with biofilm 
occupancy in the active braidplain being random and over-estimated.

We then used the occupancy noise maps to exclude pixels with p > 0.05 from being 
considered biofilm pixels in the occupation map calculations. A new set of occupation 
maps was generated (Figure 12). Most of the salt and pepper noise was successfully 
removed from the single and raw scenarios (Figure 12(a–d)) using this criterion. The 

Figure 10. Occupations of Difference (OoD): a) Single-shadow minus single, b) raw minus single, c) 
raw-shadowminus single, d) normalized minus single, and e) normalized-shadow minus single.
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Figure 11. Maps of the probability that the time-series of occupation or non-occupation by biofilm is 
non-random (p < 0.05): a) the single dataset, b) the single-shadow dataset, c) the raw dataset, d) 
theraw-shadow dataset, e) the normalized dataset, and f) the normalized-shadow dataset.
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Figure 12. Occupation (in days) corrected for p-value of biofilms on the floodplain of the Glacier 
d’Otemma during the period 26 June to 13 September 2020. Occupation calculated from a) the single 
dataset, b) the single-shadow dataset, c) the raw dataset, d) the raw-shadow dataset, e) the normal-
ized dataset, and f) the normalized-shadow dataset.
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overall biofilm extent mapped previously (Figure 9) was preserved in the new maps, 
although there was a generalized reduction of the biofilm extent at a threshold p-value =  
0.05. Though such a threshold might be too strong, it produced maps where biofilm 
presence had a 95% probability of reflecting true biofilm dynamics. The normalized 
scenarios (Figure 12e,f) experienced the most important changes, with noise and sys-
tematic bias removed in large quantities from the new occupation maps, although some 
clusters and single pixels are still present. However, the overall extent resembled that of 
the more precise single and raw datasets (with and without shadow), with channels on 
the edges mapping the highest cumulative presence of biofilms.

3.7. Biofilm distribution in space and time

On the basis of the results in Section 3.6, we selected single corrected for p-value as the 
basis of the final biofilm maps. Being able to map the distribution of biofilms at the whole 
floodplain scale and at such a high temporal resolution allows investigation of the 
seasonal pattern of biofilm development. During the summer (Figure 13a) biofilms tend 
to develop in channels located on stable or less active zones. Our results demonstrate that 
occupation of biomass in the active floodplain is very uncommon during the melt-season, 
and most of the biomass accumulates in stable or less active channels that are discon-
nected from the destructive glacial braided stream. In November (Figure 13b), biofilm 
distributions appeared very different as compared to the summer, in fact pixels with high 
probabilities of being biofilms are found even in the active braidplain that during that 
time is occupied by a less destructive glacial stream. In more general terms, the distribu-
tion evolution shows that biofilms tend to develop in the channels located on stable 
zones from June through mid-September while they tend to migrate towards the main 
active floodplain from mid-September onwards (fall at such altitudes).

Figure 13. Season distribution of biofilm on the floodplain of the Glacier d’Otemma. a) Biofilm 
occupation map (single and p-value corrected), from 26 June to 13 September; b) Probability map 
for the 5 November.
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4. Discussion

4.1. Choice of logistic models

The choice of logistic models in this study produced very clear but different results. Within 
the band ratios and groups, the ExG and GLI significantly underperformed for the other 
indices analysed (Tables 3, 4 and 5). We assume that this finding is related to the nature of 
the benthic biofilms in the investigated forefield that were mainly reddish and/or brown-
ish. In fact, both the ExG and GLI indices reduce the RGB information by using the green 
band as the principal component in the ratios and this may have biased the detection of 
red or brown patches. For instance, the GLI index (Louhaichi et al., 2001) was developed to 
detect wheat leaves and stems that have typically high green DNs compared to red (and 
blue). The NGRD, VARI, and RGRI ratios produced better results as compared to the ExG 
and GLI indices (Tables 3, 4 and 5). Similar to the GLI and ExG indices, the green band is 
a central component of the NGRD, VARI, and RGRI ratios, though the red band is more 
important which may explain their superior performance. Interestingly, the NGRD, VARI 
and RGRI indices had performances equal to the EXR, RCC, and KANA indices in Group 4 
(Table 5), but this could be explained by the presence of snow over the floodplain than 
created a very dichotomous situation where only snow-free channels had a different 
spectral signature compared to the rest of the floodplain. Overall, the ExR, RCC, and KANA 
indices gave the best results (Tables 3, 4 and 5). This may be explained by the central role 
of the red band in the calculations that matched with most of the biofilm pixels used in 
the training/validation process. The positive role of the red band is well known in 
vegetation studies. In fact, most vegetation indices use the red band combined with 
the near-infrared to map vegetation (Gitelson et al., 2002).

Finally, the KANA index (Kawashima and Nakatani, 1998) was selected for the mapping 
of phototrophic biofilms because it showed the overall best performance across the tests 
reported here. It has been shown (Kawashima and Nakatani, 1998; Gitelson et al., 2002) 
that the use of the blue band can have a beneficial effect when phototrophically active 
pigments must be detected. Kawashima and Nakatani (1998) noted that the blue band 
had a nearly constant response to chlorophyll-a content regardless of meteorological 
conditions, while red (and green) a negative correlation, and the use of blue as a base 
value (i.e. R-B) reduces the probability of having biased values. We therefore assume that 
the KANA index had generally better performances because of the presence of mostly 
reddish and/or brownish biofilms and the fact that the blue band attenuated the effects of 
changing light conditions.

4.2. Orthomosaic normalization and biofilm maps

Although as part of our study we undertook single scene-by-scene calibration, this is 
labour intensive. Hence, we tested the use of a smaller number of reference images to 
develop the calibrations. It has been shown that multi-temporal image comparison can be 
difficult due to non-scene dependent changes (Schott et al., 1988; Du et al., 2002; Song 
and Woodcock, 2003; Liu et al., 2007; Bao et al., 2012) that can affect the reflectivity of 
ground objects, and hence create inter-scene differences that are not related to the signal 
that is of interest. The goal of the PIF normalization was to homogenize the set of 
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orthomosaics to resemble as much as possible our reference ones allowing the calibration 
of one single logistic model within each group: 14 July (groups 1 and 3), 26 July (Group 2) 
and 5 November (Group 4). The reference mosaics were converted into visible band ratios 
(Table 2) that have the advantage of reducing the RGB information to a point that is less 
sensitive to the solar radiation (Woebbecke et al., 1995; Kawashima and Nakatani, 1998; 
Cheng et al., 2001).

Despite a generalized RMSE reduction after the PIF normalization (Figure 3), the 
relative radiometric normalization method showed relatively mixed results whether con-
sidered in terms of the validation results (Figure 7) and the impacts on the occupation 
maps (Figures 9 and 10). Individual scenes had variable differences in their red, green and 
blue digital numbers before normalization and normalization was variable in the extent to 
which these differences could be reduced (Figure 3). Differences in the covariance of 
scene and reference digital numbers (compare Figures 4, 5 and 6) reflect this variable 
performance. We think it can be traced to three main reasons. First, it is preferable to 
select artificial PIFs (e.g. roofs, streets) to perform a radiometric normalization (Schott et 
al., 1988), but these only partially available here for the 55% of PIFs that were ground 
control points. These covered a restricted spectral range as they were black and yellow 
and were also distributed to optimize the SfM photogrammetric processing and not for 
the need of spectral normalization. Second, when shadows were present over the flood-
plain (e.g. Figure 4b), they modified the reflectivity of the ground and those PIFs occurring 
in a shadowed portion of the floodplain had very different values compared to those of 
the reference orthomosaics. This increased point dispersion in the model (e.g. Figure 4a). 
Shadows could only be corrected at the scale of the micro-topography due to unknown 
cloud cover. Third, it took 3.5 hours to image the complete floodplain, and when the 
floodplain was imaged was conditioned by the need to survey at low flows when as little 
of the floodplain as possible was inundated by turbid water. PIF normalization works well 
with satellites (Schott et al., 1988; Liu et al., 2007) that instantaneously image large areas, 
which by definition contain no spatial signature of temporally evolving light conditions. 
This is partly reflected in differences between groups. Group 1 contained data from close 
to the summer solstice when the survey had to be completed before the sun had risen 
above local mountains due to rapid water level rise mid-morning. Group 3 contained data 
at the end of the summer when the river stage rose later and so the flight could be 
undertaken in fully light conditions. Both had more homogeneous lighting and the 
normalization was needed less (Group 3, Figure 3) or was more effective (Group 1, 
Figure 3) than for Group 2. Commonly, during Group 2 image acquisition the floodplain 
went from being fully shaded to being fully exposed to sunlight.

The negative impacts of normalization were reflected in a general overestimation of 
biofilm extent as reflected in the occupation and OoD maps (Figure 9e,f and 10d,e). This 
was partly reflected in the validation statistics (Figure 7) which suggested very mixed 
results, even degrading statistics markedly and notably for the Group 2 data. The over-
estimation reflects the problem that re-assemblage of the single normalized bands into an 
RGB image can lead to a colour tone deterioration (Figure 4b), potentially caused by a new 
predominance of one of the three bands over the others. Here, the PIF normalization 
increased the DNs of our orthomosaics, then the index values and resulted in 
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a generalized and systematic exceedance of the reference thresholds (i.e. 0.5 probability 
threshold) when occupation maps were generated. Notably, red DNs (e.g. wet sediments) 
became red dominated and so mapped as being biofilms.

This would question whether normalization of the sort used here was appropriate and 
perhaps suggests the need for a more physically based model-informed spectral correc-
tion (e.g. one that could be time-dependent when ambient lighting changes during data 
collection). The raw datasets were actually more consistent with the single image data-
sets. However, they had a tendency to underestimate biofilm extent (Figure 10b,c). This is 
likely because the reference thresholds from the logistic model were too strong for most 
of the dates such that less biofilm was detected when the reference 0.5-probability limit 
was applied.

The single image calibration models produced the cleanest probability and occupation 
maps (Figure 9a,b). This is not surprising as we trained a logistic model for each ortho-
mosaic, resulting in models most suitable for the given situation (i.e. adapted threshold). 
They performed better in capturing the lighting characteristics of each scene provided 
there is reasonable lighting homogeneity within that scene. The reason for the multi-hour 
UAV flight time was to secure the high resolution needed to capture biofilm development 
for small scales over a large spatial extent. Thus, for these kinds of surveys, lighting is likely 
to be an issue and, at least until a more advanced normalization process is developed, it 
implies that more labour-intensive scene-specific calibration models are required.

We also evaluated the extent to which micro-topography shadows had an impact on 
our classifications. Micro-topography shadows were successfully detected and masked 
through segmentation of the potential solar radiation models (Kumar et al., 1997). The 
DEM resolution was sufficiently fine that in some cases moving surfaces (e.g. water) were 
mapped as having relief that created shadow (Figure 8c). Such artefacts occurred where 
biofilm either cannot develop or be visible due to the highly suspended sediment load. 
Although the shadow correction had a clearly beneficial effect on removing zones that 
were not biofilms, there were some zones where masking micro-topography shadows 
excluded also pixels that were likely to be true biofilms and the OoD between the single 
and single-shadow datasets (Figure 10a) demonstrated this. These were commonly 
related to pebbles and boulders located within and/or on the edges of channels that 
created shadowed pixels that were subsequently masked and excluded from calculation 
in the occupation maps. The positive contribution of the micro-topography models was 
limited to those pixels located on the transitions between steep banks and water surfaces 
that likely caused spectral confusion in our models.

Finally, the runs test provided a biologically informed statistical way to filter our 
occupations maps in which the pixels with p-value >0.05 were discarded in occupation 
calculations. In the single and raw datasets (Figures 11(a–d)) and Figure 12(a–d)), this 
might have excluded some pixels that were likely to reflect true biofilm dynamics (e.g. 
biofilms in side channels), but ensured that what was eventually mapped had a 95% 
probability of reflecting true dynamics (either presence, presence/destruction, or 
absence). The normalized dataset quality (Figure 12e,f) was enhanced as compared to 
previous results (Figure 9e,f), but some of the systematic bias caused by the normalization 
process was still present.
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Our results suggested that phototrophic biofilms can be mapped through the combi-
nation of very low-cost UAVs and RGB cameras, but attention must be paid to lighting, 
hence the calibration of a scene-to-scene model (i.e. single) and using a biologically 
informed statistical feature appeared to be the most well suited for the range of condi-
tions we encountered during the data collection.

4.3. Seasonal distribution of phototrophic biofilms and implications

Being able to map biofilm distributions and cumulative biofilm presence at high temporal 
and spatial resolutions provides important insights into benthic habitat functioning and 
how it responds to and co-evolves with external stressors. It is well known that glacial 
forefields are harsh environments due to their highly dynamic and unstable nature 
(Marren 2005; Heckmannet al., 2016). Bakker et al., (2019) demonstrated that during the 
summer glacial streams continuously rework their accommodation spaces (i.e. flood-
plains) by erosion and deposition processes, resulting in low rates of environmental 
stability. This creates a disturbance-dominated regime that can influence biofilm devel-
opment and/or survival, and is mainly controlled by the glacial-driven flow hydraulics. Bed 
load (i.e. bed instability) may impede biofilm development (Uehlinger et al., 1998; 
Uehlinger et al., 2002, 20102010 Rott et al., 2006), while high shear stresses may scour 
developed communities (Biggs and Close, 1989; Horner et al., 1990; Biggs and Thomsen, 
1995; Cullis et al., 2014). The high suspended load may be responsible for biofilm abrasion 
(Horner and Welch, 1981; Horner et al., 1990; Francoeur and Biggs, 2006; Luce et al., 2010, 
2013) but also limit the access to the photosynthetically active radiation (Uehlinger et al., 
2010). This explains why biofilm biomass is low during the melt-season (Uehlinger et al., 
2002, 2010), but reaches two maxima during spring and fall, known as ‘windows of 
opportunity’ (see Uehlinger et al., 2002, 2010), because environmental conditions are 
less harsh (i.e. low discharge, low turbidity, and low or no bedload). From our maps 
(Figure 12), it is not possible to retrieve biofilm biomass directly, but our results tend to 
confirm the assumptions of Uehlinger and colleagues in relation to an autumn window. 
Biofilm presence was restricted to stable and water-fed terraces from June through late 
August. As the rate of morphodynamic change reduced from late August onwards, biofilm 
extent increased and presumably reached its highest mapped surface in November when 
the gelatinous dark-brown Hydrurus foetidus (Rott et al., 2006; Uehlinger et al., 2010) 
colonized extensive areas, including the turbid, most morphodynamically active main 
stream.

5. Conclusion

Here, we present a framework for mapping biofilm distributions by applying logistic 
regression to visible band ratios using UAV-based imagery processed using SfM-MVS 
photogrammetry. We demonstrated that with mapping at high frequency (daily) and 
spatial (cm) resolution, there is no need for expensive multi- or even hyper-spectral 
sensors in order to obtain valuable information on biofilm dynamics. Use of a suitable 
visible band ratio would be enough in most mapping scenarios due to the different 
colours of biofilms compared to the un-colonized substratum and these are retrieva-
ble in the visible range. We applied a basic linear normalization process to normalize 
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our orthomosaics. The effects of this were not conclusive and this was primarily 
because of non-homogeneous light conditions that caused considerable scatter in 
the training relations, but also meant that a linear correction was not always appro-
priate. A biologically-informed filter was particularly effective at removing points that 
would otherwise have been mapped as biofilms. Despite these issues, we were able to 
generate a time-series of distribution maps of an Alpine glacial floodplain that covers 
an entire melting season, from June to September. These maps will allow new insights 
on how biofilms develop and co-evolve in the harsh environment of a glacial forefield.
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