INTELLIGENCE AND LEADERSHIP 1

Can Super Smart Leaders Suffer From Too Much obad3 hing?

The Curvilinear Effect of Intelligence on PerceiMezhdership Behavior

John Antonakis

University of Lausanne

Robert J. House

University of Pennsylvania

Dean Keith Simonton

University of California, Davis

In press (1 March 2017)
Journal of Applied Psychology

Authors Notes

John Antonakis, Faculty of Business and Econontdcsyersity of Lausanne; Robert J.
House, The Wharton School of Management, Univerdigennsylvania; Dean Keith Simonton,
Department of Psychology, University of Californizavis.

Sadly, Bob passed away before this manuscript doeilcompletely written up and
published. We are grateful to Marius Brulhart, &liEagly, Rafael Lalive, José Mata, and
Christian Zehnder for helpful comments receivedarious phases of the development of this
manuscript.

Correspondence concerning this article should bleesded to John Antonakis, Faculty of
Business and Economics, University of Lausannestet 618, Lausanne, CH-1015
Switzerland. E-mailjohn.antonakis@unil.ch

© 2017, American Psychological Association. Thipgras not the copy of record and may not
exactly replicate the final, authoritative versmfrthe article. Please do not copy or cite without
authors permission. The final article will be agale, upon publication, via its DOI:
10.1037/apl0000221



INTELLIGENCE AND LEADERSHIP 2

Abstract

Although researchers predominately test for limetionships between variables, at times there
may be theoretical and even empirical reasonsxpe&ing nonlinear functions. We examined if
the relation between intelligence (IQ) and percgileadership might be more accurately
described by a curvilinear single-peaked functkwilowing Simonton’s (1985) theory, we

tested a specific model, indicating that the optilQafor perceived leadership will appear at
about 1.2 standard deviations above the mean tQeajroup membership. The sample consisted
of mid-level leaders from multinational private-seccompanies. We used the leaders’ scores on
the Wonderlic Personnel Test—a measure of IQ—tdipr&ow they would be perceived on
prototypically effective leadership (i.e., transf@tional and instrumental leadership).
Accounting for the effects of leader personalitgnder, age, as well as company, country, and
time fixed effects, analyses indicated that peroeptof leadership followed a curvilinear
inverted-U function of intelligence. The peak ofstfunction was at an IQ score of about 120,
which did not depart significantly from the valueegicted by the theory. As the first direct
empirical test of a precise curvilinear model o thtelligence-leadership relation, the results

have important implications for future researchhow leaders are perceived in the workplace.

Keywords perceived leadership; general intelligence; dum@ar functions; nonlinear functions;

Wonderlic.
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Can Super Smart Leaders Suffer From Too Much obad3 hing?

The Curvilinear Effect of Intelligence on PerceiMezhdership Behavior

The classic American sex symbol Mae West is ofigoted as saying “Too much of a
good thing can be wonderful.” Yet too-much-of-a-ddhing effects are evident in various
phenomena, most frequently in terms of consumpasrcommon knowledge suggests, excesses
in everyday life are not always so wonderful. Asgl@r two of red wine each evening may help
one’s heart more than being a teetotaler, but drgh& whole jug of rotgut each night will likely
trigger cardiovascular disease (O'Keefe, Bybeea&i¢, 2007). Such effects could also refer to
individual difference characteristics, includingigle, where below or above the optimal range
can have deleterious effects (Flegal, Graubardjaiison, & Gail, 2005). However, in this
article, we will focus on excesses in a key psyobial variable—general intelligence—and its
impact on perceptions of leadership.

Our main thesis is that even though researcheysiérely hypothesize linear or more
rarely monotonic relationships, as for instancénvaivs of diminishing returns (Mankiw, 2012),
at times the empirically observed associationsaateally curvilinear, yielding nonmonotonic
curves with definite peaks or troughs. Creativei@aament, for example, is often a curvilinear,
roughly inverted-U function of psychopathologicghgtoms (Simonton, 2014). The outright
mentally ill are seldom if ever creative, but indwals who exhibit certain subclinical traits,
such as conspicuous cognitive disinhibition, mayvprmore creative than those persons who
manifest the perfect image of mental health (Cgr2da4).

In the current investigation, we are interesteteégting another curvilinear hypothesis,

namely that leadership may also be a single-peakexion of general intelligence, with the
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optimum appearing at the higher-than-average butheohighest levels of intellect. Our work
adds to the literature on the link between inteltige and perceived leadership in two ways.

First, we answer calls regarding examining “too-moé-a-good-thing” phenomena
(Pierce & Aguinis, 2013). With few exceptions (e imonton, 1985), theorizing a nonlinear
effect of intelligence on leadership has been fsee Edwards & Berry, 2010). This state of
affairs is rather ironic given the amount of resbaand meta-analyses that have been conducted
on the topic. For example, a recent review of fifeces of personality and intelligence on work
performance failed to consider possible curvilineféects of intelligence (Schmitt, 2014).
Although the linear effect of intelligence on pevesl leader outcomes is significant—that is, the
meta-analytic effect of objectively measured imgelhce on subjective leader outcomes like
perceived effectiveness gs= .17 (Judge, Colbert, & llies, 2004)—such resnitght obscure or
even misrepresent the true effect of intelligetidba functional form of the relationship is
misspecified (Ghiselli, 1963; Simonton, 1985).

Second, to the extent that our study can shed §ghteonto the observed functional
form suggests that our findings could have impdriaplications for leader selection in
organizations. That is, the optimal level of intgthce may not be at the highest spectrum of the
intelligence distribution insofar asterpersonalleadership effectiveness is concerned.
The Curvilinear Effect of Intelligence on Leader Bd&avior

Because general intelligence enhances expertisasitamn, problem-solving ability, and
articulate communication in a diversity of occupatl positions (Gottfredson, 1997; Schmidt &
Hunter, 1998), it should come as no surprise tretranalyses have found intelligence to
predict leader emergence and effectiveness (Jatgé, 2004; Lord, De Vader, & Alliger,

1986). However, as theorized by Simonton (1985¢sd\wecades ago, and again suggested
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more recently by others (Judge, et al., 2004; Judigeolo, & Kosalka, 2009) this relationship
may not be linear but rather curvilinear (i.e.j@verted U shape).

Individuals who are too intelligent vis-a-vis thegp they lead may limit how effective
they could be. The leaders may be limited becawsg {a) present “more sophisticated
solutions to problems [which] may be much moreidlift to understand” (Simonton, 1985, p.
536); (b) use “complex forms of verbal communicatiand] expressive sophistication [that]
may also undermine influence” (Simonton, 1985,36)5and (c) come across as too “cerebral”
making them less prototypical of the group (cf. §o8001). This latter point is important to
stress because leaders should be representative gfoup they are leading. If they are too
intellectual, they may appear to be socially almofoo detached from the group. Important to
note here is that we are talking abpatceived—and not objective—ratings of leadership.

What we suggest regarding a nonlinear intelligdeedership relationship seems rather
intuitive. Indeed, Simonton’s (1985) theory, whigh describe in more detail below, very
clearly lays out why the relationship between iidehce and perceived leadership effectiveness
should be nonlinear, and provides specific presligtiabout this form of the relationship and the
conditions under which they will hold. However, theory has not yet been empirically tested.

It is clear that conventional wisdom assumes asis that the effect of intelligence on
performance (in a general sense) is linear (CoaBackett, 1990). However, in a recent large-
scale study, Ganzach, Gotlibobski, Greenberg, aag 2013) theorized and demonstrated
otherwise with respect to the effect of intelligeran pay; these authors suggested that the
studies that failed to detect nonlinear effects imaye been underpowered. We agree, but the
problem is more complex in other aspects too, @aeily because a prevailing problem in our

field is the failure to correct for endogeneityateld issues like measurement error as well as not
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dealing correctly with the problem of omitted véates, which reduces statistical power and also
biases coefficients (Antonakis, Bendahan, Jacg&drglive, 2010); these issues will be
exacerbated when attempting to detect nonlineacefiMcClelland & Judd, 1993). Thus,
correctly accounting for what drives the variantéeiadership (i.e., including all theoretical
causes), correcting for measurement error, anddberctly modeling the form of the
relationship should increase the likelihood of deiey a nonlinear effect, if one exists.

Thus, as detailed below, we expect that the malrgiifect of intelligence on ratings of
prototypically good leadership will initially berengly positive, but at a certain threshold this
relation will taper off and even decline if thedea’s intelligence is too high. Simonton’s (1985)
detailed theoretical analysis is particularly us&uthe present investigation because it
describes four alternative nonlinear models ofitibelligence-leadership relation. Each
successive model subsumes the previous model bgtimg an additional assumption to render it
more general in explanatory scope as well as ma@ge in its empirical predictions. In his
theory, Simonton (1985) makes four assumptions exmirg:

1. the expected normal distribution of generallligience in the population and in groups
extracted from that population;

2. the positive monotonic relation between intelfige and both problem-solving ability
and communication sophistication;

3. the differential emphasis of particular groupseg¢her social-emotional or task-
oriented goals; and

4. the intellectual stratification of groups sottheoups vary in the average intelligence
levels of their members (e.g., juvenile gangs verational parliaments).

We briefly explain each of the Simonton’s (198%)rfanodels below, using his labelling.
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Model 1: Intellectual superiority. The first Simonton model predicts a positive
monotonic but decelerating relation between leatetligence and effectiveness; that is, the
relation increases rapidly, peaks and flattensaswgxplained by a “law of diminishing returns.”
This model suggests that the higher an individusd@re is on intelligence, the more likely that
this individual is able to influence others. Thisdel assumes that only problem solving ability
matters; thus the smarter one is, the more thisiohaal will be perceived as an optimal problem
solver by others (and thus accepted as the leab®Better understand the model, suppose that
intelligence is normally distributed in the popudat(i.e., mean = 100 arfD= 16) and that a
target individual is situated at a particular iigence level (i.e., an 1Q score of 100) in this
distribution of intelligence scores. Calculating trea to the left of the normal curve shows what
proportion of individuals will have a lower scofen the target. An individual with a score at
the mean would have a higher score than 50% o¥ichakls; at 116 (i.e., +2score), however,
the area increases to 84.13%. Thus an increaseiafelligence points increases the proportion
of individuals that see the target as intellectusllperior by 68.26% (i.e., from 50% to 84.13%).
An increase, though from 116 to 132 intelligence®) increases the area from 84.13% to
97.72% (i.e., a gain of 16.15%). As intelligencer@ases, less is gained and the curve goes from
being positive to increasing flat, but is neverateg (see figure in Simonton, 1985, p. 536).

The remaining three models predict single-peakadtians (inverted U-shaped curve)
with the optimum placed at different distances a&bithe average.

Model 2: Comprehension factor.The previous model assumes that individuals
perceiving a potential leader can fully understetat the target says at all ranges of
intelligence. However, in reality, such an assumptnay not hold. Too large a gap between the

intellectual inferiors and the leader reduces daglér’s ability to influence because intellectual
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inferiors may not comprehend the message or theisot proposed by the leader, which makes
the leader less prototypical. It is important téenthat this model suggests that leaders honestly
signal their level of intelligence; that is they ot “dumb down” the message to appeal to less
smart individuals because doing so may seem (a)esmending to intellectual inferiors, or (b)
as unsophisticated to peers and smarter individddgs, if high-intelligence leaders did

simplify the message to make it comprehensibléli@mad if the message were accepted by
intellectual superiors and inferiors, then compredility is irrelevant, making Model 1 more
generalizable. According to Model 2, the maximumitiin comprehension between individuals
in different intelligence strata is about 1 SD.(i¥6 IQ points). Thus, the highest potential to
influence, as measured by the total area underdheal distributed curve of intelligence, is at
108 points (where the area, between 92 to 108 qonitich we call the “comprehension
proportion,” is 38.30%; see Table 1 of Simontor83)9 This model is particularly useful in
situations where socio-emotional needs, and nktrtasds, are most important.

Model 3: Criticism factor. The first two models do not consider the influentevals,
particularly intellectual superiors, in the leadpsinfluence process. Thus, a leader of a group
must have a sufficient level of intelligence sd@aot be challenged by others who could appear
to be more competent. To better understand theqgpied of this model, an individual having an
intelligence score of 116 is smarter than 84.13%dilviduals in the distribution of scores;
however, this individual is vulnerable to the 198@f individuals having a higher score (we
refer to this percentage as the “criticism proport). Model 3 assumes that the degree to which
an individual can influence depends on an increpdifierence between the “comprehension
proportion” and the “criticism proportion”; subttaty these two proportions shows that the peak

of intelligence should be at 119 points (i.e., 2 3Dsfrom the mean). Thus, according to this
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model, in addition to how followers perceive thader, it is important to consider peer and boss
perceptions because they are likely to be a safrckallenge to the target leader.

Model 4: Intellectual stratification: Of special interest is the last and most general
nonlinear model. This model assumes that groupsdofiduals, in different vocations, are
stratified insofar as their intelligence is conegnin the workplace, different occupations have
different demands with respect to the complexitjobfrequirements. This model suggests that
the optimal level of intelligence must bear in mtheé precepts of Model 3 but also consider the
average intelligence of the group being led. Thes higher the mean intelligence is of a group,
the higher is the optimal level of intelligencetloé leader. For example, if the mean of a group is
at 110 1Q points, then following directly from tpeecepts of Model 3 regarding the difference
between the comprehension and criticism proportithresoptimal level of intelligence will be
about 1.2 standard deviations above the group rfieanabout 129 1Q points).

With respect to the current study and the predistiof Model 4, expressed
approximately in terms of IQ scores (wlBiD= 15, given that we scale the intelligence test we
used to the Wechsler intelligence test norms)|dhder’s ideal 1Q should be about 18 points
higher than the mean 1Q for the group which hehermust lead. This prediction results when
social-emotional and task-oriented goals have raptess equal weight (as also assumed by
Ames & Flynn, 2007). For the sample used in theenurstudy, we assume the mean intelligence
score in the population is 100 and that 1Q is ndlsndistributed in the population. Given that we
studied middle managers, we will also assume tieaverage subordinate—in the firms we
studied—has an intelligence score of about 108 étdeast a highschool diploma and working
in a clerical position, Simonton, 1985); for théelfigence test we used, the publisher reports

that mean scores of clerks to general office warkeabout 106 (between 104-108 1Q points or
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22-24 Wonderlic points, see Wonderlic, 2002, p. Y¢ therefore expect that the relation of
intelligence to leadership will top out at lead@elligence scores of about 124 (i.e., 106 + 18).
To be sure, in Simonton’s (1985) theoretical arig)ygthe group’s emphasis is more on social-
emotional goals, then the expected IQ gap woulshhaler, and if more on task-oriented goals
the gap would be larger. While keeping that niégetsnind, we will nonetheless test the
following hypothesis:

H1: Leader intelligence will predict prototypicaddership according to a curvilinear
inverted U function with a peak at about 124 1Qniei
Assessing Leadership According to Follower Perceptns

Before continuing with the design of the study,fwst define the leadership criterion.
Leadership is a very complex phenomenon that cagiMes dramatically contrasting operational
definitions. Moreover, alternative criteria may ldigifferent results in testing the foregoing
hypothesis. A striking illustration may be foundtire research on the leadership of United States
presidents (Simonton, 2012). Even if overall prestdl performance appears to be a positive
monotonic function of the leader’s intellectualllnce, the leader’s popularity with the voters
exhibits a more ambivalent relationship so thathghtest presidents enter office with
narrowest margins of electoral victory. Gibb (1968¢e cynically expressed the general
conclusion that, “The evidence suggests that emengment of intelligence means wiser
government, but that the crowd prefers to be illegoed by people it can understand” (p. 218).

Therefore, in this study we will operationalizedtiership” according to the perceptions
of individuals observing the leader, including éollers, peers, and superiors. Using this
composition of observers to measure leadershigepéons is important for the theoretical

predictions of Model 4 to hold (i.e., which incorpte both the comprehension and criticism
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factor). We use the Antonakis-House (2014) “fulledl-range leadership model, which in
addition to transformational, transactional, angdez-faire leadership, includes a class of leader
behavior termed “instrumental leadership.” Theclaktader behavior is predicated on the
leader’s expertise focusing on strategic (i.e.aorgational) and work facilitation (followers)
functions. Although instrumental leadership is moktsk focused, its effects on follower
satisfaction are as strong as those of transfoomatieadership, which can be characterized as
more of a socio-emotional leader style. Antonakid House (2014) theorized that active-
constructive leader behaviors, and in particulatrinmental leadership, may be key to raising
follower self-efficacy belief and task performanaethis way, instrumental leaders help
followers succeed, which makes these styles oflesdip highly satisfactory. Thus, given that
we are gauging perceptions of leadership we expecstyle to be predicted by leader
intelligence in the same way as will be transfororet! leadership.

The factors of instrumental and transformationatlérship, along with contingent reward
leadership are seen as being highly prototypiceaffeictive leaders (the “active-constructive”
styles). However, active and passive managemexbgption (i.e., “corrective forms”), as well
as laissez faire leadership, are seen as indicatikighly ineffective leaders and are thus
nonprototypical styles (Antonakis & House, 2014iveéh that we expect intelligence to predict
the prototypical factors as indicated in our affairhypothesis, it follows therefore, that the
opposite should occur for the non-prototypical dast That is, a perceived ineffective leader
would be one having too low or too high intelligen&or those factors we expect a U-shape
relation in that being too high or too low on itiggnce would be associated with a high score
on the nonprototypical factors. Thus, individualshe optimum level of intelligence will score

lowest on the non-prototypical factors. Followiing tabove, we test the following hypothesis:
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H2: Leader intelligence will predict nonprototypldaadership according to a

curvilinear U function with a trough at about 12@ points.
Method

Sample

Approval to gather the data was provided by theassh ethics committee of the Faculty
of Business and Economics at the University of bane. We studied 379 leaders (26.39%
women; mean age of the leaders = 38.34 y&bs; 6.39) on whom we obtained ratings on
leadership as well as several individual differengesdictors. The sample of mid-level leaders
were drawn from nine different groups composedeoka multinational private-sector
companiesr{= 351) and two cohorts of working leadems=(28) attending an executive
education course. The leaders were distributedsa@0 countries, mostly from Switzerlamd=
139), The Netherlands & 37), UK (= 27), Francer(= 23), Germanyr(= 23), Swedenn(=
24), Greecern(= 14), Irelandf = 12), and U.S.A.n(= 12). These data overlap with data
published by Antonakis and House (2014, see Stjidyo examined a different phenomenon.

We collected the data on the leaders over a cadrsi& years. To avoid selection effects
and hence biased ratings, we requested the hursanrces office of the companies in which the
leaders were employed to provide us with the camtetails of about 12 raters per leader from
mostly their subordinates (i.& = 6-8), but also from some peers (ires5 3-4), and their
supervisor; we asked that the raters must be repi&s/e (in this way participants leaders could
not select those individuals from whom they woutgext to receive good ratings).

We obtained ratings of leadership from 2,905 rafiees 7.66 raters per leader; note,
because of a very small degree of missing dataaatekship ratings, the total raters on the

leadership scales ranged from 2,896 to 2,905)ed@aae the likelihood of rating leniency
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(Antonioni, 1994) the raters participated anonynipasad no rater identifiers were recorded.
Participating companies (and percentage of paditifeaders) included firms from banking
(6.33%), insurance (38.79%), food manufacturingg23%), telecommunications and high-
technology (13.46%), hospitality and retail (7.39%)d other (7.39%).

As indicated below in describing the measures, Madt gather data on intelligence
from all participants because at times it was matfical to do so (i.e., depending on logistical or
time constraints). Thus, we sought to obtain theimam data possible from the nine groups.
We gathered data, per group in the following yégesr underlined indicates data on
intelligence alongside all other individual difface measures were gathered; year non-
underlined means data on intelligence was not gadhéut all other individuals difference data
were gathered): Group 1 (Year 2, Year 3), Groupeaf 4), Group 3 (Year 1, Year 2, Year 3,
Year 4, Year 5, Year 6), Group 4 (Year 3), Groupy&ar 5), Group 6 (Year 1), Group 7 (Year
1), Group 8 (Year 5, Year 6), Group 9 (Year 5). §Hoom 16 data gathering opportunities, we
obtained data on intelligence 8 times; this diffein distribution was not significant,
according to Fisher’s exact teptf .55). Consequently, data for all leaders on allables (i.e.,
from listwise deletion) was available for 171 obitiee 379 leaders (from 4 firms, 25 countries,
and over 4 years).

Measures

Leadership. We used “other” ratings of leadership, aggregatdatie leader level. These
ratings were complete by raters on-line prior ® l#aders attending the workshop. The ratings
included the nine factors of the Multifactor Leaglgp Questionnaire and four factors of
instrumental leadership (for full descriptions loé tscales, see Antonakis, Avolio, &

Sivasubramaniam, 2003; Antonakis & House, 2014gc8igally, we measured (a) five factors
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of transformational leadership including attributddalized influence, behavioral idealized
influence, inspirational motivation, intellectudinsulation, individualized consideration, (b)
three factors of transactional leadership includiogtingent reward leadership, management-by-
exception active, and management-by-exception\pas&) laissez-faire leadership, and (d) four
factors of instrumental leadership including enmireental monitoring, strategy formulation and
implementation, path-goal facilitation, and outcomenitoring. The majority of raters

completed the questionnaire in English (77.87%ihwome responding in French (16.21%) or
German (5.92%); we took the appropriate safeguardasure translation equivalence by
translating the questions to the target languageyuse translator and then independently back
again to the original language using another tedasknd then reconciling differences to ensure
lingual equivalence; thereafter a fluent speakeéhantarget language reviewed the translation
and adjustments were made if required (see Maneasgul & Dixon, 2004).

Intelligence. Leaders completed a measure of general inteigenEnglish—the
Wonderlic Personnel Test (Wonderlic, 2002)—und@esuised conditions (i.e., at the beginning
of the workshop) and with a fixed time constraiffi®d minutes. The Wonderlic test is a well
validated measure of intelligence and correlateg kighly with established intelligence
measures such as the WAIS (e.g., Dodrill & WarthéB8). The mean score of our leaders for
the listwise sample was 25.330= 6.22) or about 111 1Q points; for the full samfleing
maximum likelihood for missing data) it was 25.8D(= 6.27). Wonderlic scores can be
converted to Wechsler Advanced Intelligence SAaAlAIS) scores by using the following
approximation: WAIS = Wonderlic*2+60 (Dodrill, 1981The scores of the leaders were
approximately normally distributed (see Figurethjs distribution is a good sign given the

assumptions made by Simonton (1985) with respeittetalistribution of scores being normal;
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moreover, this result shows that the leaders wexlegbly not directly selected on the basis of
their intelligence scores (indeed, none of the camgs reported using intelligence scores for
selection).

Note, theSDwe report is lower than the unrestricted of 7.26 that Sackett and
Ostgaard (1994) advise to be used for correctiomartge restriction; these authors suggest that
it would be prudent to correct for range restrigtibnorms were available to calculate the
unrestrictedSD. Although our data may have been influenced biyréatl range restriction,
because the sample is composed from individuais ffifferent countries, such norms were not
available; thus we used the raw data (though weodect for the effects of measurement error
as well as for the fixed-effects of country, compand time, as discussed below, which should
increase statistical power). Not correcting forgamestriction “goes against” finding support for
our hypotheses in that in addition to attenuatingdr relations, the effect of range restriction on
nonlinear relations can be even more pronounced®i& Aguinis, 2013). Formulas for
correcting for range restriction in the contextailtiple regression do exist but most assume
linear functional forms in the relation (Held & legl 1994); although there are formulas for
corrections in nonlinear models it appears thattire may be worse than the disease in cases
where the sample size is small or the main effeaknGross & Fleischman, 1987). Still, that
the range restriction is not too severe and thteiloligion of scores is approximately normal, and
because we included all theoretical causes and Bffects, suggests that we should compensate
for some of the biasing effects of indirect rangstriction.

[Figure 1 here]
Individual difference control variables. We measured personality, to correctly model

the multivariate effects of individual differencglsidge, Bono, llies, & Gerhardt, 2002; Zaccaro,



INTELLIGENCE AND LEADERSHIP 16

2012); thus, prior to attending the leadership whdp, participant leaders completed the 240
item NEO-PI self-personality assessment in Endliabsta & McCrae, 1992). We also measured
leader gender, given that differences on the fulige model have been found between men and
women (Eagly, Johannesen-Schmidt, & van Engen,)2@83vell as for age, which is a good
proxy for experience (Antonakis, 2011). Includiditiaeoretical predictors ensures that we
maximize statistical power and minimize omittedizile bias.

Fixed-effects controls There may be unobserved factors common to grotileaders
that may correlate with the variables under stugy, (fegressors and outcomes). For instance,
leaders in some cultures may use a particular tshgestyle more frequently than do leaders in
another. Company culture may also play a role liacsen and socialization, which may affect
what is considered normative leader behavior. @& yn which the data were gathered may
also play a role for a variety of reasons: foranse, recruitment practices of companies may
change, training programs may change, or macroea@factors may affect the labor market,
and so forth, all which could determine how leadeay influence followers. Thus, we used
dummy variables to control for these company, cgu@ind time fixed-effects to capture any
unobserved heterogeneity due to these factors (@akts, et al., 2010; Bollen & Brand, 2010;
Halaby, 2004). These factors are, of course, maesthgenous to any particular leader.
Estimation Method

Our independent variables were not perfectly rédiaihat is, they were measured with
error, which affects estimate consistency. A cdasisestimator is one that converges
asymptotically to the true population value as darsjze increases (Kennedy, 2008); apart from
biasing coefficients of the ill-measured varialsiesasurement error can also bias estimates of

other variables in the model (Antonakis, et al1@@Bollen, 1989). Thus, we undertook
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corrective procedures to model the independenabbas measured with error as latent. We
modeled the latent variables using the scale inglagesingle indicators of their respective latent
variable and placed an appropriate constraint,faacion of the indicator’s reliability on the
disturbance of the respective indicator (see Boll&89); because we report standardized
results, we also corrected for measurement errthreisame way in all the dependent variables.

We used the population reliabilities of the measuoecorrect for measurement error in
personality (Costa & McCrae, 1992). For intelligenwe used a mid-range value of .85 for the
first order term (cf. Wonderlic, 2002); thus, tlediability of the quadratic term was .7225
(Dimitruk, Schermelleh-Engel, Kelava, & Moosbrugg2®07). For the outcome variables we
used the observed alpha reliability coefficient® #itl not assume perfect reliability for age
given that it can be misreported or incorrectlyg@dyMason & Cope, 1987). Thus, on the basis
of the Whipple index we modeled the reliabilityagfe to be .96 for the full sample (i.e., 1 —
(1.04 — 1.00)/1.04) and .98 for the listwise sanfp&, 1 — (1.02 — 1.00)/1.02); these reliability
values can be conceptualized as the proportioruefiariance (Bollen, 1989). We modeled the
rest of the variables (i.e., gender and the fixiéeets) as perfectly observed (i.e., fully religble

We used Stata’s (2015) structural equation modgiiogram, estimating the model
simultaneously for the 13 leadership styles andt2ames. With simultaneous estimation one
can correlate the disturbances of the dependeiables, akin to multivariate regression (or
MANOVA), which improves estimation efficiency antba allows cross-equation tests.

We estimated the following model, at the leadeelgefor the 15 dependent variable} (

adding in the following fixed-effects as per th&wise sample for yedr, firm F, and countryC:

As suggested by a reviewer, we also examined htelligence related to two leader outcomes variables
Effectiveness of the leader and satisfaction inghader. We report these results in the robustriessks. To ensure
maximum efficiency in estimation, we estimatednadidels including the 15 dependent variables simatiasly.



INTELLIGENCE AND LEADERSHIP 18
Yz = Bzo + ﬁzlfemale + ﬁzzage + B3N + BraE + B,50 + Lr6A + B,7C + B,s1Q Eq. 1

3 3 24
+ 1829IQ2 + Z 6Zszk + Z ylezl + z T[ZTFLCZTn + €y Z € {1’ 15}
k=1 =1 m=1

Wherefemale= 1 (else 0 = malepge= age N = neuroticismE = ExtraversionQ =
OpennessA = Agreeableness = Conscientiousnesk) = WPT scorelQ? = squared WPT
score, ane is a disturbance term (note, age, the personalitiables, intelligence and the
outcome variables are modelled as latent). Givertlmory and hypothesis, the coefficients in
which we are interested in afg;, which should be positive, aift)y, which should be negative
(in fact, only the latter term is required to bgrsficant, cf. Bedeian & Mossholder, 1994).

Because of the inclusion of a quadric term forlliggence (to capture the hypothesized
inverse U shape), to facilitate the interpretatéthe simple main effect of intelligence on
outcomes, we first standardized the Wonderlic scmnich is akin to centering for rescaling
purposes), and then generated the squared tethisiway, the coefficient of the main effect
represents the standardized simple slope at thae wadae of Wonderlic scores (Aiken & West,
1991; Friedrich, 1982). Standardizing the lineamtbefore generating the quadratic term is an
important asset given the fact we used measureanertcorrection; thus, this procedure ensures
that the independent errors assumption holds #octinrelated terms.

Results
Missing data analysis

We first report analyses regarding the missing.ddécause data were missing only on
one variable (IQ), we could not directly test tilssumption of MCAR—missing completely at
random (Little, 1988). Thus, using the full sampie created a variable “missing” coded O for

when data is complete, or 1 otherwise and regrasseseven fully-measured leader individual-



INTELLIGENCE AND LEADERSHIP 19

difference characteristics (i.e., personality, garehd age) on the variable “missing” and all the
fixed-effects (of country, company, and time) (Kjr2015); the variable “missing” was
unrelated both individually and jointly4(7) = 3.57,p = .83) to any of the individual difference
measures. The same results were evident in preglithissing” from the rest of the variables.
As a further test, we examined the MCAR assumpfiar?013) by performing two
Monte Carlo simulations. To do so, we need to le\teast a second variable having missing
data; if both intelligence and the second variabéemissing at random, the joint MCAR test
should be nonsignificant. We thus chose the vagialgreeableness, because it was strongly
related to the leadership variables (reported bel@iven that this variable had full cases, we
made some of its values missing; to give the tefficeent power, we randomly deleted 208
cases from agreeableness resulting in 171 obsensdir this variable as well. We performed
the simulation 5,000 times each, assuming unecurances for the missing variables. In the
first simulation we only examined the two variabdésne. Results indicated that the mpan
value of the MCARY’(4) test was .503E = .004; the 95% confidence interval was betweén .4
to .51). Out of the 5,000 simulations, the test waly significant 259 times (5.18%). In the
second simulation, we conditioned the two varialblgh missing data on the rest of the variable
on which we have full cases (i.e., the rest ofitlsévidual differences and fixed-effects). The
meanp-value of the MCARY*(94) test was .865E = .003; the 95% confidence interval was
between .85 to .87). Out of the 5,000 simulatiding test was only significant 18 times (0.36%).
Thus, overall, the listwise sample with full obsstiens appears to be MCAR. Still, in
reporting, we include too results from the full gdenusing Stata’s MLMV estimator—
maximum likelihood estimator for missing data ie #vent that data are MAR or missing at

random (which is not testable); the MLMV estimaitostill consistent under MAR assumptions



INTELLIGENCE AND LEADERSHIP 20

(Schafer & Graham, 2002). For this this model, wetwlled for the fixed-effects (using dummy
variables) of only fully observed data given tha bbservations that are missing are perfectly
collinear with the rest of the omitted fixed effect
Aggregation

Because our theory is at the leader level, we maggilegate perceptions of raters
regarding the target leader; we therefore useththeclass correlation coefficient, IG(Bliese,
2000), to justify aggregation of the rater datéhte leader level. For the full sample, the mean
ICC; for the dependent variables was .16 (the 95% denfie interval of the ICC’s ranged from
a low of .15 to a high of .18); the mean IC3&as .60 (the 95% confidence interval of the ICC’s
ranged from a low of .57 to a high of .62). For lisevise sample, the mean Ig@as .16 (the
95% confidence interval of the ICC’s ranged froihow of .14 to a high of .19); the mean I€C
was .58 (the 95% confidence interval of the IC@isged from a low of .54 to a high of .63). The
ICC results (Bliese, 2000; Cicchetti, 1994) coupheth theF-statistics for the ANOVA model,
which were highly significanty(< .001), indicate that ratings could be aggregatiede, because
some leaders were rated by followers who did naisd the same response language, we used
modal response; if there was more than one modpbrese language we used the following
decision rule to extract the mode: English > Frencberman.

We report the descriptive statistics for the aggted data in Table 1 both for the full
sample and for the listwise sample.

[Table 1]

Intelligence and Leadership

The results reported here refer to the listwisedarfirable 2), unless noted otherwise;

when we refer to the “full” sample it concerns thesults reported from the MLMV estimator
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(Table 3). The two estimators provided very simisults. The average absolute difference
between the first and the second estimator ontthetsral coefficients of all individual-
difference variables was .07; we found the sameageedifference for the main and quadratic
effect of Q. These differences are, for most itdeand purposes immaterial. We thus report
detailed results from the listwise estimator, aodaborate them when relevant with that of the
MLMYV estimator. Moreover, for all samples, we repp@sults at the .10 level of significance to
ensure that we do not miss potentially interestimgings, particularly given the difficulty in
detecting nonlinear effects (McClelland & Judd, 3p9Ve also report thestatistic for all

estimates. Interested readers can use this infamimtat calculate confidence intervals for the
upper (+) and lower (-) bound as folloy&:+ g * 1.96.

The models predicted a large portion of the vagandhe leadership measures. The
individual difference variables (i.e., age, gengersonality, and intelligence) had an aver@ge
of .22 or a multipleR = .47 (see rows Rin Tables 2 & 3). The maximum amount of variance
that could be predicted from the leaders only aaediimated from the panel model (with
raters nested undgleaders) using the fixed-effects of leaders (demmy variables); doing so
captures all between leader differences whethezrabd or not and this result indicated an
averageR’ of .40 (see rows #® in Tables 2 & 3). Thus, the measured individigéences
predicted on average 56.68% (calculation from fitrgimals, i.e., .2243/.3957) of the maximum
variance in the leadership styles due to leadevithaal differences. Our full specification with
the time, company, and country-level fixed-effduasl an average® of .55, or a multipldR of
.74. These results highlight why accounting fosthéxed-effects is important (Halaby, 2004)

and demonstrates that our models have rather sexpignatory power (see row$mRin Tables
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2 & 3). Note, majority rater response language magldifference at all to estimation (thus we
excluded these dummy variables from estimatiomtuee maximum efficiency).
[Tables 2 & 3]

As for intelligence, the main effect on the tenaetonstructive leadership styles (i.e.,
transformational, contingent reward, and instrurakleadership) was positive. As concerns the
significance of the quadratic term on the effectaeder styles (i.e., transformational, contingent
reward, and instrumental leadership), it was nggbtipredictive and significant eight of ten
times (seven gi < .05 and one gi< .10), thus demonstrating incremental validitytdrms of
incremental validity across all the leadershipestythe main effect of intelligence only added on
average .0054 to the prediction beyond the resteindividual difference factors. The quadratic
effect added much more, beyond the main effeattefligence to th&’, that is, on average
.0343 (for the full sample the increase was onayer0543). We did not find significant effects
of IQ on transactional or laissez-faire leadersWith respect to the curvilinearity arguments we
made, these results mostly suppdit(regarding the prototypically good leadershipestylbut
notH2 (the prototypically bad leadership styles).

The mean standardized simple main effect of igfetice (i.e., at the mean of leader
intelligence) is shown in the main effect of theffwient of IQ in Table 2: Across the eight
styles they averagetl= .33 SE=.13,z= 2.42,p < .05). For the five transformational leadership
styles, the mean across the styles fvas34 SE= .14,z= 2.39,p < .05) and for the three
instrumental leadership styles the mean acrosstytes wag = .31 SE=.14,z=2.26,p<
.05); the mean standardized simple main effecistefligence on transformational and
instrumental leadership were not significantly efiént from each otheg{(1) = .08,p > .10).

Results were similar for the full sample.
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To provide a better understanding of the nonlimedure of the relationship between
intelligence and leadership, we graphed the predigalue of two instrumental leadership and
two transformational factors (holding the resthe tovariates, in the respective models,
constant at their means). As indicated in Figurh@ relationship of intelligence to leader style
is initially strongly positive; after hitting a pkathe relationship does not benefit in terms of a
marginal difference and starts becoming negative.

To understand the precise nature of the functitorat for the models where the
guadratic term was significant, we probed the axtBon. The first derivative with respect to

intelligence for the functiof,g/Q + B,o/Q? shows where the curve is flat (i.e., the peatef t

function where the slope is zero) at a value of—I;Q;%. We report these results in Table 4. The
z9

mean value at which the curve is flat across thessder styles is at a Wonderlic score of 30.05
(or 120 1Q points); for the full sample the peaktiwe significant factors was about 29.26.
[Figure 2, Table 4]

We can also estimate the slope at different pahtse curve at particular values of 1Q
using the following formulags,s +28,4 * 1Q; the estimation th&8E of the slope at specific points
is done using the delta method (see Oehlert, 199 standardized mean slope at a Wonderlic
score of 23 (IQ score 106) is very strong and §icamt (8 = .55). However, the standardized
mean slope at a Wonderlic score of 35 (i.e., a WIlQScore of 128) is negative, and overall
significant (§ = -.37). Thus, we see strong positive slopesvatdéwels of intelligence that taper
off and become flat at Wonderlic scores of aboup@8idts (i.e., 120 1Q points); then the curve
becomes significantly negative as intelligenceeases to very high levels (e.g., at 35 Wonderlic
points,f = -.61), supporting our Hypothesis 1 regardingitiverted U-shaped function.

The mean slope, across all the leadership faadbtbe inflection point we theorized (i.e.,
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at 124 1Q points or 32.5 Wonderlic points), wasgigantly negative for two factors only
(though overall the megh=-.37,p < .10).As an alternative test we examined the joint tést o
each individual slope being different from zere.(izero as a scalar). Results showed that,
indeed, overall these slopes could not be diststgd from zeroy’(8) = 6.12p = .63. As a
stronger test we examined whether the slope fdr Emalership factor at 32.5 Wonderlic points
(i.e., 124 1Q points) jointly differed from the gle at each of the respect inflection points listed
in column 1 of Table 4; although this latter slagpeero, it still does have a standard error, which
reflects the degree of uncertainty in the estimagmin, results indicated that the joint test was
not significant,x*(8) = 10.85p > .21. Thus, our theorizing suggested a flat sE22.5
Wonderlic points but we found it to be at aboutv806nderlic points. Although this difference
was within sampling error, it does not wholly cauatict our theorizing; however, this finding
does question somewhat our theoretical precisidhanthe inflection point of 1Q, at least for the
types of samples we studied is probably slightlydothan originally theorized by Simonton
(1985). We return to this seeming discrepancy énRiscussion.
Control Variables and Leadership

As for the control variables, we confirmed findirfgsm the literature, but wish to
highlight two interesting results: Being a femalaswoverall positively and significantly related
to the 10 active-constructive styles of leaderghip .15,SE=.07,z= 2.19,p < .05). Age, a
good indicator for leader experience, was a reddgmgod but not very strong predictor of
effective leader styles (see Fiedler, 1970). Trexrage relation with the active-constructive
styles (transformational, contingent reward, aredruumental leadership) was weg@k=.15,SE
=.09,z=1.74,p = .08); and, the average relation with correctiasgive styles (management by

exception active and passive as well as laisseg-feadership) was also weak but positive and
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significant f = .12,SE= .06,z= 1.99,p < .05).
Robustness Checks
Omitting the fixed effects: We report estimates of the individual differencethout
including all the fixed-effects in the models. Aslicated in Appendix Table 1, the results for the
curvilinear effect of intelligence still held, amgere even more significant, showing that the
effects of intelligence in the full model were mviven by the inclusion of the fixed-effects.
Within-sample variability: The within-leader sample sizes from which we agated
the data vary; that is, there is a different amaimaters for each leader. We therefore re-
estimated the models using analytic weights (Sta2015), whereby those leaders who were
rated by more followers will have a greater weiightnodel estimation. Such a procedure makes
sense because observations with more raters areanourate; thus, such a procedure will
produce more realistic findings if, for instances taave possible outlier ratings based on few

raters. The weighting we used is the inverse oltrence of the observation’s disturbance, that
2
is, j— wherej, is the number of raters. Note, analytic weightsnca be used with SEM; thus,

we estimated the models using errors-in-varialdgsassion, a least-squares procedure that can
accommodate measurement errors in the independeables only (Draper & Smith, 1998;
Kmenta, 1986); however, because we cannot corréatdisturbances of the dependent
variables (as with SEM or MANOVA), this estimatsrless efficient.

Results indicated that the negative quadratic eftedntelligence was still significant for
three of the five transformational styles and thokthe four instrumental styles. As another
alternative, we also estimated the model at thividhgial level, using maximum likelihood
random effects (i.e., two-level) regression. Weldawt get the estimator to converge when

including latent variables; these models are coatpmirtally very difficult to fit and we tried



INTELLIGENCE AND LEADERSHIP 26

various procedures both with Stata and Mplus, ghalgusing numerical integration. Thus, we
modeled all regressors as observed. Results shawigghificant negative quadratic effect for
four of the five transformational factors and thoé¢he four instrumental factors.

Using a “super” transformational and instrumental scale: The subfactors of
transformational and instrumental leadership afferéintially predicted by the individual
differences; also, they have unique effects onau@s as has been established in large-scale
studies (Antonakis & House, 2014). Still, althougt isomorphic, the subfactors correlate quite
strongly with each other (i.e7,= .63 for the transformational anél = .56 for the instrumental
scales, uncorrected for unreliability). Thus, fargmony, we averaged the respective subfactors
into a “transformational” and “instrumental” indeanad restimated all models. The results
corroborated what we found previously with resgedhe expected nonlinear effect of
intelligence (see Appendix Table 2). The quadrieafwas significant and added incremental
variance in predicting both (a) transformationahene it added .0505 (in the listwise) and .0816
(in the full sample) to thR-square and (b) instrumental leadership, whereadded .0553 (in
the listwise) and .1181 (in the full sample) to Byequare. The peaks of the functions were
similar to what we found when examining the factmastituting transformational and
instrumental leadership; that is, the peak was@Wanderlic points (121 IQ points) for the
former and 28.87 (118 1Q points) for the lattedieship style. Refer to Table 4 for details.

Effect on leader outcomesAlthough we have modelled rater perceptions of
prototypically good leadership, we examined if tievilinear effect also hold for leader
outcomes. We used the “satisfaction with leaded ‘d@ader effectiveness” outcomes, as
measured in the Multifactor Leadership Questiormd®esults confirmed that the curvilinear

effect held too for these outcomes (see Appendiield). The peaks of the functions, where the
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slope is zero were at 29.74 Wonderlic points foistection and 29.47 Wonderlic points for
effectiveness . Again, these inflection points wegy similar to those we report in for the
hypotheses tests. Refer to Table 4 for details.

Outlier analysis: Although relative to the median sample size (apinaxelyn = 173)
reported in this journal (Shen et al., 2011) oumpia size is still respectable for the listwise
sample § = 171), it is possible that outliers may have &hthe results. We examined whether
our results still held up following visual inspemtiand also after running tests; of course, given a
multivariate model, in which measurement error fixed-effects are included, it is possible that
visual inspection provides a specious diagnoss, (because after statistical adjustment and
measurement error correction, the supposed “outhéyht not actually be one). Thus, we first
used the BACON algorithm to identify and test fatlers in multivariate data (Billor, Hadi, &
Velleman, 2000). Results indicated that none ofdibeervations were outliers.

As an alternative, we used the Median Absolute &tevi procedure suggested by Leys,
Ley, Klein, Bernard and Licata (2013), which indexdthat the range of acceptable values for
the Wonderlic scores was between 6 to 42. The riorgaur dataset was 11 to 43, implying the
possibility of one outlier. Even though the BACON@ithm suggested no outliers, we reran the
results without the one potential outlier obseatiThe quadratic effect for intelligence
remained significant and actually strengthened €ffext for outcome monitoring was
significant too ap < .05). To examine whether omitting this observasanificantly changed
results, we reran the results again without thseolation; we estimated a constrained SEM,
wherein we omitted the particular observation ared the structural estimates for all the
individual-difference variables to be those esteddtrom the full listwise sample (i.e., the

estimates reported in Tables 2, and those fomtbeotuitcomes). If the outlier significantly
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changed estimates (outside of random sampling), tey? test of fit (i.e., the likelihood ratio
test of fit) should detect this misfit and suggésit the constraints do not hold. Results for this
test were nonsignificant. Next, we inspected the f what can be characterized as “unusual”
observations (Buis & Babigumira, 2010). Two obs&ores qualified as such. We repeated the
constrained SEM procedure and results were norigigni again. Given these checks, we can
be reasonably confident that the unusual obsemn@lialid not significantly bias results
(Aguinis, Gottfredson, & Joo, 2013).

In addition, although we tested a very specificdtiipsis based on ex-ante theory it may
be that we overfitted the data—that is, modellitigsyncrasies in the data (i.e., noise) by
including too many variables and thus capitalizamgchance (Pitt, Myung, & Zhang, 2002). We
thus examined how well the full model predicted dla¢ga “out of sample” (Meese & Rogoff,
1983); we also compared the performance of thisahidthat of the model without intelligence.
This testing procedure predicts the dependentariaf a particular observationgj by using a
subset of the data, in this case the rest of teerohtionsig), to fit the model. Once the
parameters from, are obtained, they are used to generate the picedior the dependent
variable inn,. This from of cross-validation Isfold validation but wher& = n (i.e., the sample
size), and which maximizes the information of tteenting dataset (Molinaro, Simon, & Pfeiffer,
2005). We preformed this analysis for the modelshiich the quadratic terms were significant
(i.e., the four transformational factors and threstrumental factors in Table 2). The mean of the
MAEs (mean absolute errors of prediction) for thk riodel was .3329; it was .3700 for the
model without intelligence (i.e., an increase iagiction MAE of 11.16%).

Finally, we can also examine how much better oudehdoes than fitting noise (see

Jacquart & Antonakis, 2015). We ran a Monte Cairfwutation, using 5,000 replications,
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consisting of 38 random predictors and a quadtatio composed of one of the predictors (i.e.,
the number predictors in our models), and a randependent variables at a sample size of 171.
At this sample size, chance would produce-aguare of .2290 (95% Cl is .2278 to .2303). As is
evident from inspecting the regression tables follmodels did considerably better.

Discussion

For the most part, the results supported our pagition: The perceived use of
prototypically effective leader behaviors or thegegeved effectiveness of leaders was
consistently found to be a curvilinear, roughlyened-U function of intelligence, as gauged by
performance on the Wonderlic test. The only disaney was that the observed peak of the
curve was found at slightly lower scores than priedi; although this difference across all styles
was not significant it is still interesting to diss it in the event that others find similar (and
significant results) in other larger samples. ladtef the expected peak at 1Q 124, the peak fell
at around 120, or about a quarter of a standart@v lower. One possible explanation is
simply that we overestimated the mean IQ of thddesi groups by 4 1Q points. Nonetheless,
another explanation has more theoretical intef@gt:initial prediction might have been falsely
based on the assumption that the leaders wouke strbalance between social-emotional and
task-oriented goals. Yet according to Simonton@388) nonlinear models, a pure social-
emotional leader would have an optimal IQ aboutlédtandard deviation above the mean for
the group, yielding a predicted peak of around Tigen that the empirically observed optimum
was located almost halfway between 115 and 124anesuggest that this group of leaders
placed somewhat more emphasis on the social-enabtiesponsibilities, but without neglecting
the task-oriented responsibilities of their leatlgrgosition.

Overall, our models explained large portions ofwhgance in leadership using the

“usual suspects,” that is, individual differencettas that have stood the test of time: Personality
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and intelligence (Antonakis, 2011). It is encounagio see such results particularly because
research in individual differences have been, watiently, given short shrift by researchers
(House, Shane, & Herold, 1996). Even though masgadieries have been made in the recent
years, researchers still lament that predictingdeship, including the factors of the full-range
model is no easy task (e.g., Bono & Judge, 200dyvé¥ver, most researchers have not included
the key predictors alongside each other nor inauaey robust control variables and fixed-
effects to account for the heterogeneity of the@anThose who have examined intelligence or
personality have usually done so without includntiger known predictors, suggesting that their
statistical models were possibly biased and undegpad; moreover, most researchers have
failed to consider curvilinear effects or to modetasurement error. Omitted variables and
measurement error do not just attenuate coeffigi¢hey can bias them in any direction as well
as bias other coefficients in the estimated modals, even meta-analyses (using data from
poorly designed studies) cannot shed much lightherextent that individual differences matter
and what their functional form is if based on dasang inconsistent estimators.

As our results show, the effect of intelligence@adership is stronger than many think.
Specifically, each increment in intelligence at l@wels brings enormous payoffs to leaders. The
marginal effect tapers off as intelligence sconesaase, to a point of becoming negative, even
strongly so at very high levels of intelligence. dar knowledge this is the first demonstration of
this relation using objectively-measured intelligerand observers’ ratings of leadership.

Recall, because we used observer ratings we atbaetbo highly intelligent leaders
might not be seen as effective, even though theybeabjectivelyeffective, on the basis of
data that is not biased by perceptions; thus, esults shoulahot be interpreted as showing that

a high levels of intelligence do not matter fordeeship. In fact, we think that intelligence
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matters greatly particularly for objectively-meastioutcomes or at high strategic levels of
leadership. For example, Simonton’s (2002) datavdhat the relationship between the
estimated intelligence of U.S. presidents and theiformance, using expert historian ratings, is
very strong i = .55). Correcting for unreliability in the meassiof intelligence and performance
(assumed reliability of .80 for both measures)gasts a correlation of about .69. Even
controlling for various variables that Simonton @2 identified to predict greatness (i.e., war
years, assassination, scandals, and war heroysamgl an errors-in-variables regression model,
still shows a standardized beta of .54 (these areesanalysis of Simonton’s dataJhese

results suggest that U.S. presidents are not sdlect their intelligence; in fact, factors such as
incumbency, macroeconomic performance, and charégpaar to determine selection (Jacquart
& Antonakis, 2015). Besides, if U.S. presidents hadn selected on intelligence there would be
range restriction on their intelligence scores,clihwould not correlate much with anything;
however, that their performance on the job depends on their level of intelligence indicates
how important it is in consequential positionseddership. More research should be conducted
to better understand the nature of the effecttelligence using subjective and objective
outcomes and this across various hierarchical tdaglels and across different contexts.

Turning to some of the other findings, of notehiattas with previous studies (see
Antonakis, et al., 2003; Eagly, et al., 2003), werfd that women obtained higher ratings on the
active-constructive leadership factors and lowgnga on the passive-corrective factors.
Because of stereotyping and the strong overlapdesieing male and the leadership prototype
(Eagly & Carli, 2007), these results are probabiglained by filtering mechanisms in that
women are held to higher standards of performafin®(akis, et al., 2010); those that attain

positions of high status and power are therefoobadoly more competent than men are in

2 We could not examine nonlinear effects given thalssample size of this datasatx( 41).
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comparable positions (for a very interesting dentratisn of this phenomenon, concerning
appointments to endowed chairs see Trevifio, GomgjmaMBalkin, & Mixon, in press). As for
the other results, we were surprised to see thhaeableness was such a strong predictor. Given
that the NEO-PI scale also includes aspects ofstgriimility, as the proponents of the
HEXACO “big six” personality model suggest (Ashtenal., 2004; Lee & Ashton, 2004, 2008),
it would be beneficial for future research to exaetihe nature of this relation using scales that
ascertain whether it is agreeableness per se @shpthat is driving our results. That said, the
predictive utility of agreeableness may lend mangp®rt to our earlier conjecture that the
leadership demonstrated by the sampled participeagssomewhat more social-emotional than
task-oriented. The former would obviously placaghlr premium on not just agreeableness but
perhaps even honesty and humility. In contrastsciemtiousness, which would be expected to
have a stronger relation with task-oriented leddprexhibited weak effects.
Conclusion

Naturally, because this investigation represerdditht direct test of the Simonton (1985)
predictions, much more research is necessary, leiggr and more diverse samples, and ideally
with corrections for range restriction, before vem draw any definite conclusions about the
predicted curvilinear function and the specificdtbon of the peak. Our conclusions are limited
too by the fact that the sample consisted of miglléeaders rather than company CEOs who
might exhibit far more task-oriented than sociale@ional leadership.

We would then expect CEOs to display much highepé@ks than those observed here,
as well more conscientiousness and less agreeabldnepartial support for this conjecture,
recent research suggests that leaders in the topf g&neral intelligence are disproportionately

represented among Fortune 500 CEOs (Wai & Rindem20il5). Hence, leadership at the
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entrepreneurial apex might even exhibit a posiiv@otonic even if nonlinear association with
intelligence (cf. Model 1 in Simonton, 1985).

We trust too that our research will also help setstime thorny issues that have spilled
over into popular outlets about the apparent ldgkedictive validity of IQ (Gladwell, 2008),
resulting in some strong critiques (Pinker, 206®y. instance in his enormously popular book
Outliers Gladwell (2008, p. 88) suggests that “Once soradtws reached an IQ of somewhere
around 120, having additional IQ points doesn’'nsée translate into any measurable real-world
advantage.” This insight of Gladwell is very intgtiag, even prescient given the results we
report with respect to the 120 inflection pointwaver, his suggestions require tempering. As
mentioned by Pinker in critiquin@utliers “The common thread in Gladwell’s writing is a kind
of populism, which seeks to undermine the ideaksleint, intelligence and analytical prowess in
favor of luck, opportunity, experience and intuitibWhat did Gladwell get wrong? Gladwell
cites Jensen (1980) to support his argument tha f€@latively unimportant” as a predictor
beyond 120 points. However, this argument can ipéaged by one of two reasons: As
Simonton’s (1985) Model 1 shows, an increase ittells to the diminishing effects
phenomenon, which is precisely suggested by J§A€80 p. 114) who notes: “a 30-point IQ
difference is more significant between 1Qs of 7@ 400 than between 1Qs of 130 and 160.”
Thus, it is not that high 1Q does not matter, Imatt it matters less at higher scores. Also, if
studying restricted populations (i.e., objectiveliccessful CEOs), 1Q will obviously play no role
in predicting performance in that restricted popialg to predict variance in an outcome there
must be variance in the outcome and the predictobgnrell, 2003).

Insofar as leadership success as a criterion isetnad, Gladwell’'s suggestions are naive

because they ignore the complexity of leadershepceptions and objective criteria are not
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isomorphic. If the criterion is mostly task orietifdlodel 1 will best explain leadership success.
If the criterion includes social-emotional need$adfowers where rater perceptions matter, then
Model 4 is most relevant bearing in mind the aver#g of the group led. The choice of the
optimum intelligence is contingent on the demarfds given leadership position and thus must
be determined on a case by case basis. Therelsergize fits all, unlike the linear hypothesis.
To conclude, Sheldon Cooper, the genius physimst fThe Big Bang Theory” TV
series is often portrayed as being detached atahdisom normal folk, particularly because of
his use of complex language and arguments. Howasévlodel 4 would suggest, Sheldon could

still be a leader—if he can find a group of follawamart enough to appreciate his prose!
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Table 1:Correlation Matrix for Individual Differences withlLQ and Instrumental Leader Scales
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M SD 1 2 3 4 5 6 7 8

Alpha - .96 .85 .92 .89 .87 .86 .90

M .26 38.35 25.87 36.56 72.35 63.58 38.32 60.04

SD 44 6.38 6.27 25.27 23.40 25.90 25.64 25.57

1 Female 27 .45 - -.19 -12 -.02 -.02 14 -.18 .00
2 Age 36.64 5.78 -.25 .98 .08 -.06 -.13 -.03 .14 .00
31Q 25.31 6.22 -12 .10 .85 17 -23 07 -01 -18
4 Neuroticism 34.99 24.37 -.08 -.06 A1 .92 -.38 -.13 -.19 -.38
5 Extraversion 76.43 21.74 .07 -.21 -.18 =21 .89 .38 12 21
6 Openness 62.74 25.77 A1 -.09 .09 -.19 42 .87 -.04 -.06
7 Agreeableness 40.39 25.57 -21 .23 .04 -14 .08 .03 .86 .09
8 Conscientiousness 62.56 26.16 .00 .03 -.15 -.27 A1 -.04 .04 .90
9 Idealized-influence attr. 2.79 42 14 .10 A2 -.04 13 14 .26 .05
10 Idealized-influence benh. 2.63 42 .06 .36 A2 -.05 .01 .01 A7 .10
11 Inspirational motivation 2.82 44 -.05 A7 A1 -.08 .23 A2 A7 .00
12 Intellectual stimulation 2.66 .38 .02 .06 .16 .03 .05 .09 .21 -.01
13 Individualized consid. 2.47 44 .10 14 14 -.08 13 A1 21 .00
14 Contingent rewards 2.76 .40 .16 .24 13 .04 .02 .05 A1 .04
15 Mgt. -by-exc. active 2.07 .50 .06 13 -.07 .05 -.13 -.10 -.07 .23
16 Mgt. -by-exc. passive 1.02 .38 -12 .23 .06 .01 -.16 =21 -.15 -.14
17 Laissez-faire .66 .36 -.25 .01 -11 -.08 .02 .01 -.09 -.08
18 Environ. monitoring 2.99 .33 .07 .07 .04 .02 .07 .01 .16 .00
19 Strategy formulation 2.69 .46 .08 21 .18 .07 -.03 -.02 12 .07
20 Path-goal facilitation 2.57 43 .08 .16 .07 .07 .02 .07 .13 .06
21 Outcome monitoring 2.29 52 .06 27 .09 .00 -.08 -.02 .19 .02

Table 1 (continued)

43
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9 10 11 12 13 14 15 16 17 18 19 20 21

Alpha .76 .75 .85 .82 .74 74 .79 71 .76 .82 .88 .87 .93
M 273 262 277 264 249 275 205 1.08 .68 2.9&.67 2.53 2.31
SD A3 40 44 37 43 .38 A7 40 .38 37 45 45 .51

1 Female 14 .05 .03 .02 .08 A1 .06 -.15 -17 .02 .10 12 .09

2 Age -.02 .26 .04 -.01 .05 .08 .07 .24 12 -05 4 .0 -.04 13

3 1Q .06 .08 .05 14 12 A1 -.08 .06 -.07 .01 .15 .02 .03

4 Neuroticism -.01 -.03 -.09 .04 -.02 .03 .08 -.02-.02 -.01 .07 .06 .01

5 Extraversion 12 .06 .21 .01 .04 .03 -.08 -.10 05-. .07 -.04 .02 -.03
6 Openness .09 .04 .08 .08 .06 -.01 -.09 -.09 .01.05 -.04 .00 .00

7 Agreeableness .18 .16 14 .13 A1 A1 -.04 -15.11 - .13 .09 .08 13
8 Conscientiousness .04 .06 .04 .00 .02 .06 14 1 -1-.10 -.01 .04 .08 .06
9 Idealized-influence attr. .77 .69 .65 71 71 71 21 -.36 -.60 .64 .64 .61 .62
10 Idealized-influence beh. .74 .80 .68 .62 .56 .68 30 -.18 -.40 .51 .67 .50 .60
11 Inspirational motivation .66 70 .87 .53 .46 .62 A5 -10 -31 42 .63 46 47
12 Intellectual stimulation .74 .65 .52 .83 .68 .64 22 -.29 -48 .66 .65 .58 .63
13 Individualized consid. 77 .66 .59 67 .74 .68 A7 =22 -44 .55 .55 61 72
14 Contingent rewards 712 a7 .62 .64 g2 .77 35 -.26 -.56 .56 .73 .69 71
15 Mgt. -by-exc. active .18 .33 A1 21 .20 41 82 -14 -23 .16 .30 .33 .35
16 Mgt. -by-exc. passive -29  -.07 .04 -28 -16 -17 -08 .69 54 -.35 -.24 -.27 -.19
17 Laissez-faire -.59 -.44 =21 -.52 -.50 -.57 -.23 41 74 -50 -51 -58 -.46
18 Environ. monitoring .68 .62 .46 71 .54 57 A7 -.23 -51 .75 55 51 49
19 Strategy formulation 71 .79 .65 .69 .65 .75 .34 -.10 -.52 .59 .87 60 59
20 Path-goal facilitation .67 .65 51 .61 .68 .78 42 =21 -.58 .56 .65 .87 .62
21 Outcome monitoring .63 .68 .50 .65 .76 .76 .37 -.15 -.54 52 .65 .72 .92

Note N =171 leaders (leader ratings collapsed from betme = 1,276 to 1,280) reported below the diagoNat. 379 leaders (leader ratings collapsed from
betweerN = 2,896 to 2,905 raters, depending on the scef@rted above the diagonal. Reliabilities usedfoors-in-variables corrections are reported on the
diagonal (bolded) (atl = 171); note, for the instrumental leader factoebabilities are corrected for four items using Bpearman-Brown formula (Carmines &
Zeller, 1979); the mean alpha at the rater leweluding the two leader outcomes (satisfactioneffettiveness is .74. Fot = 171,r > |.15|p < .05;r > |.19|p

<.01;r > |.24|p<.001. FON=379,r > |.11|p < .05;r > |.14|p < .01;r > |.17|p < .001.
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Table 2:Predicting Leadership from Intelligence, PersonaliDemographics (listwise sample)

lIA B IM IS IC CR MBA MBP LF EM SF PC oM
F 21 18%* .03 .05 2% 28w A4% -11 -.28%* 12 A7% 12 16%*
(2.36) (2.13) (.35) (.55) (2.41) (3.38) 182 @1 (322 (1.28) (2.09) (1.43) (2.14)
Age .11 35w 13 .01 19 18* .07 19* 11 27 .08 .08 12
(1.00) (3.39) (1.24) (.05) (1.62) 1.72) (76) @6  (1.00) (2.34) (74) (.84) (1.32)
N 01 -01 -.05 .01 -.05 .03 -.02 -.04 -01 -.00 2.1 .04 -.02
(07) (07) (.49) (12) (.44) (.36) (.26) (.37) )0 (.02) (1.29) (.48) (.29)
E 18 21 43w 01 25 14 -.07 10 02 .09 14 15 04
(1.46) (1.73) (3.61) (11) (1.95) (1.22) (.63) 080  (.19) (.67) (1.25) (1.31) (.39)
o .08 -.04 -.02 25%* -.09 .07 -.03 38 .07 40 -.06 .09 -01
(.66) (37) (.20) (2.10) (.67) (.59) (29) (2.88) 59 (.33) (.51) (.82) (.09)
A 42wk 24 17 35w 36 16 -.03 - 33w -23% 28 35w 26+ 25wk
(4.05) (2.37) (1.66) (3.50) (3.23) (1.57) (31) 9@ (2.24) (2.53) (3.49) (2.64) (2.76)
C .03 .08 -.08 10 -.09 .04 14% 23w 255 05 17 10 -01
(.33) (.86) (.88) (1.09) (.92) (.47) (1.65)  (2.26) (2.69) (.50) (1.91) (1.14) (07)
1Q 38 31 28 34 38% 13 10 -.08 -.09 ey 40%* 24 04
(2.30) (1.93) (1.72) (2.18) (2.17) (.85) (.68) 045  (.55) (1.72) (2.52) (1.58) (.29)
IQ2  -39%* 25w -23* -.25% -31% -19 -13 13 08 360 31 320 17
(2.93) (1.98) (1.76) (2.02) (2.24) (1.56) (1.18)  90) (.61) (2.61) (2.51) (2.63) (1.48)
RA 30 31 20 15 25 27 16 28 22 15 24 19 21 .
REC .37 40 26 36 36 50 58 38 45 36 36 39 44
RF 61 55 43 54 55 61 63 58 58 52 52 53 52 .
RP .37 47 45 38 44 45 37 41 34 39 45 31 32 .
RN .52 51 39 49 48 59 62 57 58 45 45 47 51
A .07 16 25 23 19 18 22 13 12 23 21 13 11

Note N = 171 leadersz-statistics in parentheses . ¥ .01, **p < .05, *p < .10. Estimates are standardized. F = female N¢wgroticism, E = Extraversion, O
= Openness, A = Agreeableness, C = Conscientiosisit@s WPT scores. IIA = idealized-influence dttiies, 1B = idealized-influence behaviors, IM =
inspirational motivation, IS = intellectual stimtitan, IC = individualized consideration, CR = caomgéent rewards, MBA = management-by-exception active
MBP = management-by-exception passive, LF = laifaiea leadership, EM = environmental monitorin§, Sstrategy formulation, PG = path-goal facilibait;
OM = outcome monitoring. The regression equatioskide company, country and time fixed-effectd.-RR-square from leader individual differences only
(i.e., demographics, personality, and intelligenBL = R-square contribution from fixed-effects control$FR: R-square from full equation.’R =R-square

from the panel model using only leader fixed-effettimmy variables as predictors (reported for carapa purposes); and’R = R-squareexcluding IQ and
IQ?. A = difference between®R and Rl.
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Table 3:Predicting Leadership from Intelligence, Personglibemographics (full sample)

1A 1B IM IS IC CR MBA MBP LF EM SF PG oM
F 18% 13 09 03 12 16% .06 -13* -18% 01 A7 15%* .06
(.34 (1.85 (1.35 (.38) (1.46 (.23 (89)  (L75 (.42 (.08) (2.33 (2.07 (1.00
Age .13 33w 07 08 21% AC .0¢ 14 12 12 ¢ .08 12
(1.39 (3.94 (91) (.92) (212 1.21 (119 (158 (1.38 1.21 1.14 (.99) (1.65
N .00 02 -.07 -.02 -.07 .0C -.0C -11 -.0€ -.07 .0€ 01 -.03
(.02) (.19) (.96) (21) (73) (.05) (04) (130 (.68) (.85) (.80) (17) (.38)
E 20 21% 33w 04 09 12 .03 -07 -10 .09 16 13 -.05
(1.84 (2.09 (3.54 (.39) (.78) (1.18 (.29) (.66) (.98) (.81) 157 1.17 (51)
0 03 03 -.01 14 -.00 -.03 -.0¢ -.16* .0C .0€ -.0¢ -.04 .07
(.33) (.28) (.10) (152 (.02) (.34) (1.05 (173 (.00) (.59) (.84) (41) (92)
A 21% 164 08 20% 15 .08 -.0€ - 264+ -18% 15 184 12 .08
(2.52) (2.16) (1.27) (2.51) (1.76) (1.06) (88) 4B (2.40) (1.82) (2.38) (1.42) (1.13)
C -.02 03 -.06 01 -.04 .04 06 - 16% - 15% 80 06 .06 02
(21) (.45) (.88) (.20) (.45) (.59) (88)  (2.16) @) (.96) (.87) (73) (.37)
1Q 37 28 20 A3% 39 11 .07 -.20 -16 34 83 33 -.03
(1.85) (1.50) (1.11) (2.25) (1.91) (.56) (.40) 097  (73) (1.59) (2.05) (1.67) (17)
Q2 -47™ 26 -19 -36% “A4R 26 -14 19 16 SAgHH L 38% AT 24
(2.80) (1.64) (1.23) (2.21) (2.60) (1.48) (91)  0g). (.85) (2.75) (2.34) @.77) (1.60)
R2 20 21 12 11 15 18 09 22 16 13 20 17 15 .
RC 27 28 21 22 22 29 43 26 19 20 23 22 28 .
R?F 45 42 32 36 35 36 46 40 29 35 34 35 35 .
R?P 39 45 43 35 39 40 37 44 41 44 39 36 30 .
RN .34 38 3¢ 28 25 33 AE 3¢ 27 23 2€ 24 3¢
A 18 24 31 24 24 22 2¢ 22 28 31 2C 18 1€

Note N = 379 leadersz-statistics in parentheses (interested readersgathis information to calculate confidence inds\as followsp + g * 1.96). *** p <

.01, **p < .05, *p < .10. Estimates are standardized. F = female N¢uroticism, E = Extraversion, O = Openness, Agrekableness, C = Conscientiousness,
IQ = WPT scores. lIA = idealized-influence attribsif 11B = idealized-influence behaviors, IM = ingpional motivation, 1S = intellectual stimulatio@ =
individualized consideration, CR = contingent red&MBA = management-by-exception active, MBP = aggament-by-exception passive, LF = laissez-faire
leadership, EM = environmental monitoring, SF at&gy formulation, PG = path-goal facilitation, GMbutcome monitoring. The regression equationsigte!
company, country and time fixed-effect€] R R-square from leader individual differences onlg.(idemographics, personality, and intelligencéf, RR-

square contribution from fixed-effects control$FR: R-square from full equation.’R =R-square from the panel model using only leaderfig&ects dummy
variables as predictors (reported for comparisapqees); and N = R-squareexcluding IQ and 1& A = difference between’R and Rl.
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Table 4:Probing the Interaction: Predicting Leadership frdntelligence
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Peak Peak Slope at Slope of at mean  Slope at Slope at
(WPT) (10) WPT = 23 WPT = 25.31 WPT = 325 WPT = 35

Dependent var. (IQ = 106) (IQ =111) (IQ =124) (IQ =128)

A 29.56 119 BT .38 - 51 -.82%*
(2.76) (2.30 (2.20, (2.52)

IB. 30.5¢ 121 5O+ 31 -.27 -48
(2.19 (1.99 (1.22 (1.52)

IM 30.55 121 A5* .28* -.25 -43
(1.89) (1.72) (1.08) (1.34)

IS 31.0¢ 122 53 34 -.24 -48
(2.30) (2.16) (1.09 (1.49)

IC 30.5: 121 B .38 -.34 - 58
(2.40) (2.17) (1.39) 1.72)

EM 28.87 118 57 .30* -53%* -.82%*
(2.29 (1.79 (2.19 (2.40

SF 30.71 121 623 ACH -.33 -.58
(2.75) (2.52) (1.49 (1.8

PG 28.56 117 48 24 - 49%* - 75%
(2.15)** (1.58) (2.32) (2.50)

Mean 30.05 120 Tk 33 -37* -.61%
(2.79) (2.42) (1.96) (2.39)

Robustness checks

TF 30.36 121 L 37 -35 -.60*
(2.€7) (2.39 (1.62 (1.98

IL 28.87 118 51+ 27* -48%* 745
(2.34) (1.80) (2.30) (2.53)

SAT 29.7¢ 11¢ 7O AL - 50 -.82%*
(2.98) (2.53) (2.23) (2.60)

EFF 29.47 119 A4 25% -34 -.54*
(2.00 (1.66 (1.62) (1.85

Note z-statistics in parentheses. Entries in second aolara rounded. For coefficients reporting in “Meae’st are
based on the linear combinations of parametergubmdelta method (Oehlert, 1992). Tangent slatienates are
standardizedN = 171; **p < .01, **p < .05, *p < .10. IIA = idealized-influence attributes, |IBidealized-
influence behaviors, IM = inspirational motivatid§, = intellectual stimulation, IC = individualizesbnsideration,
CR = contingent rewards, MBA = management-by-exoepctive, MBP = management-by-exception passike,
= laissez-faire leadership, EM = environmental nanng, SF = strategy formulation, PG = path-geailftation,
OM = outcome monitoring, TF = Transformational leeship (index of transformational leadership sQalés=
Instrumental leadership (index of instrumental Bxatip scales); SAT = Satisfaction, EFF = effectass.
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10 15 20 25 ) 30 35 40 45
Wonderlic scores

Figure 1 Distribution of observed intelligence scores. @ashed curve is the normal distribution; the
solid curve is a kernel density estimate (Kern&panechnikov, bandwidth = 1.91). The Doornik-
Hansen (2008) normality test indicated a slightadepe from normalityy*(2) = 7.12p= 0.03.

Note, the skewness value is .49 and that of Kigt®8sd2 (compared to the normal distributional
values of 0 and 3 respectively). The skewnesddestormality was significanta(= .01), but not that

of kurtosis p = .41); the joint test was significant, and proddke same inference as the normality
test p=.03).
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Figure 2 The curvilinear relation of intelligence with texrship. Because several data points are on tepabf other and only visible as one
point, we used Stata’s “jitter” option to add sorardom noise (7% of graphical area) to each datd.po
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Appendix Table 1Predicting Leadership from Intelligence, PersongliDemographics, and omitting Fixed-effects (fathple)
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1A B IM IS IC CR MBA MBP LF EM SF PG oM
F 25w 18 1% .06 A7 X .07 -.16% -, 25wk .06 2w 18 L7
(3.78) (2.90) (1.88) (.98) (2.52) (3.47) (1.18) 4@ (4.00) (.87) (3.22) (2.77) (2.79)
Age .07 38w 11 02 13* 19% A1* 26+ .08 a1 15 .07 22
(.95) (5.67) (1.58) (.26) (1.75) (2.57) (1.65) ®.: (1.08) (12) (2.01) (.95) (3.26)
N .09 .07 .00 .06 -.00 11 A7 A7 -12 -.00 09. 12 .04
(1.10) (97) (07) (.75) (.05) (1.30) (2.32) (2.18)  (1.52) (.02) (1.21) (1.53) (.60)
E 23+ 19% 33w 04 12 20% -.07 -03 -15 10 13 10 03
(2.43) (2.10) (3.75) (.46) (1.22) (2.07) (.75) 031  (1.58) (1.03) (1.41) (1.10) (.36)
o) -01 -.04 -.08 .07 -01 -13 -.04 -12 10 .00 14, -.05 -.03
(17) (.48) (.96) (.85) (12) (1.49) (.53) (151)  1.24) (.04) (1.70) (.59) (37)
A 25w A7 14 18 15 A5+ -.03 -.28% ** - 19w A7 A3 13+ 16*
(3.79) (2.55) (2.22) (2.73) (2.18) (2.19) (.45) Q). (2.89) (2.54) (1.99) (1.93) (2.50)
C 04 .07 -.02 .04 .03 .09 23w A7 -5 03 .09 A2+ 08
(.58) (1.02) (.29) (.50) (.35) (1.25) (3.42) (248)  (2.13) (.48) (1.25) (1.81) (1.20)
IQ 28 24 22% 27 32 33w -10 -01 - 25% 18 38w 23* 18+
(2.23) (1.99) (1.90) (2.35) (2.56) (2.79) (.85) 101 (1.98) (1.32) (3.54) (1.94) (1.67)
IQ? -.29% -22% -.16 -24x -3 -.30% -.01 10 T -3 Y h Y f -33w
(2.31) (1.81) (1.32) (2.10) (2.46) (2.48) (.13) 2.7 (1.31) (2.61) (3.33) (3.20) (2.99)
RF 20 21 12 11 15 18 .09 22 16 13 20 17 15 .

Note N = 379 leaders using the maximum likelihood estonédr missing dataz-statistics in parentheses. 1< .01, **p < .05, *p < .10. Estimates are standardized. F =
female, N = Neuroticism, E = Extraversion, O = Opess, A = Agreeableness, C = Conscientiousness WP T scores. IIA = idealized-influence attributéB, =
idealized-influence behaviors, IM = inspirationabtination, 1S = intellectual stimulation, IC = inddualized consideration, CR = contingent rewaMBA = management-
by-exception active, MBP = management-by-exceppassive, LF = laissez-faire leadership, EM = emuinental monitoring, SF = strategy formulation, P@ath-goal
facilitation, OM = outcome monitoring. The regressiequations exclude company, country and timelfedects. R= R-square from full equation.
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Appendix Table 2Predicting Leadership “Super Scales” and OutcomegfIntelligence, Personality, Demographics, angeg-effects

Var TR IL, SAT, EFR TR IL, SAT, EFFR
Female 15 A7 22%* 15 .14* .14~ .13 13**
(1.82) (2.15) (2.52) (1.84) (1.95) (1.82) (1.61) .98
Age A7 .15 .25%* A1 .20%* 14 .16 .08
(1.72) (1.50) (2.36) (1.17) (2.26) (1.57) (1.57) 99)).
Neuroticism -.02 .04 -.00 .05 -.04 -.01 -.01 .03
(-.21) (.46) (-.03) (.60) (52) (.11) (-.15) (.37)
Extraversion 24 A2 .06 -.02 22%* .10 .08 .06
(2.14) (1.09) (.50) (-.16) (2.12) (.96) (.72) (.62)
Openness .03 .01 .10 .16 .02 -01 .04 .02
(.27) (.13) (.81) (1.47) (.17) (.07) (.40) (.25)
Agreeableness 33*** 33*** .30*** .35%** .18** 15* 26%** 19%*
(3.42) (3.48) (2.95) (3.69) (2.29) (1.88) (2.94) 56
Conscientiousness .00 .07 -.01 13 -.03 .02 -.00 .10
(.04) (.82) (-.08) (1.55) (.38) (.27) (-.00) (1.41)
1Q 37 27* ALx* .25* A2%* 31 A6** .30*
(2.39) (1.80) (2.53) (1.66) (2.31) (1.59) (2.29) 7
IQ2 =31 -.33%** - 40%** -.25%* - 40%** - 47 -.54 rx* -.35%*
(2.54) (2.74) (3.09) (2.14) (2.70) (3.03) (3.24) 38
R-square 49 57 .58 .56 37 .28 .39 40

Note The first set of estimates (subscripted “1"), based on the listwise deletion sample=(171); the second set of estimates (subscript&duige the full samplen(=
379). To ensure maximum efficiency, the rest ofldaaler styles (contingent rewards, managemenixbgption active and passive, and laissez-faireciesdip) were also
included in the modelZstatistics in parentheses. 1% .01, **p < .05, *p < .10. Estimates are standardized. IQ = WPT scdifes Transformational leadership (index
consisting of idealized-influence attributes, idead-influence behaviors, inspirational motivatiortellectual stimulation, individualized considgoa), IL = Instrumental
leadership (index consisting of environmental maniitg, strategy formulation, path-goal facilitatjarutcome monitoring), SAT = satisfaction, EFF feefiveness. The
regression equations include company, country anel fixed-effects. R= R-square from full equation.



