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Summary

Cell pairing is central for many processes, including immune defense, neuronal
connection, hyphal fusion or sexual reproduction. How does a cell orient towards
a partner, especially when faced with multiple choices? Fission yeast
Schizosaccharomyces pombe P- and M-cells, which respectively express P- and M-
factor pheromones [1, 2], pair during the mating process induced by nitrogen
starvation. Engagement of pheromone receptors Map3 and Mam?2 [3, 4] with
their cognate pheromone ligands leads to activation of the Ga-protein Gpal to
signal sexual differentiation [3, 5, 6]. Prior to cell pairing, the Cdc42 GTPase, a
central regulator of cell polarization, forms dynamic zones of activity at the cell
periphery at distinct locations over time [7]. Here, we show that Cdc42-GTP
polarization sites contain the M-factor transporter Mam1, the general secretion
machinery, which underlies P-factor secretion, and Gpal, suggesting these are
sub-cellular zones of pheromone secretion and signaling. Zone lifetimes scale
with pheromone concentration. Computational simulations of pair formation
through a fluctuating zone show that the combination of local pheromone
release and sensing, short pheromone decay length, and pheromone-dependent
zone stabilization leads to efficient pair formation. Consistently, pairing
efficiency is reduced in absence of the P-factor protease. Similarly, zone
stabilization at reduced pheromone levels, which occurs in absence of the
predicted GTPase-activating protein for Ras, leads to reduction in pairing
efficiency. We propose that efficient cell pairing relies on a fluctuating local
signal emission and perception, which become locked into place through

stimulation.



Results and Discussion

Local pheromone secretion and sensing in vivo

Previous modeling work of pheromone-dependent polarized growth in S.
cerevisiae assumed that the cell serves as spherically uniform source of
pheromone [8-12]. As the secretion machinery is normally polarized by Cdc42-
GTP [13-16], an alternative likely scenario is that the pheromones are released
locally at sites of polarization. We used live-cell imaging to probe the possible co-
localization of components of the pheromone signaling machinery with dynamic
Cdc42-GTP zones during ‘exploration’, i.e. after the last cell division upon
nitrogen starvation but prior to polarized growth (also known as ‘shmoo’
formation; see [17] for review). To label Cdc42-GTP, we used tagged Scd2, a
protein that links Cdc42 with its major guanine nucleotide exchange factor, and

robustly co-localizes with Cdc42-GTP [7, 18, 19].

The M-factor pheromone is a lipid-modified peptide, exported outside the cell by
a dedicated transporter, Mam1 (Figure 1A) [2, 20, 21]. Mam1-GFP signal was
weak, but displayed local enrichment at cortical sites often coinciding with Scd?2
zones (68 of 74 cells; Figure 1B, S1A-B), in addition to significant internal signal,
likely due to endocytic recycling similar to its S. cerevisiae Ste6 homologue [22,
23]. This suggests M-factor is exported not around the entire cell cortex but
locally, preferentially at sites of Cdc42 activity. As P-factor is a simple 23aa
peptide, processed in the ER and Golgi, and likely secreted through the canonical
secretory system (Figure 1A) [1], we monitored the localization of the secretion
machinery by labeling the post-Golgi vesicle-associated Rab11-family GTPase
Ypt3 [24, 25]. GFP-Ypt3 showed strong enrichment at Scd2 zones (67 of 75 cells;
Figure 1C, S1C-D), similar to our previous description of both Myo52 myosin
motor and exocyst complex at these zones [7]. These data indicate that both

pheromones are preferentially released at Cdc42-GTP zones.

Engaged pheromone receptors signal through the associated Ga-protein Gpal
[5]. Because Gpal is predicted to be N-terminally myristoylated, we tagged it
with mCherry at an internal poorly conserved site, generating Gpal-mCherrysV,
integrated as sole copy at the endogenous gpal genomic locus. These cells are

fertile, although they exhibit reduced mating efficiencies (30% of cell pairing,



n=928 cells), indicating Gpal-mCherry*¥ is largely, but not completely
functional. Gpal-mCherrySW fluorescence was weak, but could be detected at
dynamic sites at the cell periphery, which often co-localized with Scd2 (45 of 63
cells; Figure 1D, S1E-F). By contrast, pheromone receptors were not exclusively
associated with Scd2 zones, displaying instead a broad localization over the
entire plasma membrane during exploration, as well as strong internal, likely
endomembrane, localization (Figure 1E). This broad peripheral localization is
consistent with the ability of cells to perceive a partner and extend a shmoo from
any location [7]. During shmoo growth, receptors then became enriched at the
shmoo site, as has been previously described in this and other species [26, 27]
(Figure 1F). Because pheromone receptors are initially broadly distributed at the
membrane, but their associated Ga is enriched at specific sites, we interpret
these sites of Gpal enrichment as sites of pheromone receptor engagement. The
mechanisms of Gpal accumulation await future dissection. In summary, these
results indicate that release and perception of pheromones occur at discrete
cortical sites largely coincident with the dynamic zones of Cdc42 activity

observed prior to cell pairing.

Simulation of cell pairing

To probe the logic behind the process of cell-cell pairing, we designed a simple
numerical simulation mimicking an experimental two-dimensional field of cells
of opposite mating types in a mating reaction. We implemented Cdc42-GTP zone
(simply referred to as “zone” below) dynamics in each cell with a positional bias
around cell poles, as measured experimentally [7]. The simulation is based on
two simple assumptions. The first is that a zone lifetime scales with the local
opposite-type pheromone concentration (Figure 2A). This assumption is
validated by experimental observations: Heterothallic M-cells lacking the P-
factor protease Sxa2 exposed to homogeneous low-level P-factor exhibit
dynamic zones, with only high-level P-factor promoting polarized growth at a
single site [7]. Furthermore, zone lifetimes increase with pheromone
concentration ranging from 0.01 to 1uM (Figure 2B). We note that S. cerevisiae

polarity site motility is also constrained by higher pheromone levels [28-30]. The



second assumption is that cells paired (i.e. with zones facing each other) for >
100 min have grown and fused together, and are thus taken out of the reaction
(Figure 2C). Indeed, previous examination had shown that cells do not polarize
towards fused pairs and readily re-orient if the target cell fuses with another
partner [7]. The simulation relies on two parameters. The first, b, defines the
linear response of the zone lifetime to the opposite type pheromone. For
simplicity, we assume that this value is identical in the two distinct mating types.
The second, A, is the characteristic decay length of the pheromone signal [8, 9],
which likely results from the action of secreted proteases that restrict it near the

source [31-33].

Starting from a field of exploring cells (Figure 2D), the simulations lead to a
pattern of cell pairing (Figure 2E) that varied in each realization due to the
randomness of the exploration process (Movie S1). To monitor the success of the
simulations, we quantified the fraction of paired cells over time and found the
value of parameter b that gives the most efficient cell pairing for a given decay
length A (Figure 2F). The selected optimal value of b separates a high sensitivity
regime where exploratory zones stabilize along unproductive orientations and a
low sensitivity regime where cells spend most time exploring (Figure S2A-C;

Movies S2 and S3).

In agreement with the local enrichment of pheromone secretion machineries at
Cdc42-GTP zones, we found that local release of pheromones at the polarized
patch (model 1) yielded more efficient pairing than global pheromone release
(model 2) (Figure 2F). Consistently, low pheromone decay length allowed more
efficient cell pairing (Figure 2F). Both models make the assumption that the
pheromone signal is perceived at the site of the polarized patch, in agreement
with local Gpal enrichment. As expected, decoupling pheromone perception
from the polarized patch in the simulation (model 3) nearly blocked cell pairing
(Figure 2F). Thus, the optimal conditions for efficient cell pairing in the
simulation are local pheromone release and perception, as observed above, and
pheromone decay length of order 1 um or less. These results remained valid
when considering configurations of cells that do not touch (Figure S2D-E),

nonlinear response to pheromone concentration (Figure S2F-G) and cells



entering the exploratory phase over an extended time interval (Figure S2H-I).
We also built a more detailed model accounting for the excluded cell volume in
pheromone distributions. This detailed model recapitulated the more efficient
cell pairing observed upon local pheromone release and pheromone decay
length of order 1um or less as in model 1 above (see supplementary text; Figure
S2]J-L). Because this model was very computationally expensive, we used the

simple model below.

Simulation of cell pairing recapitulates experimental observations

To compare simulations to experiments, nitrogen-starved P and M cells were
placed in a monolayer on a thin agarose pad at a density similar to that used in
the simulations above (about 19’000 cells per mm?) and the fraction of paired
cells was monitored over time. Up to 60% of cells became engaged in a pair and
fused to form a zygote within 15h of starvation, with similar kinetics to that

observed in the simulation with local pheromone release (Figure 2G-H).

To better define the efficiency of pairing, we focused on isolated small groups of
cells, in which cells of distinct mating types were labeled with distinct
fluorescence (Figure 3A). This small group analysis is interesting, because the
low number of cells permits exact counting of all possible outcomes, including
the optimal pairing configurations with the largest number of pairs. Remarkably,
77% of the cells mated, close to the maximum predictable efficiency of 83% that
would have been obtained if the maximum number of pairs had been formed in
each configuration (Figure 3A-B, where a different configuration could have
yielded one more pair in each of experimental panels f and i). In silico
arrangements of cells in small groups of identical distribution as those analyzed
experimentally revealed comparable kinetics and pairing efficiency of 72 + 3 %
(mean * stdev), with fluctuations due to the different partner choices occurring
on each run of the simulation with local pheromone release (Figure 3A-B, where
a different configuration could have yielded one more pair in each of simulation
panels f and d; Movie S4). By contrast, we calculated that if each cell in the
groups of Figure 2 made a single random choice among its possible partners,

only 52 * 2 % of the cells would mate, with several cells making an



unreciprocated choice. If the cells with unreciprocated choices are allowed to
make a second, third, or more choices, this increases the fraction of successful
pairs to 74 = 1.4 %, close to the realized value. Thus, the large fraction of pairs in
simulations is realized through transient cell engagement followed by either
simulated fusion or bond breakage. The same process can also be seen in time

lapse images of Scd2 zones of mating cells (Figure S3; [7]).

In conclusion, though we cannot exclude that pheromone concentration may also
bias the site of zone assembly, our simulations suggest that efficient cell pairing
is achieved through local pheromone release and sensing at dynamic zones that

become stabilized by increased pheromone levels.

Deletion of P-factor protease reduces pairing efficiency

One prediction of the model is that optimal pairing occurs for pheromone decay
lengths of order 1 um or less. To test this prediction, we examined the ability of
sxa2A M-cells to pair with wildtype P-cells. SxaZ2 is a secreted protease that
cleaves P-factor, and thus likely contributes to shaping the pheromone landscape
around cells [31-33], similar to the proposed role of Bar1 protease in S.
cerevisiae [8, 10]. In our 2D assay, the pairing efficiency of h- sxa2A x h+ wt
crosses was reduced (Figure 44, S4D), though interestingly not as dramatically
as when assessed in 3D on agar plates ([31] and data not shown). Importantly,
increasing the pheromone decay length of only a single partner, as in the wt x

sxa2A crosses, also led to reduced pairing efficiency in simulations (Figure 4B).

The stronger phenotype of sxaZA mutants observed in 3D is in agreement with
the idea that shaping of the pheromone gradients by the protease is particularly
important when a large number of close partners each produce P-factor. To
partly mimic this situation in 2D and further test the importance of pheromone
concentration for cell-cell pairing, we added excess synthetic P-factor to fields of
wt x wt or sxa2A x wt crosses, with the aim to further “confuse” the cell as to the
origin of the pheromone gradient [34, 35]. Addition of 10ug/ml synthetic P-
factor led to a partial decrease in pairing efficiency in wt crosses, but to a strong

impairment in sxa24 x wt crosses, in which the excess P-factor cannot be



degraded, and resulted in the majority of cells growing unproductive, unpaired
projections (Figure 4A, S4D). In simulations, we mimicked the predicted
increased zone lifetime due to the homogeneous higher P-factor concentration
by increasing the overall patch lifetime, 1o, in M cells (while keeping bto constant
to maintain the same level of sensitivity; see supplemental text). This led to a
decrease in pairing efficiency, which appeared additive rather than synergistic
with the effect of increased P-factor decay length (Figure 4B). This is likely
because the fate of the added synthetic pheromone is different in wildtype,
where it is progressively degraded, than in sxaZ4 mutants, where its
concentration remains high throughout the experiment. Additional increase of to
in the simulation indeed further lowered pairing efficiency, better mimicking the
wt x sxa2/A experimental situation (Figure 4B). We conclude that experiments
and simulations are in agreement that short pheromone decay lengths are

critical for efficient cell pairing.

Increasing zone lifetime reduces mating efficiency

We then sought to experimentally modify the internal cell mechanisms
determining zone lifetime and its dependence to pheromone concentration, thus
varying the equivalent of parameters to and b in the model. The molecular
mechanisms underlying oscillations of Cdc42-GTP zones in response to
pheromone are not well defined, but the small GTPase Rasl1 is a likely important
factor [17]. Indeed, Ras activity requires and in turn promotes pheromone
signaling [36-38]. Ras was also proposed to be a positive regulator of Scd1, the
major guanine nucleotide exchange factor activating Cdc42 [19]. Consistent with
this idea, we found that ras14 cells failed to recruit Scd1 to the cell cortex during
mating and formed broad zones of Scd2 polarization that did not dynamically
explore the cell cortex (Figure S4A-B). N-terminally tagged GFP-Ras1 also
accumulated at sites of Scd2 dynamic exploration, though it was also present at
other cortical regions (Figure S4C). Thus, Rasl1 is a likely positive regulator of

local Cdc42 activation during exploratory polarization.

A zone lifetime is likely modulated by negative signals promoting zone

disassembly. Indeed, deletion of Gap1, the predicted GTPase activating protein



(GAP) for Ras1 [39, 40], caused an important increase in zone lifetime:
heterothallic gap14 M-cells lacking the P-factor protease Sxa2 exposed to
homogeneous P-factor (0.01 to 1uM) displayed dynamic Scd2 zones, but these
exhibited significantly longer lifetimes than gap1+ controls exposed to the same
pheromone concentrations (Figure 4C). Some of these cells also lysed, as
previously reported [40]. Thus, Ras inactivation promotes polarity zone

disassembly.

The gap14 mutant represents a condition in which cells exhibit an apparent
increase in the parameters toand b. As predicted in simulations with increased
To and b for one cell type, wt x gap1A formed pairs with significantly reduced
efficiency, with gap14 cells stabilizing a growth axis at unreciprocated locations
(Figure 4D-E, S4D). The stronger phenotype observed experimentally may stem
from the formation of these unpaired projections, as well as from the lysis of
some gap1A cells. Indeed, modification of the simulation to remove cells with
zones stable for >200min better mimicked the experimental situation (Figure
4E). Thus, reducing the pheromone concentration-dependency for zone
stabilization prevents transient engagements and locks polarity zones in
inappropriate locations. We conclude that an optimal zone lifetime, stabilized
only by high concentrations of pheromone, is required for efficient cell-cell

pairing.

Conclusion

We propose that local pheromone signal release and perception underlies
flexible cell-cell communication for efficient pair formation. Our experimental
data indicate that exploratory polarity sites represent discrete zones of localized
pheromone signal release and sensing, and our computational approach
demonstrates that fluctuating local signal emission and perception, which
becomes locked into place through stimulation, serves for optimal pairing of cells
during yeast mating. The fluctuating nature of the zones of signal release and
perception is critical to this process, as demonstrated by the inefficient pairing of
gap1A cells, in which polarity zones are stabilized at significantly lower

pheromone concentrations. The short decay length of the pheromone gradient



highlighted in the simulations is consistent with the short range of fission yeast
cell mating and validated by the lower pairing efficiency of sxa24 cells. We note
that we observed similar reduction in pair formation with P-cells lacking Sxal, a
predicted M-factor protease [31]. A prior calculation suggested that a very high
concentration of diffuse proteases would be needed to restrict the pheromone
concentration profile to scales of order one cell diameter [9]. While some
proteases may not be freely diffusing, we note that an increase in nonlinear
sensitivity to pheromone concentration (parameter n) gives a similar trend to
that of decreasing pheromone decay length (compare Figure 3B to Figure S2F,
G). Thus nonlinear sensitivity to pheromone concentration could be an
additional mechanism that cells use to effectively achieve local sensing. We also
note that we assumed spatially uniform protease activity to highlight the effects
of local pheromone secretion and decay length, however non-uniform protease
activity over scales comparable to the cell size may also contribute to the mating

kinetics [9].

The pheromone gradient sensing mechanism proposed here has features of
sensing by temporal averaging [41], since exploratory zones localize in regions
of higher pheromone concentration on average. More than just contributing to
gradient sensing, fluctuations in the position of the zone also lead to different
transient cell engagements. This mechanism of partner switching that would not
be possible through local zone wandering [28-30] allows the cell population to
test different conflicting mating configurations (reminiscent of the
configurations of frustrated physical systems with quenched disorder [42]). This
non-deterministic conceptual pairing framework may be valid beyond yeast sex,
for instance for the formation of connections in filamentous fungal mycelia [43]

or for activity-dependent stabilization of neuronal connections [44].
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Experimental procedures

Strains, Media, and Growth Conditions

S. pombe strains used are listed in Table S1. Standard S. pombe media and genetic
manipulations were used [45]. For all mating experiment cells were grown in
MSL £ N (minimal sporulation medium with or without nitrogen), as described
[7,46]. For construction of gpal-mCherrys¥-kanMX4 a mCherry fusion was
inserted after amino acid S132 at endogenous genomic locus. GFP-Ypt3 was
expressed from plasmid (pREP41-GFP-Ypt3) under the control of nmt41
promoter, as described [24]. Further details are provided in the supplementary

file.

Microscopy and Image Analysis

Images in Figures 2, 3, 4, S3 and S4A, B, D were acquired on a DeltaVision
epifluorescence system. The DeltaVision platform (Applied Precision) was
composed of a customized Olympus [X-71 inverted microscope and a Plan Apo
60x/1.42 NA (for DIC) or a U-Plan Apo 100x/1.4 NA oil objective (for
fluorescence), a CoolSNAP HQ2 camera (Photometrics), and an Insight SSI 7
color combined unit illuminator. To limit photobleaching, images were captured

by OAI (optical axis integration).

High-resolution imaging in Figures 1, S1 and S4C was performed on a spinning
disk confocal microscope. Optical slices were acquired every 0.6 pm and

maximum projections are shown.

Peripheral kymographs were constructed in Image] v1.46 by drawing a 3 pixel-

wide line around the cell cortex.

All imaging was performed at room temperature (20-22°C). Figures were

assembled with Adobe Photoshop CS5 and Adobe Illustrator CS5.
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Figure legends

Figure 1. Localization of the pheromone release and sensing machineries at

polarized zones.

(A) Schematic of the main pheromone secretion and sensing components in the
two fission yeast mating types. (B-F) Transmitted light images and spinning disk
confocal projections of h90 wild-type strains showing co-localization of Scd2-
mCherry and Mam1-GFP (B), Scd2-mCherry and GFP-Ypt3 (C), Scd2-GFP and
Gpal-mCherrysw (D), Scd2-mCherry and Mam2-sfGFP (E, F). Kymographs of the
cell periphery are shown on the right (B-D). Arrowheads highlight dynamic
zones of co-localization. See Figure S1 for additional co-localization images and

kymographs. Scale bars are 5 um.

Figure 2. Model and experiment of fission yeast mating Kinetics.

(A) Schematic of three mechanisms for pheromone secretion and sensing. A P
(h+) cell is shown in blue, secreted pheromone (P-factor) in light blue, Cdc42-
GTP patch in red, and region of sensing indicated by black receptors. Model 1:
Local pheromone secretion and local sensing of opposite pheromone; Model 2:
Uniform pheromone secretion and local sensing of opposite pheromone; Model
3: Local pheromone secretion and uniform sensing of opposite pheromone. For
each model the corresponding equation of Cdc42 patch lifetime t is shown. For
Models 1 and 2, T depends on the concentration of M-factor at the patch position
Ipatch, While in model 3 t depends on the average concentration of M-factor
around the cell perimeter. (B) Dependency of patch lifetime on pheromone
concentration. h- sxa2A scd2-GFP cells were exposed to indicated amounts of P-
factor and the lifetime of Scd2 cortical zones was measured in 25 cells for each
condition (n = 135; 112; 87; 37 zones for 0.001; 0.01; 0.1 and 1pg/ml P-factor,

respectively). (C) Cells in the simulation mate if they become mutually engaged

for a time longer than 7 ,;,= 100 min. Cells are considered engaged if an
opposite mating type patch is within a selection zone, representing the region

over which a shmoo would be able to grow. Blue and pink cells represent P and
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M cells, respectively. (D) Example of snapshot of simulations at t = 0 and the
corresponding pheromone concentration field for A = 3 um. (E) Snapshot of the
same simulation as panel D after 2000 min. Arrows show final pairing results.
See movie S1. (F) Fraction of paired cells vs. time for the three models, for
different decay lengths A. Each line shows the average of 100 runs of 36 cells of
random mating type, placed at random locations (for each run). Each curve
shows the results obtained with a value b to within 10% of the optimal value that
gives the most efficient pairing. (Model 1: A = 0.3 pm: bgo= 55000; A = 1 pm: bgo=
2000; A = 3 um: bgo= 1500. Model 2: A = 0.3 pm: bgo= 1050; A = 1 pm: bgo= 100;
A =3 pum: b@o= 40. Model 3: A = 1 um: bgpo= 7000.) See Figure S2 and movies S2
and S3 for further analysis of model parameters. (G) DIC images of
representative fields of cells at the beginning and end of a two-dimensional
mating experiment on agarose pad as in (H). Scale bar is 5um. (H) Cell-cell
pairing kinetics of a population of mating cells (n=3 experiments, >800 cells
each). P and M cells were mixed 1:1, shifted to MSL-N for 4h, spotted on MSL-N
agarose pad for 1h and imaged for 12h. Time 0 indicates the start of imaging, 5h

after starvation.

Figure 3. Cell-cell pairing occurs efficiently in fission yeast.

(A) DIC images showing examples of small groups of cells pairing (+ = P-cells, - =
M-cells) at the beginning and the end of the experiment. P and M cells were
mixed 1:1, shifted to MSL-N for 4h, spotted on MSL-N agarose pad for 1h and
imaged for 12h. P cells express Scd1-3GFP and M cells express Scd2-mCherry to
distinguish the mating type (not shown). Scale bars are 5 um. The images on the
right are examples of simulation results of similar groups of cells. P cells are
shown in blue, M cells are shown in pink, arrows indicate the final pairing
configuration. The percentages show the probability of observing the displayed
mating pattern in 25 runs. The percentages in brackets show the probability of
finding the experimental mating pattern in simulations, for those cases where
the shown simulation outcome differs from experiment. See Movie S4 for the
animation as in panel d, and Figure S3 for experimental timelapse imaging of

polarity zones. (B) Cell-cell pairing kinetics of the small groups of cells as in (A)
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(blue curve) or resulting from in silico simulations (black and red curves,
corresponding to Model 1 and 2 of Figure 1, respectively). Note that the time 0 of
the experimental curve (i.e. start of imaging) was aligned to the 100min time of
the simulation curves. Curves show the average of 100 simulations, each with all
the shown small cell groups. Results use the optimal sensitivity parameter for
this configuration, calculated as in Figure 1F (Model 1: A = 0.3 pm: bgo= 15000; A
=1 pum: bgo= 3000; A = 3 pum: bgo= 1000. Model 2: A = 0.3 pm: bgo= 1050; A =1
um: bgo= 100; A = 3 pm: bgo= 40).

Figure 4: Increased pheromone decay length and sensitivity impair cell-cell
pairing

(A) Cell-cell pairing kinetics of wt mated with wt or sxaZ4 mutant cells (n=3
experiments, >800 cells each), treated as in Figure 2H. (B) Fraction of paired
cells vs. time in simulations using Model 1, calculated as in Figure 2F. The wild
type reference values are A =1 um, to = 1.5 and optimal b for wt x wt simulation.
The values of A corresponding to P-factor and to of h- cells were varied as
indicated, adjusting b each time such that bto is unchanged (see Equation (2) of
supplemental text). (C) gap14 cells exhibit longer zone lifetimes than gap1+ cells.
Experiment and data as in Figure 2B, comparing h- sxa2A scd2-GFP with h- sxaZA
gaplA scd2-GFP cells (n = 77; 56; 28; 29 zones in gap1A4 cells for 0.001; 0.01; 0.1
and 1pg/ml P-factor, respectively). Data in Figure S4A-C shows the role of Ras1
in zone exploration. (D) Cell-cell pairing kinetics of wt x gap14 mutant cells (n=3
experiments, >800 cells each), treated as in Figure 2H. (E) Fraction of simulated
paired cells vs. time, with values of to and b for M-cells estimated from the zone
residence times and response to pheromone of gap1A4 cells in panel C. Cells with
zones stable for more than 200 min were taken out of the simulation for the
results of the indicated curves, to account for lysis and unreciprocated shmoos.

See Figure S4D for representative images of mating cell fields.
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Figure S1, related to Figure 1. Localization of pheromone release and

sensing machineries at polarized zones.

Spinning disk confocal projections of h90 wild-type strains showing co-
localization of Scd2-GFP and Mam1-GFP (A-B), Scd2-mCherry and GFP-Ypt3 (C-
D), and Scd2-mCherry and Gpal-mCherrys¥ (E-F). 10 representative cells are
shown for each strain (A, C, E). Kymographs of the cell periphery for 3
representative cells are shown (B, D, F). Arrowheads highlight zones of co-

localization. Scale bars are 5 um.
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(A), (B) and (C) show results of simulations when scanning the sensitivity
parameter b in models 1, 2 and 3. In all three graphs the third curve has the
optimal value. These simulations were done using A = 1 um and show the
average in 100 simulations for 36 cells of random mating type that are placed
randomly for each run as in Figure 2. (D) and (E) show how the distance
between cells affect the pairing process in models 1 and 2. (D) Configuration of a
group of cells touching one another and the corresponding graph of the fraction
of paired cells over time, using optimized sensitivity (Model 1: A = 0.3 pm: bgo=
45000; A = 1 pm: bgo= 3000; A = 3 pm: bpo= 1000. Model 2: A = 0.3 pm: bgo= 150;
A =1 pm: bgo= 100; A = 3 um: bgo= 50). The mating type of each cell was chosen
at random in each simulation. (E) Same as panel D with similar configuration of
cells but with about 1 pm distance between one another. (Model 1: A = 0.3 pm:
bpo= 50000; A = 1 pm: bgo= 2500; A = 3 um: bgo= 1000. Model 2: A = 0.3 pm:
bpo= 3750; A = 1 um: bgpo= 2500; A = 3 pm: bgo= 900). Note that Model 1 (local
secretion and local sensing) is more robust compared to Model 2 since its
optimal sensitivity does not require a big adjustment and performs much better
for A =1 um. (F) Graph showing the effect of changing the dependence of patch
life time on power n (Equation 2) for model 1. The curves for n = 4, 5 are close to
curve for n = 3 and not shown. These simulations were done for A = 1 um and
show the average of 100 simulations for the set of small groups of cells in Figure
3, using optimized sensitivity (n = 1: bpo= 3000; n = 2: bgo= 5000; n = 3: bpo=
20000.) (G) Same as panel F, for model 2. (n = 1: bpo= 100; n = 2: bgpo= 15; n = 3:
bgo= 0.35.) The results of panels F and G show that nonlinear response can be
used to improve the mating efficiency. This result is similar to the effect of
reducing A in Figure 2F since higher n can lead to the perception of an effectively
narrower pheromone concentration profile. (H) Graph showing the effect of
changing the cell activation time in Model 1. These simulations were done for A =
1 pm and show the average of 100 simulations for the set of small groups of cells
in Figure 3, using the same optimized sensitivity b as in Figure 3B. (I) Same as
panel H, for Model 2. Panels H and I show that longer activation time leads to
slower mating kinetics, however the final fraction of mated cells does not change
significantly, within the tested parameter range. (J) Calibration of 2D model

accounting for cell excluded volume. Top: 3D COMSOL simulation snapshot of



concentration profile of a point source on the surface of one of two impenetrable
spheres, located along the line joining their centers. The emitted signal
undergoes diffusion and degradation with constant rate in the space around the
two spheres. Bottom: Plots of concentration using COMSOL (triangles) versus
distance away from point source for parameters that correspond to A = 1 pm and
comparison with 2D model (circles). Red lines: point source profile from
COMSOL in the absence of boundaries and comparison to Equation (1). Black
lines: concentration profiles along the radial distance through the point source,
with excluded volume of the emitting cell only, data from COMSOL and Equation
(4). Blue lines: concentration profiles along the radial direction through the point
source in the presence of a second sphere, with the gap between the spheres
equal to 1 pum, using COMSOL and Equation (4). (K) Representative pheromone
profiles due to P cells using Model 1 (top) and Model 2 (bottom). (L) Same as
Figure 2F but using Equation (4) instead of Equation (1) to calculate the
pheromone fields. For reasons of computational efficiency, we show A = 2 um

instead of 3pum.
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Figures S3, related to Figure 3: Dynamic behavior of polarity patches

during cell pairing

Deconvolved single z-plane epifluorescence and DIC timelapse of a mixture of P
and M cells expressing Scd1-3GFP and Scd2-mCherry, respectively. Cells were
mixed 1:1, shifted from MSL+N to MSL-N media for 5 hours, mounted onto MSL-
N agarose pad and imaged. White arrowheads highlight dynamic zones of Scd1-
3GFP localization. Note that the h+ scd1-3GFP cell engages successively with
three partners before fusing with the last one. Blue arrowheads highlight the

ultimate mating partner choice. Scale bar is 5 um.
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(A) Deconvolved single z-plane epifluorescence and DIC images of a mixture of P
and M cells with the indicated genotypes, expressing Scd2-mCherry and Scd1-
3GFP, respectively. Note that the cortical Scd1-3GFP signal is essentially absent
from rasiA cells. Cells were mixed 1:1, shifted from MSL+N to MSL-N media for 5
hours, mounted onto MSL-N agarose pad and imaged. (B) Deconvolved single z-
plane epifluorescence images of h- wt and raslA cells expressing Scd2-GFP.
These were mixed with h+ wt cells 1:1, shifted from MSL+N to MSL-N media for 5
hours, mounted onto MSL-N agarose pad and imaged. Kymographs of the cell
periphery are shown on the right. Arrowheads highlight cortical Scd2-GFP zones,
which are dynamic only in the wildtype cells. (C) Spinning disk confocal
projections of h90 wild-type strains showing co-localization of Scd2-mCherry
and GFP-Rasl. Kymographs of the cell periphery are shown on the right.
Arrowheads highlight dynamic zones of co-localization. Note that GFP-Ras1 is
not restricted to these zones, but also localizes to other cortical regions. (D) DIC
images of representative fields of cells at the end of a two-dimensional mating

experiment on agarose pad as in Figure 4A and D. Scale bars are 5 um.



Supplemental experimental procedures

Strains, Media, and Growth Conditions

Gene tagging was performed at the endogenous gene locus and confirmed by

diagnostic PCR for both sides of the gene insertion.

All strains used in the study are described in the table below:

YSM2039 h+ scd1-3GFP-kanMX

YSM2042 h- scd2-mCherry-natMX

YSM2732 | h90 scd2-GFP-natMX gpal-mCherry™-kanMX
YSM2733 h90 mam2-sfGFP-kanMX scd2-mCherry-natMX
YSM2734 h90 mam1-GFP-natMX scd2-mCherry-natMX
YSM2735 h90 scd2-mCherry-natMX [pREP41-GFP-ypt3]
YSM2764 h+ scd2-mCherry-natMX

YSM2765 h- scd2-GFP-natMX

YSM2766 h- scd2-GFP-natMX sxa2.:kanMX

YSM2767 h+ scd2-mCherry-natMX gap1::hphMX
YSM2768 h- scd2-GFP-natMX sxa2::kanMX gapl::ura4+
YSM2769 h- scd1-3GFP-kanMX rasl::ura4+

YSM2770 h- scd1-3GFP-kanMX

YSM2771 h- scd2-GFP-natMX ras|::ura4+

YSM2772 h90 GFP-rasl scd2-mCherry-natMX

For experimental measurements of cell pairing, pre-cultures of YSM2039 and
YSM2042 were grown in MSL +N at 25°C to 0D600=0.8. Cells were diluted and
mixed together to a final 0D600=0.025 in MSL +N. Cells were then grown for 18
hours to 0D600=0.8 at 30°C in MSL+N. Cells were harvested by centrifugation
and washed 3 times in MSL -N. Cells were resuspended to 0D600=1.5 in MSL -N
and allowed to arrest at 30°C for 4 hours and placed onto MSL -N pad. Pads were
incubated at 30°C for 1 hour before imaging. GFP and mCherry fluorescence was

used to distinguish mating types.

Construction of strain expressing gpal-mCherry was done as follows. First, gpal
was cloned with a linker consisting of -SGGSACSGAPG- following the codon for
S132. PCR was done on wt chromosomal DNA to amplify gpal in two parts using
primer pair o0sm1306 (5’-tacgtcgacaccatgggatgcatgtcg) and osm1384 (5'-
ccagaGCATGCGGATCCGCCAGAactattatccatagcttcaag) and pair osm1385 (5'-



tctggeggatccGCATGCTCTGGCGCGCCGGGCaatgtctctttacttccgg) and osm1386 (5'-
tttCCCGGGctagagacaccattcacgg) (restriction sites are underlined, linker
sequences are uppercase and start codon in italicized). The 431 bp and 976 bp
products were digested with Sall and Sphl, and Sphl and Xmal, respectively, and
both products were ligated to Sall-Xmal digested pREP41 yielding plasmid
pSM1045 (pREP41-gpal-S132-linker). The mCherry reading frame was then
amplified from pFA6a-mCherry-natMX using primers osm947 (5'-
cccggegegeccttgtacagetcgtecatge) and osm1393 (5'-
ccggatccatggtgagcaagggcgaggaggataac). The product was digested with BamHI
and Ascl and the resulting 718 bp product was ligated to similarly treated
pSM1045 yielding plamid pSM1108 (pREP41-gpal-mCherry). Next, the 3’-UTR of
gpal was amplified using primers osm1694 (5'-
ggaattccatatgcgcactctaggaaaagcectc) and osm1695 (5'-
gcegtcgacgggtggagtgttgaagcage) and the resulting 540 bp product was digested
with Ndel and Sall. The product was ligated to similarly treated pFA6a-kanMX
yielding plasmid pFA6a-gpal-3’UTR. The gpal-mCherry gene and terminator
was then amplified from pSM1108 using primers osm1306 and osm1687 (5'-
acgagatctcttctaattacacaaattccg) and the resulting 3054 bp fragment was digested
with Sall and BglIl. The product was ligated to similarly treated pFA6a-gpal-
3°UTR yielding pFA6a-gpal-mCherry-3°UTR. Finally, pFA6a-gpal-mCherry-3’UTR
was linearized by digestion with Sall and transformed into YSM1396 (h90)

selecting for G418 resistance.

Construction of strain expressing GFP-Rasl was done by integrating GFP-Rasl
fragment at the endogenous ras/ locus. A linker (-TPSST-) was added between the
end of GFP ORF and BamHI site. First, ras/ 5’UTR, amplified from genomic DNA
with primers osm1750 (5’-aaaactgcagggtgccgacctcttcatgeatg) and osml1753 (5°-
cctttactcarattcactattttataaagcacactaag) was stitched with GFP amplified with primers
osm1751 (5’-cgggatccAGTAGAGGATGGAGTtttgtatagttcatccatgec) and osm1752
(5’-aaatagtgaatargagtaaaggagaagaacttttcac), digested with Pstl and BamHI and
ligated to similarly treated pREP41 plasmid yielding plasmid pSM1205 (pREP41-
5’UTR-GFP). Second, ras! ORF and 3’UTR fragment was amplified from genomic
DNA with primers osm1754 (5°- cgggatccagggtaagtctaagcaatgac) and osm1755 (5°-



tcccccegggetgeagacatagttttctatg), digested with BamHI and Xmal and ligated to
similarly treated pSM1205, yielding plasmid pSM1221 (pREP41-5'"UTR-GFP-rasli-
3’UTR). Finally 5°'UTR-GFP-rasl-3’'UTR fragment was excised from pSM1221 by
digestion with Pstl and Xmal and transformed into rasi::ura4+ strain selecting on
SFOA plates. Restriction sites are underlined, linker sequence is uppercase, start

codon is italicized and GFP sequence is bolded in osm1752 and osm1753.

Mating Assays

Except for GFP-Ypt3-expressing cells, all cells were grown in pre-culture in MSL
+N at 252C to OD600=0.6-1 and diluted to 0D600=0.025 in MSL +N. Cells were
then grown for 18-24 hours to 0D600=0.6-1 at 302C in MSL+N. For GFP-Ypt3
expression, cells transformed with pREP41-GFP-Ypt3 were grown in pre-culture
in EMM supplemented with adenine, uracil, and thiamine (5 pg/ml) at 252C to
0D600=0.6-1 and diluted to 0D600=0.025 in the same medium without thiamine
to induce expression. Cells were then grown for 18-24 hours to 0D600=0.6-1 at

302C in EMM supplemented with adenine and uracil.

Cells were harvested by centrifugation and washed 3 times in MSL -N. Cells were
then re-suspended in 1-3 ml MSL -N liquid medium (0OD600=1.5) and incubated
3-4 h at 30°C before mounting for imaging. For imaging, cells were mounted on
MSL-N agarose pads (2% agarose) that were covered with a coverslip and sealed
with VALAP (1:1:1 Vaseline:Lanolin:Paraffin). To monitor the response of
heterothallic sxa24 cells to different concentrations of P-factor, pads were
prepared after adding the desired amount of pheromone in the melted MSL-N
agarose [S1]. Cells were shifted from MSL+N to MSL-N media for 5 hours,
mounted onto MSL-N agarose pad containing P-factor and imaged every 30

seconds for 20 minutes.

Computational Model

We developed a computational model for cell mating that incorporates the
exploratory mechanism and Cdc42 patch stabilization of [S2]. We consider 3

models (Model 1,2,3) that all have an exploratory patch but make different



assumptions regarding the mechanism of pheromone secretion and sensing
(Figure 2A). For simplicity, all models are symmetric with respect to mating cell
type, except for the simulations of Figure 4 where we consider the mating of
mutants and in the presence of external pheromone. The cells are represented in
two dimensions as boxes of varying length, capped by semicircles at either tip
(Figure 2A). This 2D representation is sufficient to capture the geometry of
mating in experiments where mating occurs parallel to the glass slide. The
pheromone concentration profile along the cell plane is evaluated according to
reaction-diffusion laws valid in three dimensions as described below. In these
equations the assumption is that the pheromone concentration profile around

the cells equilibrates fast enough compared to the lifetime of the patch.

Each cell in search of a partner is assumed to contain one exploratory patch that
moves around the cell periphery in discreet jumps. Since increase in pheromone
concentration results in patch stabilization (Figure 2B; [S2]), we assume that the
residence time of the patch increases with concentration of sensed opposite-type
pheromone. Cells are assumed to mate and are taken out of the simulation when
(i) they have their patches oriented in such a way as to allow their fusion by
shmoo extension and (ii) have remained thus engaged for a time longer than

T

pairing ’

namely the time after which cells would have formed a shmoo and mated.

The simulation is advanced by time dt at each step. At each step the probability
of patch motion is evaluated. The correspondence to experimental time is
established by setting the patch motion probability to dt/t, where t is the
average zone lifetime. Cell fusion is assumed to occur when cell pairs exist for

Tpairing =100 min, which corresponds to Tpairing/dt simulation steps.

In more detail, the components of the three models are as follows:

Pheromone concentration profiles

In Models 1 and 3 the pheromone is assumed to be secreted locally at the site of
each Cdc42 patch i, ri. Assuming uniform degradation by proteases in the bulk
outside of the cells, the steady state concentration at location r due to a patch of

a P (h+) cell is given by [S3, S4]:



“[r-r|/
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where ¢, is a reference concentration value that depends on the rate of

pheromone secretion at the patch, A is a decay length arising from a uniform
degradation rate by proteases, and d = 0.1 um is a small-scale parameter that
prevents the concentration from reaching infinity due to the finite size of the

patch. The decay length depends on the diffusion coefficient of the pheromone D
and the degradation rate g: A =./D/g [S4]. The total concentration of P-factor

at location r is found by summing over the contributions of all P-cell patches.

Identical expressions are used for the M-factor concentration fields.

The expression in Equation (1) does not account for the effects of cell-excluded
volume, which may lead to accumulation of pheromone secreted in the narrow
space between neighboring cells. The effect of cell-excluded volume was

considered in a separate set of simulations described below.

In Model 2 we assume uniform pheromone secretion. For this model, instead of
using a single pheromone source per cell, we instead uniformly distribute
pheromone sources around the cell body and cell tips, separated by 0.23-0.26

um.

When a patch changes location, for numerical efficiency, we only update the
concentration values close to the old and new patch locations over a distance 4A.
Alarger range of 12 A was used for simulations of cells that were very sensitive

to small pheromone concentrations in Fig. 4E

Sensing and patch exploratory kinetics

To simulate the patch exploration process, we assume that each patch has an
average lifetime 1, with an exponential distribution of lifetimes. When a patch
moves, it is placed randomly along the boundary of the cell tip or cell body, with
a probability 0.82 to be on a cell tip as compared to the cell body, as measured in
[S2]. The same statistics were used for the initial placement of the patch, except

for the simulations of Figure 4 (see last paragraph of this sub-section).



In models 1 and 2 we assume that the opposite-type pheromone is sensed at the

patch location. The lifetime of a patch of a P-cell at location rpatch is given by:
=7, 1+|bg, ()|} (Models 1,2) 2)

and similarly for M-cells. Here ¢, (r,,.,)is the local concentration of M-factor, b

measures the magnitude of the response to the sensed pheromone, and 7,= 1.5

min is the patch residence time in the absence of nearby cells [S2]. The exponent
n is included to allow for a nonlinear sensing mechanism. The Figures in the

main text show the simplest case of linear dependence, n=1.

The expression for patch movement in Model 3 (uniform sensing) is the same as

in Equation (2), however we use the average pheromone concentration around

the boundary of the cell body and cell tip, < ¢, >, to evaluate the patch lifetime:
r=7,{1+[b<g, >} (Model 3) (3)

The patch lifetime and movement probability is re-evaluated on every time step
of the simulation, dt (typically 0.2 min). Here we assume that the sensing and
patch stabilization mechanism adjusts fast compared to the time of patch

movement, thus allowing us to neglect memory effects.

The initial position of the patch does not affect the simulation outcome
significantly: in simulations of wild type cells, cells typically find their partners
through a few rounds of exploration. When simulating cells with larger lifetimes
or perceiving higher pheromone (protease and gap1A experiments in Figure 4),
the initial position of the domain was set at the cell poles. This was done (i) to
ensure that the poor mating statistics is not due to poor initial domain location,

and (ii) because initial zones in experiments often appear at cell poles.

Cell engagement

Cells with patches stabilized at the same cortical position for a long time extend
shmoos; cell fusion follows if these shmoos encounter a shmoo from an opposite
mating type [S5]. Shmoos are able to turn and adjust their orientation as they

grow towards a partner. We accounted for this process in the simulations by the



following procedure. For every patch and for every time step of the simulation
we find if a patch of the opposite mating type exists within a selection zone
(Figure 2C). The selection zone, which is an approximation of the region that a
growing shmoo would be able to reach by extension and turning consists of: a
circle centered at the Cdc42 patch with radius equal to 0.3 w, where w = 3.4 um
is cell width, plus a cone of angle 60° for distances between 0.3 w to 0.5 w, plus a
cone of angle 30° for distances between 0.5 w to 2 w. The cone apices are at the
patch positions and the axes of the cones are normal to the cell contour. No
mating is allowed for distances larger than 2 w. If a patch of opposite type exists
within the selection zone then the cell is considered “engaged”. Two cells that

remain mutually engaged for a time longer than 7,;ing are assumed to mate and

are taken out of the simulation (Figure 2C).

Search activation and cell lysis

In the simulations of Figure 2D-F, all cells are assumed to be in the exploratory
phase at the start of the simulation. To simulate the effect of cells entering the

exploratory phase at different point in time, we also allowed cells to become

active at random, according to an exponential distribution of average time 7,
(Figure S2H, I). Inactive cells in the simulation do not have patches so they

cannot mate or secrete pheromone.

To account for the effects of unproductive projection formation or lysis of gap1A
cells, in Figure 4E we took out from the simulation cells with patches that have

been stable at the same location for more than 200 min.

Cell placement

Our program allows the user to specify the location, mating type and number of
cells within a simulation box. These properties can also be assigned at random.
In simulations of large fields of cells (Figure 2F) cells were placed at random

positions according to the following process.



A defined number of candidate cell locations and orientations were picked from
a random distribution. Those cells that happen to be at locations within one cell
width distance to one another are eliminated. The remaining cells were grown with
a uniform rate up to 8 um, or less, in case further growth would lead to an
overlap with another cell. To allow for a tighter packing comparable to
experiments, a slight translation and rotation by a small angle was applied when

cells collided. Typical configurations are shown in Figure 2D.

Simulations accounting for cell excluded volume in pheromone profiles

The pheromone concentration expression of Equation (1) assumes free diffusion
and spatially uniform degradation. Cell-excluded volume influences how the
pheromone diffuses away from an emitting cell in 3D, in the presence of
neighboring cells. While the geometry of cells near the site of patch secretion can
be specified, the computational time required to solve the boundary value
problem at every time step in 3D is extremely long for the purposes of this work.
We thus developed an iterative procedure to account for cell crowding in our 2D

simulations.

To account for the reflection of pheromone at cell boundaries, we added
fictitious point pheromone sources along cell boundaries. These point sources

were distributed uniformly at positions r; along each 2D cell boundary,

separated by 0.125-0.131 pm. The strength of the reflective sources was
assumed proportional to the pheromone arriving from a distant patch i, in the
absence of boundaries. The expression used to calculate the pheromone

concentration at position r due to a patch of an h+ cell located at r; was:

_\r 5|/ A
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Here ¢, is the pheromone field given by Equation (1) in the absence of cell

boundaries, € is a proportionality constant and the sum is over all cell points
along the 2D cell boundaries, including those on the secreting cell (we only
consider points within 4 A of a source). The term with two sums represents the

secondary reflection of the first reflection.

We found that ¢ =0.15 gave a good approximation for the pheromone profile in
between two cells separated by 0.5 and 1 um and 4 =0.3, 0.6, 2, and 3 um by
comparing to the 3D solution found using COMSOL (Figure S2]). For this value of
&, the term with the two sums provides an overall contribution smaller in
magnitude compared to the other terms. The COMSOL simulation included to
two spheres of diameter equal to the cell diameter and a point source located on
the boundary. The point source was assumed to emit pheromone at constant

rate, diffusing with diffusion coefficient D = 300 um?/sec [S4]. A uniform
degradation rate g was used to generate A =./D/ g for comparison to the value

of A used in the 2D model. The COMSOL domain covered a box of size 4 x4 x 7.5
pum around the center between the two spheres, with open boundary conditions
atits sides. To find a good value for ¢ we first found the concentration rescaling
factor between COMSOL and Equation (1) by matching the amplitudes at a
distance 0.28 pm from a point source, in the absence of any boundary. We then
found a value of ¢ thatresults in a good approximation to the pheromone
profile along the radial direction going through the patch, in the presence of
absence of a neighboring cell (Figure S2J). Representative images of the
concentration profiles for A =1 pm for the models with local and uniform

secretion are shown in Figure S2K.

While the above procedure includes various unavoidable approximations, it
allowed us to check that our predicted dependence of the mating kinetics on
parameter A (Figure 2F) is maintained when accounting for the effects of
excluded volume, even though the precise shape of the mating curves is mildly

affected (Figure S2L).
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