Collectively jumping to conclusions: social information amplifies the tendency to gather insufficient data
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False beliefs can spread within societies even when they are costly and when individuals share access to the same objective reality. Research on the cultural evolution of misbeliefs has demonstrated that a social context can explain what people think, but not whether it also explains how people think. We shift the focus from the diffusion of false beliefs to the diffusion of suboptimal belief-formation strategies, and identify a novel mechanism whereby misbeliefs arise and spread. We show that, when individual decision-makers have access to the data-gathering behaviour of others, the tendency to make decisions on the basis of insufficient evidence is amplified, increasing the rate of incorrect, costly decisions. We argue that this mechanism fills a gap in current explanations of problematic, widespread misbeliefs such as climate change denial.

Introduction

Humans are inveterate misbelievers (McKay & Dennett, 2009), prone to false beliefs about the self or the world. Misbeliefs may spread or be amplified in social groups (Efferson, McKay, & Fehr, 2020), often in the face of disconfirmatory evidence, and even when the beliefs are harmful or costly. Such beliefs — what we might call “collective delusions” — can have catastrophic social consequences. For example, pervasive suspicions that climate change is a hoax perpetrated by scientists seeking personal advantage, or that pharmaceutical companies hide data about the harmful side effects of vaccines (Lewandowsky, Gignac, & Oberauer, 2013), decrease people’s intentions to reduce their carbon footprint (Jolley & Douglas, 2014b) or to vaccinate (Jolley & Douglas, 2014a), potentially exacerbating environmental disasters, as well as public health emergencies such as the COVID-19 pandemic (Murphy et al., 2021).

To explain socially widespread misbeliefs, psychological research appeals to two main causal pathways (Fig. 1a). Though important, we will show that these pathways are insufficient to explain why collective delusions are robust to disconfirming evidence, or how they are maintained even when costly to the individuals holding those misbeliefs. We will argue for the importance of a further pathway (Fig. 1b), and then demonstrate experimentally that this pathway exists.

The first pathway in Fig. 1a is a matter of individual psychology, and the key idea is that some people have cognitive propensities that make them more prone to misbeliefs. For instance, a reliance on an intuitive rather than a reflective problem-solving style predicts science denial (Gervais, 2015; Lobato & Zimmerman, 2019), belief in the paranormal or conspiracies (Stahl & van Prooijen, 2018; Wagner-Egger, Delouvée, Gauvrit, & Dieguez, 2018), and belief in fake news (Bronstein, Pennycook, Bear, Rand, & Cannon, 2019; Lazer et al., 2018). People who trust their intuitions also tend to make decisions with less evidence (Ross et al., 2016). This tendency to “jump to conclusions” (JTC) is thought to play a key role in the formation of delusional beliefs (Garety & Freeman, 2013).

Lewandowsky, Oberauer, & Gignac, 2013, decrease people’s intentions to reduce their carbon footprint (Jolley & Douglas, 2014b) or to vaccinate (Jolley & Douglas, 2014a), potentially exacerbating environmental disasters, as well as public health emergencies such as the COVID-19 pandemic (Murphy et al., 2021).
Figure 1. Causal models including individual factors, social factors, and their effects on false beliefs. (a) Most psychology research shows how individual and social learning both contribute, independently, to misbeliefs. (b) We aim to test, experimentally, whether a further pathway exists, whereby social information amplifies individual cognitive biases in a way that increase the risk of false beliefs. We note that further causal models are possible (e.g., a moderating effect of individual cognitive learning on the social pathway), but these do not concern us here since they do not involve a pathway from social information to individual cognition.

As stand-alone mechanisms, however, such biases do not provide a compelling account of collective delusions. In particular, a general tendency to adopt beliefs unreflectively or on limited evidence may lead individuals astray in random ways, but in itself will not support collective adherence to the same, specific false belief about the world.

Other types of cognitive bias, however, can boost the spread of beliefs with specific contents (Claidière & Sperber, 2007; Griffiths, Kalish, & Lewandowsky, 2008). For example, a particular belief (e.g., that vaccines or genetically modified foods are harmful) may spread and endure, in part, because it resonates with implicit cognitive proclivities and prejudices (Miton & Mercier, 2015), such as an essentialist bias that maps genetic modification onto tampering with an organism’s essence, or a teleological bias that casts genetic modification as perverting the course of nature (Blancke, Van Breusegem, De Jaeger, Braeckman, & Van Montagu, 2015). Nevertheless, if certain types of content are simply intrinsically more appealing to human cognition in some universal sense, as per this account, then one would expect the resulting misbeliefs to be fairly ubiquitous, in which case something else is needed to explain why only some groups — but not others — arrive at collective misconstruals of reality.

Accordingly, the second pathway in Fig. 1a is social: people may espouse a false belief, not necessarily because of any particular deficiency in their belief-formation process, but because they are influenced by the beliefs of those around them (Asch, 1951). In the examples of collective delusion discussed above, the relevant beliefs often cohere with the ideology of a social group whose membership is part of one’s identity (Kahan, 2013; Rutjens, Heine, Sutton, & van Harreveld, 2018). For example, science denial correlates with both political and religious identity (Barone, Petto, & Campell, 2014; Drummond & Fischhoff, 2017; Jylhä & Helinmer, 2020; Rutjens, Heine, et al., 2018; Rutjens, Sutton, & van der Lee, 2018).

However, the evidence for a link between social identity and misbelief is typically correlational, rather than experimental, and thus cannot support claims about causation or explanation. What experimental evidence there is for the social pathway relies on somewhat artificial manipulations. For instance, in Sherif’s autokinetic effect, in which the perception that a stationary point of light in an otherwise dark environment is moving can be influenced by the reports of others, participants could not rely on any empirical evidence to establish the truth of the matter. In contrast, collective delusions are held despite a wealth of empirical evidence attesting to the reality of climate change and vaccine safety. Similarly, the conformity experiments of Asch (1951, 1955) relied on deliberate deceit. However, such conformity is unstable without the continued influence of deceit (Jacobs & Campbell, 1961), whereas collective delusions seem to be sincerely held and stable.

Thus, although both social and individual pathways contribute to collective delusions, neither pathway on its own is adequate to explain key features of collective delusions. However, the problem runs even deeper: psychological research has tended to ignore the phenomenon of aggregation dynamics, whereby individual psychological processes scale up — in often unpredictable ways — to group-level phenomena. This aspect of social belief is more commonly studied in the field of Cultural Evolution.

Cultural Evolution posits similar dual pathways, distinguishing individual learning — where individuals gather their own information about the environment — from social learning — where they learn from other individuals (Boyd & Richerson, 1985; Laland, 2004; Morgan, Rendell, Ehn, Hoppitt, & Laland, 2011). In particular, cultural evolutionary theory suggests that when individuals conform to those around them, groups may converge either on an equilibrium in which
everyone has an accurate view of the world and behaves accordingly, or on some other equilibrium in which everyone has an inaccurate view and behaves accordingly (Boyd & Richerson 1985, Efferson, Lalive, Richerson, McElreath, & Lubell 2008, Efferson et al. 2020, Morgan & Laland 2012). Thus, a combination of individual and social learning seems to explain why — sometimes, at least — a group can collectively form the same false belief.

Although early experimental work seemed to support this theoretical claim (Anderson & Holt 1997), the misbeliefs formed by these processes were later shown to be unstable (Goeree, Palfrey, Rogers, & McKelvey 2007). In particular, if even just a few people in the group engage in individual learning, gathering even a small amount of information about the actual state of the world, this has profound knock-on effects on aggregate social dynamics by destabilizing outcomes in which most people in the group are wrong, thus pushing the group toward an accurate understanding of their environment (Efferson et al. 2020, Goeree et al. 2007, Perreault, Moya, & Boyd 2012).

Thus, the aggregate dynamics of individual and social learning do not explain how collective delusions are stable over time when there is even a trickle of accurate information about the environment. Indeed, one of the most puzzling features of collective delusions is how robust they are in the face of disconfirming evidence (e.g., that climate change is real and vaccines are beneficial). Thus, a core aspect of this phenomenon crying out for explanation is how collectively forming false beliefs to the di
tof social learning, and the decisions of previous participants. Thus, the presence or absence of social information is the only difference between conditions.

We tested whether individual tendencies to jump to conclusions on limited evidence would increase when those indi-
Participants will gather less evidence (draw fewer beads) in the social condition than in the asocial condition (‘JTC in a relative sense’).
H2 Participants will be more likely to jump to conclusions (making objectively premature decisions) in the social condition than in the asocial condition (‘JTC in an absolute sense’).

H3 Participants in the social condition will make their decisions about the majority color of the urn at a point of lower objective certainty than will participants in the asocial condition.

H4 Participants will be more likely to form inaccurate beliefs about the state of the world in the social condition, relative to the asocial condition.

We pre-registered our data-collection procedures, experiment design, analysis plan, and the above four hypotheses (https://osf.io/db3ws).

Methods

Participants and Incentives

We used the Turkprime platform (Litman, Robinson, & Abberbock 2017) to recruit 2000 participants (1072 female, 909 male, the remainder choosing to self-describe their gender, or not to respond to this question; age: M = 36.6, SD = 13.8) via Amazon’s Mechanical Turk service (MTurk). Given that no previous data on the social effect under investigation here exist, rather than undertaking a power analysis, we sought to ensure that we had more participants per condition (here, 1000 per condition) than the largest-yet study using the Beads Task had (558 overall, in Ross et al. 2016).

Participation was limited to those with IP addresses registered in the USA, who had MTurk approval ratings of at least 95%, and who had completed at least 100 tasks on MTurk. Participants were paid a base rate of $0.50. Additionally, they were given an endowment of $0.15, and were awarded a bonus of $0.92 if they guessed the correct urn. They used the $0.15 endowment to pay $0.01 each time they saw a bead, or $0.02 if they saw a color that did not contain the color of the majority of the beads in the urn. For details of the randomization procedure (including an inconsequential coding error) see https://osf.io/9f2ks, as is a link to demonstration of the task.

H1 We coded the experiment using the jsPsych JavaScript Library (De Leeuw 2015). To avoid participants misunderstanding the nature of the task (Balzan, Delfabbro, Gal etly, & Woodward 2012), we provided detailed written instructions and incorporated extensive comprehension checks. Both the instructions and the trial itself were accompanied by animated visual illustrations, so that participants could see the beads being drawn and replaced in the urn, rather than just being told textually that this was the case. The experiment script is available via https://osf.io/9f2ks/.

Procedure

Participants were randomly assigned to one of 100 groups of 20 people each. Fifty of the groups were in the social condition, in which each participant was shown the number of beads seen by each of the people in the group who had previously drawn beads. Fifty of the groups were in the asocial condition, where participants saw the number of people in their group who had previously drawn beads, but not how many beads each of these people had drawn. Thirty of the groups were in the social condition, in which each participant was shown the number of people in their group who had previously drawn beads. Fifty of the groups were in the asocial condition, in which each participant was shown the number of people in their group who had previously drawn beads.

Participants were presented with two sets of 100 beads each. Each bead was either pink or green, and the two sets’ colors were in complementary ratios (i.e., one set had 60 green and 40 pink beads, the other 40 green and 60 pink). Each set of beads was shuffled and dropped into one of two urns, to obscure the beads’ colors. The urns were shuffled so that participants did not know which urn had which majority color. Then one urn was removed, while the other remained on the screen. Participants were told that 15 beads would be drawn with replacement from the remaining urn, and that their task was to decide how many of these beads they wished to see before choosing what color the majority of the beads in the urn was. For details of the randomization procedure (including an inconsequential coding error) see https://osf.io/9f2ks/.

Before participating, participants were informed that consent form included information about the incentives, and informed participants that there would be comprehension tests. The study received ethical approval through the Royal Holloway, University of London self-certification process.

Participants in the social condition were also given the opportunity to view the number of people in their group who had previously drawn beads. Participants were told that 15 beads would be drawn with replacement from the remaining urn, and that their task was to decide how many of these beads they wished to see before choosing what color the majority of the beads in the urn was. For details of the randomization procedure (including an inconsequential coding error) see https://osf.io/9f2ks/.

After a demonstration of the task, participants’ comprehension was tested. For instance, they were asked whether beads were drawn from one urn or both (answer: one), and whether the ratio of beads remained constant over time (answer: true). They could proceed only when they scored 100% on the comprehension test, and otherwise looped through the demonstration and instructions again, as many times as were necessary to score 100%. 72% of participants passed this comprehension test on the first attempt.

Second, the incentives were explained, including the
$0.15 endowment (from which they paid a $0.01 cost to see each bead) and the $0.92 bonus for correctly guessing the urn’s majority color at the end of the trial.

Third, the social nature of the experiment was explained to participants in all positions except the first in each chain: either each participant would simply see the number of preceding decision makers in the chain (asocial control), or each participant would additionally see the number of beads that each of the preceding decision makers had chosen to see (social condition).

Finally, their comprehension of the incentive structure and social aspect was tested. As previously, they could proceed only when they scored 100% on the comprehension test. Otherwise the relevant demonstrations were repeated. 80% of participants passed this comprehension test on the first attempt.

When the trial began, participants were shown what position they were in, and (with the exception of participants in the first position) were told which condition they were in. To avoid participants drawing fewer beads just to end the task early (Van der Leer et al., 2015), all participants had to draw 15 beads but they only paid a cost if they chose to see the color of a drawn bead. When they decided they had seen enough beads, all subsequent draws (if any) were greyed out and did not incur a cost. Each time a participant paid to draw a bead, its color was recorded on screen (to avoid a dependence on memory) and the bead was replaced in the urn (Fig. 2b). After 15 beads had been drawn, participants were asked what they thought the majority color in the urn was. They were told whether they were correct and how much additional money they had earned.

Finally, participants answered some demographic questions, including age, gender, and whether they were a native speaker of English (1906 indicated they were). They were also able to leave comments if they wished.

Results

Pre-registered analyses

Analyses were pre-registered at https://osf.io/db3ws and carried out in R (R Core Team 2018). The full analysis script is available at https://osf.io/9f2ks. This includes technical details for the analyses described below, such as random effects structures. In general, we report the results of (generalized) linear mixed-effects models built with package lme4 (Bates, Maechler, & Bolker 2011), including 95% bootstrapped confidence intervals for fixed-effect coefficients (generated by function bootMer from the same package), where possible. We use package lmerTest (Kuznetsova, Brockhoff, & Christensen 2017) to provide p-values and package glmMMB (Brooks et al. 2017) for more complex (e.g., beta or zero-inflated) regression models.

We hypothesized that participants in the social condition would show a relative JTC bias (H1), indexed by taking fewer draws to decision (DTD) than those in the asocial control. Overall, the mean DTD was 6.55 (bootstrapped 95% CIs [6.317, 6.782]). DTD in the social condition was significantly lower than the asocial condition (linear mixed-effects regression, $B = -0.69 [-1.262, -0.158], S E = 0.289, t = -2.388, p = 0.019, Fig. 3a). Thus, social information amplified JTC in a relative sense. There was no main effect of position ($B = -0.019 [-0.057, 0.019], S E = 0.02, t = -0.946, p = 0.344) and no interaction between position and condition ($B = 0.005 [-0.083, 0.097], S E = 0.045, t = 0.108, p = 0.914). Thus, the social amplification effect did not detectably increase over time. We discuss possible reasons for this in the more detailed analysis (which includes R scripts) at https://osf.io/9f2ks.

To evaluate absolute JTC (H2) we calculated an expected-value matrix representing the probable payout for all possible states, where each state is defined by the following two values.

- $\Delta$: the absolute difference in the number of beads of each color (so if 3 green and 3 pink beads are drawn, $\Delta = 0$, and if 3 green and 5 pink beads or 5 green and 3 pink beads are drawn, $\Delta = 2$).
- $t$: time — counted as number of draws — since the start of the trial, such that before any beads have been drawn $t = 0$ and after 15 beads have been drawn, $t = 15$.

The expected value in each state depends on the cost paid to see $t$ beads and the probability of winning the bonus as a function of $\Delta$ (if we assume participants pick the majority color if $\Delta > 0$ and pick randomly if $\Delta = 0$). Based on these expected values, if a rational decision is just a decision that would maximise the agent’s expected payoff, then a corresponding decision matrix can be calculated for each possible state, where the decision is represented as 0 if it is rational in that state to pay to see another bead, and 1 if it is rational to stop paying.

Our full calculations for this decision matrix are available at https://osf.io/wfbuq/, but we provide a brief and informal overview of a single such decision here, for the sake of illustration. The full decision matrix simply generalizes this kind of decision.

Imagine that a participant has drawn 14 beads. If 7 beads are pink and 7 are green, then at that point, there is a 50% chance of guessing correctly, since there is no evidence either way ($\Delta = 0$, in the terminology of our analyses). Thus, stopping at 14 beads in this scenario would yield a 50% chance of winning the 92 cent bonus, yielding an expected value of $0.5 \times 0.92 = 46$ cents. However, if the participant were to draw one more bead, they would be in one of two possible states. They could either end up in a state where they have 7 pink
and 8 green or one with 8 pink and 7 green beads. In both cases, \( \Delta = 1 \). When \( \Delta = 1 \), there is a 60% chance of guessing correctly. If they draw one more bead, the expected value of the bonus will be 0.6 + 92 = 55.2 cents. It would cost them an additional cent if they wish to proceed after the 14th bead, but this cent would yield an increase of 9.2 cents in expected winnings, so it is worth drawing the final bead. However, if a participant did stop after 14 beads, they would be classed as Jumping to Conclusions.

Overall, a high proportion of participants jumped to conclusions (mean = 0.67, bootstrapped 95% CIs [0.652, 0.693]). If participants were aiming at the optimal point and if they erred randomly (i.e., were equally likely to undershoot as to overshoot), we might expect fewer than 50% of them to undershoot (given that some participants might not err at all). Since the bootstrapped CIs don’t contain the value 0.5, the data reflect an overall tendency to jump to conclusions, consistent with findings in the literature [Furl & Averbeck 2011; Van der Leer et al., 2015].

We hypothesized that social information would amplify an absolute JTC bias, and that participants would thus be more likely to jump to conclusions in the social condition than in the asocial control (H2). As predicted, participants were significantly more likely to jump to conclusions in the social condition relative to the asocial control (binomial mixed-effects regression \( B = 0.299 \) [0.049, 0.562], \( SE = 0.129 \), \( z = 2.315 \), \( p = 0.021 \), Fig. 3b). Thus, the social context amplified the JTC bias. Again, there was no effect of the participant’s position within their chain (\( B = 0.012 \) [−0.005, 0.031], \( SE = 0.009 \), \( z = 1.309 \), \( p = 0.19 \)), and no interaction between condition and position (\( B = -0.021 \) [−0.058, 0.014], \( SE = 0.017 \), \( z = -1.203 \), \( p = 0.229 \)).

For H3, we hypothesized that participants would make their decision at a point of lower objective certainty in the social condition than in the asocial control. ‘Objective certainty’ here means the posterior probability that an ideal Bayesian agent would have after observing a given realized sequence of beads (as a function of \( \Delta \)). Overall, participants decided with mean objective certainty of 0.67 (bootstrapped 95% CIs [0.669, 0.68]). Participants in the social condition decided at a significantly lower objective certainty (beta mixed-effects regression, \( B = -0.08 \) [−0.136, −0.025], \( SE = 0.028 \), \( z = -2.826 \), \( p = 0.005 \)). There was no effect of position (\( B = -0.003 \) [−0.007, 0.001], \( SE = 0.002 \), \( z = -1.336 \), \( p = 0.181 \)) and no significant interaction between condition and position (\( B = 0.002 \) [−0.007, 0.011], \( SE = 0.004 \), \( z = 0.452 \), \( p = 0.652 \)).

Finally, we hypothesized that participants in the social condition would be less accurate (H4). Accuracy here is a binary variable with value 1 if the participant guessed the correct urn, and 0 otherwise. Overall, mean accuracy was 0.75 (bootstrapped 95% CIs [0.73, 0.768]). Participants in the social condition were significantly less accurate (binomial mixed-effects regression, \( B = -0.267 \) [−0.47, −0.059], \( SE = 0.104 \), \( z = -2.579 \), \( p = 0.01 \)). Again, there was no effect of position (\( B = -0.014 \) [−0.031, 0.005], \( SE = 0.009 \), \( z = -1.522 \), \( p = 0.128 \)) and no interaction between condition and position (\( B = 0.029 \) [−0.006, 0.065], \( SE = 0.018 \), \( z = 1.623 \), \( p = 0.105 \)).

We thus found a significant effect of condition for all four pre-registered hypotheses, but no effect of position and no interaction between condition and position. A social context has thus amplified the Jumping to Conclusions bias, increasing the likelihood that people would make costly decisions on the basis of insufficient evidence.

**Exploratory analyses**

On average participants earned $1.27 (bootstrapped 95% CIs [1.258, 1.291]). Participants in the social condition earned significantly less (linear mixed-effects regression, \( B = -0.039 \) [−0.072, −0.006], \( SE = 0.017 \), \( t = -2.299 \), \( p = 0.022 \)). Thus, a social context has amplified the JTC bias enough to cause costly misbeliefs.

The range of DTDs — the socially transmitted information — is distributed as in Fig. 4a, which shows a number of striking features. Most obviously, the most common responses were on the extremes: participants frequently drew 0 beads or the maximum 15. This behavior is consistent with reliance on some form of heuristic, rather than calculating (or even roughly estimating) probabilities, costs or benefits. Based on participants’ comments (left optionally at the end of the study), we describe two potential such heuristics.

The first plausible heuristic is to gain the maximum amount of information, exemplified by comments such as ‘I definitely felt it was worth .15 to get the maximum amount of information,’ or ‘I was going to guess pink after 10 beads but it wasn’t worth the 5 cents to risk being wrong.’ The second heuristic is the (mistaken) intuition that the information provided by the beads is worthless — in the sense that winning the bonus would remain a 50:50 chance no matter how many beads are drawn — whereas the endowment, if unspent, is a sure thing. This is exemplified by comments such as ‘I decided not to see any beads because 60/40 was close to a coinflip so I figured the .15 was “a bird in the hand”’, or, ‘I figured my odds of guessing would be virtually no better by spending any endowment to see the beads. Even if I did spend the entire endowment my odds of guessing the majority correctly wouldn’t have been much different than just guessing.’

---

1 In order to ensure a more acceptable rate of payment (e.g., $14.00 per hour in California in 2021), we offer the following two suggestions that we have adopted since running this (our first study on MTurk with bonuses depending in part on random outcomes). First, budget on the assumption that all participants will win the maximal bonus. Second, ensure the base rate (without bonuses) is above the acceptable minimum.
Figure 3. Plots of the outcome variables for each pre-registered hypothesis. Where the outcome variable is numeric (a, c), the plot shows the individual datapoints (jittered to avoid overlap) and kernel density estimates (‘raincloud’ plots, Allen, Poggiali, Whitaker, Marshall, & Kievit, 2018). Where the outcome variable is binary (b, d), the plot shows group means along with 95% confidence intervals.

Figure 4. Histograms plotting (a) the distribution of draws to decision (DTD) and (b) Δ at decision (Δ_{AD}), colored by condition.

Another striking feature of Fig. 4a is that the counts for most DTDs are very similar between conditions, except for the extremes of the distribution. Thus, the effect of condition seems to be driven largely by participants in the social condition being more likely to decide without seeing any beads, and less likely to draw the maximum.

For ease of modelling, we first reframe the issue in terms of the quantity of diagnostic evidence seen, indexed by Δ at decision (or Δ_{AD}), rather than number of beads seen. If two participants saw 5 beads before picking an urn, but participant A saw 1 green and 4 pink and participant B saw 3 green and 2 pink, then the Δ_{AD} for participant A is 3 and for participant B is 1. In this case, participant A has a better chance of guessing the right urn even though they had the same DTD.

Two of the outcome variables already considered (JTC and objective confidence) are a function of Δ. In a sense, then, Δ is psychologically simpler than those outcome variables, which require additional calculation. If participants are relying on simpler heuristics, as suggested above, then simpler input variables such as this may be informative.

The variable Δ_{AD} is distributed as shown in Fig. 4b. We model this count variable with a Poisson regression. Additionally, we include a zero-inflation component to model the spike where Δ_{AD} = 0. Table [1] shows two versions of the zero-inflation component: one with only an intercept (Model 1) and one with a term for condition (Model 2). Model 1 tests whether there are significantly more zeroes overall in this distribution than expected under a Poisson model, and
Model 2 tests whether there are significantly more zeroes in the social condition in particular. When the zero-inflation component excludes condition (Model 1), the Poisson component has a significant negative effect of condition: $\Delta_{AD}$ was lower in the social condition, so participants in that condition saw significantly less diagnostic evidence before deciding. When the zero-inflation component includes condition (Model 2), there is a significant positive effect of condition, but condition becomes non-significant in the Poisson component. Thus, participants in the social condition were significantly more likely to decide without any diagnostic evidence (where $\Delta_{AD} = 0$), and once this factor is accounted for, the two conditions are otherwise not significantly different. The Akaike Information Criterion (AIC) for Model 1 is 6816.84 and for Model 2, AIC = 6812.69. With a difference in AIC of approximately 4, there is positive evidence for Model 2 relative to Model 1. Thus, we conclude that social information increased the likelihood that participants decided without any diagnostic evidence.

Finally, we note that social transmission effects tend to vary widely across chains. This reflects the kind of path-dependence associated with frequency-dependent social learning strategies like conformity [Boyd & Richerson, 1985], though the domain of interest here concerns how to learn, rather than the behavior itself. For illustrative purposes, we plot the cumulative rate of accuracy in each chain in Fig. 5.

These by-group patterns show that no chain in the asocial control was anything other than overwhelmingly accurate, whereas this tendency was reduced in the social condition. We will highlight several features of the specific paths in Fig. 5 that speak to this claim. In the asocial control, 3 chains maintained 100% accuracy past position 10, whereas only 1 chain in the social condition did. Fourteen chains in the asocial control ended up with a cumulative accuracy $\geq 0.8$ compared to 5 in the social condition. Only 2 chains in the social condition ended with cumulative accuracy $\leq 0.6$ whereas 10 chains in the social condition did. Indeed, only in the social condition was any chain more wrong than right by the end (with cumulative accuracy $< 0.5$ in position 20, in the chain highlighted in black). Such a chain represents a form of “collective delusion”, where most people in the chain make costly, incorrect decisions.

**Discussion**

We used a social-transmission experiment to study whether a social context would amplify individual data-gathering biases. In a task that involved drawing colored beads from an urn to decide the color of the majority of beads in the urn, participants in a social condition were shown how much evidence had been gathered by each previous participant in their chain. Compared to participants in an asocial control condition, social condition participants drew fewer beads, were more likely to jump to conclusions and to arrive at false beliefs, and earned less money.

Importantly, it was not the false beliefs themselves that were transmitted socially, as social condition participants were not given information about the decisions of their forebears regarding the state of the world (the majority color of beads in the urn), nor were they privy to the nature of the evidence previous participants had observed (the sequence of beads). Rather, what was transmitted was information about the belief-formation processes of others. What we have shown, with a carefully incentivized paradigm, is that people can socially acquire a disregard for evidence per se. Thus, not only is there a causal pathway from social information to individual cognitive bias (Fig. 1b), but this specific bias — the Jumping to Conclusions bias — directly impacts individual learning by causing people to gather less evidence about the state of the world.

We have argued that individual factors alone cannot explain why misbeliefs are socially widespread, while social factors cannot explain why misbeliefs are stable, given that even a trickle of information about the world — gathered via individual learning — can destabilize social traditions of misbelief [Goeree et al., 2007]. In this light, our result represents an advance towards understanding collective delusions, because we have shown not only how social and individual factors can interact, but also how social information can
make participants significantly more likely to refrain from gathering evidence about the world.

We have thus identified a novel mechanism that helps explain costly social misbelief. Moreover, our work also represents a methodological advance. Whereas classical conformity experiments (e.g., Asch, 1955) typically require "exogenous" sources of misbelief, such as deceptive confederates who deliberately misinform participants, the mechanism we identify is "endogenous" in that misbeliefs arise naturally without artificial influence, due to participants’ cognitive biases. Further, as participants took part online (as compared with Asch’s study, where participants gave responses in full view of confederate ‘participants’), this result is unlikely to be explained by social pressures to comply (cf. Levy, 1960), though it may still represent a general bias towards social learning (Perreault et al., 2012).

Another strand of psychological research into conformity (the autokinetic effect, Sherif, 1936) involves cases where participants are artificially deprived of the ability to weigh empirical evidence directly and objectively. In contrast, our paradigm makes objective evidence available to all participants. Our incentives are designed to make it always optimal to draw at least a few beads, yet many participants chose not to gather any evidence at all, and social information boosted this tendency. The results thus speak to the puzzle of why groups of humans can believe demonstrably false things, by showing that a social context can amplify a tendency to undersample potentially disconfirming evidence.

Apart from these theoretical and methodological contributions, our results have three main implications for the future study of misbeliefs in the real world, where the objective value of information is not always clear, and where other people’s information gathering habits are not so explicitly available.

First, these results can be construed as showing that a social context can shift the balance between reliance on external evidence and reliance on introspection, gut feelings, or subjective intuitions. Multiple participants expressed the false intuition that the beads were informationally worthless, believing the 60:40 ratio to be close enough to 50:50 that it was roughly at chance. Thus, they privileged their intuition over the readily available evidence. As mentioned earlier, an intuitive cognitive style — where people assent to the first, intuitive explanation that occurs to them, rather than probing further — predicts belief in fake news (Bronstein et al., 2019; Pennycook & Rand, 2020) and disbelief in science (Gervais, 2015; Lobato & Zimmerman, 2019). Our results suggest the intriguing possibility that the effect of intuitive cognitive style can be amplified by particular social contexts. It would be interesting to see how far this possibility extends. For instance, people who endorse evolution are more likely to justify their beliefs with reference to evidence, whereas people who deny evolution are more likely to justify their beliefs based on what they feel to be ‘true in their heart’ (Metz et al., 2018). Naturally, this example is confounded with religious factors, and yet that does not preclude the possibility that part of the explanation may be a socially learned disregard for empirical evidence, as religious belief is itself correlated with intuitive cognitive style (Pennycook, Ross, Koehler, & Fugelsang, 2016).

Second, our results offer a concrete way to understand social misbeliefs in light of what is known about clinical and sub-clinical delusions. Measures of delusion-proneness have been shown to predict belief in fake news (Bronstein, Pennycook, Bear, Cannon, & Rand, 2018) or the paranormal (Stahl & van Prooijen, 2018). Further, delusion-prone people are typically less able to integrate incoming evidence to update their false beliefs, showing a Bias Against Disconfirmatory Evidence (BADE, McLean et al., 2017) or the Jumping to Conclusions bias — which is thought to play a role in the formation of delusions (Garety, Frith, & Szmukler, 2001; Garety & Freeman, 2013) — is a specific mechanism for bridging the social and individual pathways in Fig. 1, as we experimentally controlled the kind of social information shared in the social condition.

Third, we offer a concrete prediction about collective delusions, on the basis of our results. We have argued that the devaluation of evidence is a mechanism whereby social information can affect individual learning in such a way as to stabilize misbeliefs. If that is the case, then when two social groups take opposing sides in any disagreement over empirically verifiable matters, we hypothesize that one side will only be able to maintain their position long-term if their group identity includes epistemic commitments, such as to stabilize misbeliefs. If that is the case, then when two social groups take opposing sides in any disagreement over empirically verifiable matters, we hypothesize that one side will only be able to maintain their position long-term if their group identity includes epistemic commitments, such as their false beliefs, showing a Bias Against Disconfirmatory Evidence (BADE, McLean et al., 2017), which make speak to the inflexibility of collective delusions. What our approach adds, by using the Beads Task — which is adapted from the delusions literature (Huq et al., 1988) — and studying the Jumping to Conclusions bias — which is thought to play a role in the formation of delusions (Garety, Frith, & Szmukler, 2001; Garety & Freeman, 2013) — is a specific mechanism for bridging the social and individual pathways in Fig. 1, as we experimentally controlled the kind of social information shared in the social condition.

Table 1
Parameters for mixed-effects zero-inflated Poisson regressions, modeling the effect of condition on Δ at decision (ΔAD) with a random intercept for chain.

<table>
<thead>
<tr>
<th>Component</th>
<th>Parameter</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>SE</td>
<td>z</td>
<td>p</td>
</tr>
<tr>
<td>Poisson</td>
<td>Intercept</td>
<td>0.889</td>
<td>0.024</td>
<td>36.62</td>
</tr>
<tr>
<td></td>
<td>Condition</td>
<td>-0.074</td>
<td>0.035</td>
<td>-2.11</td>
</tr>
<tr>
<td>Zero-infl.</td>
<td>Intercept</td>
<td>-1.578</td>
<td>0.081</td>
<td>-19.58</td>
</tr>
<tr>
<td></td>
<td>Condition</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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as scorn of scientists as sources of empirical evidence, scorn of journalists as sources of accurate reporting, and warnings against doubting received wisdom (for instance, see James 1:6 ‘... the one who doubts is like a wave of the sea that is driven and tossed by the wind’). Religion is an obvious case where social identity carries epistemic injunctions, but we are arguing that this could be a much more general phenomenon. Naturally, the supposition that epistemic standards can be part of, say, political ideology is hardly novel (cf. Orwell’s Nineteen Eighty-Four), but we are proposing a specific mechanism for why this may be a general phenomenon.

Our paradigm also includes several limitations. First, it involves mathematical reasoning, and if people are mathematically uncertain, then they may be more disposed to follow social information (Cross, Brown, Morgan, & Laland, 2017). However, this is not incompatible with our claims: if people are uncertain about whether the beads are worth seeing, but become more confident in drawing zero beads when they see that others have done so, then this is merely one way in which social information has the effect we are claiming. Further, this is one reason we posed four related hypotheses. The simplest of these merely involves counting the number of beads observed, which is simple enough for primary school mathematics. In any case, we modeled optimal behavior in a way that incorporates probability and expected value, but this was to support the analytic aim of comparing human performance with an objective, optimal benchmark, rather than to claim that many (or any) people actually carry out such calculations. This research was originally motivated by gaps in current explanations of collective delusions such as climate change denial, and lay people are probably at least as uncertain about the physics of climate change as they are about the mathematics of probability in our task. Thus, uncertainty is inherently a part of people’s decision making in the phenomenon to be explained, rather than an unfortunate accident in our empirical study of it.

Second, although the social information about bead draws was strictly irrelevant, people may have assumed that this information was relevant — indeed, the assumption of relevance is foundational in human communication (Sperber & Wilson, 1995) — and perhaps we should thus have probed participants about their assumptions here. Indeed, this assumption has been shown to explain apparently irrational behavior (Sperber, Cara, & Grotto, 1995). However, appeal to this principle alone cannot explain why social information biased people towards drawing the minimum number of beads (rather than the maximum, which was the other popular strategy). Thus, it does not undermine our account. Relatedly, although our design intentionally makes social information useless, we acknowledge both that it is frequently useful — indeed, it is hard to see how our species would have evolved to be such keen social learners, otherwise — and that there are adaptive signals of its usefulness. For instance, it is often beneficial to copy prestigious individuals (Henrich & Gil-White, 2001), and displays of pride can serve as signals of such prestige (Martens & Tracy, 2013). Nonetheless, we wish to highlight that such matters concern deciding whom to copy when copying, whereas our particular focus here has been on how social information can discourage people from engaging in individual learning, to detrimental effect.

Third, although we included an extensive system of comprehension checks, we did not check every aspect of participants’ understanding. It may have been worth checking that participants had properly read the paragraph in the instructions from the social condition that said they would only see how many beads had been drawn by previous participants (in case they were confused and thought that the social information displayed actual black beads seen) or that the bead colors in the experimental task would not be the same as in the demonstration.

Finally, it is somewhat surprising that we observed no increase in the rate of Jumping to Conclusions as the transmission chain grew in length. We explore the data behind this in some detail in the expanded analysis (https://osf.io/9f2ks), but our best current explanation is based on the observation that people vary in their base-level sensitivity to social information (Mesoudi, Chang, Dall, & Thornton, 2016; Molleman, Kurvers, & van den Bos, 2019). In our data, only a subset of participants drew zero beads, and only a subset of those participants can have done so because of the experimental manipulation. Thus, as any effect of time would be observable only for a subset of a subset of participants, and as this subset of a subset of the population also vary in their base-level sensitivity to social information (Molleman et al., 2019), then it is unsurprising if it is hard to detect a signal of how much social information is needed for this sub-subset of people to be swayed.

We conclude with two questions for future research. First, what, if anything, is cognitively distinctive about the participants who were susceptible to the faulty intuition that the evidence was worthless, or who tended to imitate this heuristic in others? So far, we have mentioned JTC, a reliance on intuition rather than evidence, and heterogeneous social-information use, but another possibility might be that such people are particularly intolerant of ambiguity. A 60:40 ratio of bead colors involves more ambiguity than, say, a 75:25 ratio. Higher tolerance of ambiguity is associated with curiosity about new information (J. A. Litman, 2010), whereas intolerance of ambiguity is associated with conservatism (Jost, Glaser, Kruglanski, & Sulloway, 2003), itself a predictor of some forms of science denial (Rutjens, Heine, et al., 2018). A second question is, what patterns in social information are responsible for our main effect? Our paradigm involves presenting participants in the social condition with naturalistic inputs, in the sense that these were veridical responses of other participants at earlier time points. This was motivated...
by the desire to avoid deception (cf. Asch’s studies). However, this naturalistic data may have obscured any effect of particular kinds of social information (for instance, the number of people who previously drew zero beads) and a different approach will be needed to probe such effects.
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