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## Chapter 1

## Introduction

For any real-valued separable stochastic process $X(t), t \in \mathbb{R}$ its classical ruin probability can be defined as follows

$$
\mathbb{P}\{\exists t \in \mathcal{T}: X(t)>u\},
$$

where $\mathcal{T}$ is some Borel set of $\mathbb{R}$, and $u$ is some high threshold. An interesting and challenging problem in risk theory is to calculate, simulate or approximate the above probability of ruin. Even in the one dimensional classical models, exact formulas for ruin probabilities are typically only possible under very non-realistic assumptions. Therefore, often simulation or approximation as $u$ increases is a reasonable task for dealing with the ruin probability. Both simulation and approximations require advanced techniques.

This dissertation has two main targets: On one side we consider approximations of various ruin probabilities. On the other side we shall also discuss interesting bounds for those probabilities, where the threshold $u$ is fixed. Without loss of generality we may assume that all processes considered in this dissertation are separable and jointly measurable.

The other important problem is an extension of the classical notion of ruin, so-called the Parisian ruin. The core of the notion of the Parisian ruin is that now one allows the surplus process to spend a pre-specified time under the level zero before the ruin is recognized. Formally, the Parisian ruin can be defined as follows

$$
\mathbb{P}\{\exists t \in \mathcal{T} ; \forall s \in[t, t+S]: X(s)>u\},
$$

where $\mathcal{T}$ is again a Borel set, and $S$ is some pre-specified positive time interval. Usually, $S$ does not depend on the moment of time $t$, but depends on the threshold level $u$.

The multidimensional analog of classical ruin probability is also of interest. Such problem considers several processes $X_{1}(t), \ldots, X_{d}(t)$ with the same domain which ruin simultaneously within some Borel set $\mathcal{T}$

$$
\mathbb{P}\left\{\exists t \in \mathcal{T}: X_{1}(t)>u_{1}, \ldots, X_{d}(t)>u_{d}\right\}
$$

The common choice of $\mathcal{T}$ is either an interval $[0, T]$, or a positive real halfline $[0,+\infty)$. This dissertation focused mainly on the first case.

We consider next the classical Brownian motion case. Let $B_{1}(t), \ldots, B_{d}(t)$ be independent standard Brownian motions, and $A$ is a non-singular $d \times d$ real matrix. Then processes $W_{i}(t)$ are defined as follows

$$
\left(W_{1}(t), \ldots, W_{d}(t)\right)^{\top}:=A\left(B_{1}(t), \ldots, B_{d}(t)\right)^{\top}
$$

and all $u_{i}$ have the same growing speed:

$$
u_{i}=a_{i} u,
$$

as $u$ tends to infinity.
In Chapter 2 we obtain exact asymptotics for two-dimensional simultaneous Parisian ruin for two correlated Brownian motions with drifts:
$\mathbb{P}\left\{\exists t \in\left[0, A-S / u^{2}\right] ; \forall s \in\left[t, t+S / u^{2}\right]: W_{1}(s)-c_{1} s>u, W_{2}(s)-c_{2} s>a u\right\}$.
for any real constants $c_{1}, c_{2}, a$, and any positive constant $S$ as $u$ tends to infinity. The Parisian ruin is focused on the probability of prolonged ruin period of company, accepting that the ruin may occurs for a tiny moment. Results, achived in Chapter 2 , continues the study of Parisian ruin asymptotics started in the paper [49], and was further investigated in $[13,14]$.
In additional, this chapter considers cumulative Parisian ruin probability

$$
\mathbb{P}\left\{\int_{0}^{A} \mathbb{I}\left(W_{1}(t)-c_{1} t>u, W_{2}(t)-c_{2} t>a u\right) \mathrm{d} t>s / u^{2}\right\} .
$$

again for any real constants $c_{1}, c_{1}, a$ and any positive constant $S$. In fact, cumulative Parisian ruin is simply the tail of the sojourn of the underlying process. These type of investigations are of interest in various areas of probability beyond insurance mathematics, see e.g., the monograph by Berman [7].

In Chapter 3 we focused on the multidimensional simultaneous ruin probability, assuming that ruin occurs for at least $k$ of $d$ margins:

$$
\mathbb{P}\left\{\exists t \in[S, T], \mathcal{I} \subset\{1, \ldots, d\}:|\mathcal{I}|=k, \forall i \in \mathcal{I} W_{i}(t)-c_{i} t>a_{i} u\right\}
$$

for any real constants $c_{1}, \ldots, c_{d}, a_{i}, \ldots, a_{d}$. We derive both sharp bounds and asymptotic approximations of the probability of interest for the finite and the infinite time horizon. The results presented in this chapter extend previous findings of $[10,19]$.

Chapter 4 contains some generalisation of the results related to asymptotics of the simultaneous ruin probability for Brownian motion on more general class of Gaussian processes.

Let $\boldsymbol{Z}(t)=\left(Z_{1}(t), \ldots, Z_{d}(t)\right)^{\top}, t \in \mathbb{R}$ where $Z_{i}(t), t \in \mathbb{R}, i=1, \ldots, d$ are mutually independent centered Gaussian processes with continuous sample paths a.s. and stationary increments. For $\boldsymbol{X}(t)=A \boldsymbol{Z}(t), t \in \mathbb{R}$, where $A$ is as above, $\boldsymbol{u}, \boldsymbol{c} \in \mathbb{R}^{d}$ and $T>0$ we derive tight bounds for the simultaneous ruin probability

$$
\mathbb{P}\left\{\exists_{t \in[0, T]}: \cap_{i=1}^{d}\left\{X_{i}(t)-c_{i} t>u_{i}\right\}\right\}
$$

and find its exact asymptotics as the thresholds tend to infinity.
Finally, in Chapter 5 we discuss another interesting ruin problem. The classical ruin probability can be represented as follows

$$
\mathbb{P}\{\exists t \in[0, T]: W(t)>u\}=\mathbb{P}\{\exists t \in[0, T]: W(t) \in u S\},
$$

where

$$
S=\{x \in \mathbb{R}: x>1\} .
$$

Hence, we can generalise the ruin probability by putting an arbitrary set $S$. The same ruin probability may be defined in a multidimensional setup

$$
\mathbb{P}\left\{\exists t \in[0, T]:\left(W_{1}(t), \ldots, W_{d}(t)\right) \in u \boldsymbol{S}\right\}
$$

In our multivariate setting, we shall allow S to be a general Borel set. This problem is already considered in the context of Shepp-statistics in [44]. In this Chapter we derive upper bounds for the ruin probability of interest extending in particular some results from [44].

## Chapter 2

## Parisian \& Cumulative Parisian Ruin

## 1 Introduction

Calculation of Parisian ruin for Brownian risk model has been initially considered in [49]. For general Gaussian risk models Parisian ruin cannot be calculated explicitly. As shown in [13, 14] methods from the theory of extremes of Gaussian random fields can be successfully applied to approximate the Parisian ruin for general Gaussian risk models. In this chapter, we shall focus on the classical bivariate Brownian motion risk model, which in view of recent findings in [27], appears naturally as the limiting model of some general bivariate insurance risk model. Consider therefore two insurance risk portfolios with corresponding risk models

$$
R_{1}(t)=u+c_{1} t-W_{1}(t), \quad R_{2}(t)=a u+c_{2} t-W_{2}(t), \quad t \geq 0
$$

where $W_{1}, W_{2}$ are two standard Brownian motions and the initial capital for the first portfolio is $u>0$, whereas for the second it is equal au for some real constant $a$. Further $c_{1}$ and $c_{2}$ are some constants which denote the premium rates of the first and the second portfolio, respectively. In this chapter we shall consider the benchmark model where $\left(W_{1}(t), W_{2}(t)\right), t \geq 0$ are assumed to be jointly Gaussian with the same law as

$$
\begin{equation*}
\left(B_{1}(t), \rho B_{1}(t)+\sqrt{1-\rho^{2}} B_{2}(t)\right), \quad t \geq 0, \quad \rho \in(-1,1) \tag{1.1}
\end{equation*}
$$

where $B_{1}, B_{2}$ are two independent standard Brownian motions. As mentioned above, this model is supported by the findings of [27].

[^0]Throughout the following we suppose without loss of generality (see [53]) that $W_{i}$ 's are jointly measurable and separable. This assumption is important for the definitions for classical ruin, Parisian ruin and cumulative Parisian ruin.

For given $A>0$ and $H \geq 0$ define the simultaneous Parisian ruin probability on finite time horizon $[0, A]$ and $u>0$

$$
\begin{equation*}
P_{H, A}\left(u, c_{1}, a u, c_{2}\right)=\mathbb{P}\left\{\exists t \in[0, A], \forall s \in[t, t+H]: R_{1}(s)<0, R_{2}(s)<0\right\} \tag{1.2}
\end{equation*}
$$

When $H=0$, the simultaneous Parisian ruin reduces to the simultaneous classical ruin. Such model has been recently studied in [18].

It follows that for any $A, H, u$ positive

$$
\begin{aligned}
P_{H, A}\left(u, c_{1}, a u, c_{2}\right) & \leq P_{0, A}\left(u, c_{1}, a u, c_{2}\right) \\
& =\mathbb{P}\left\{\exists t \in[0, A]: R_{1}(t)<0, R_{2}(t)<0\right\}
\end{aligned}
$$

since $P_{H, A}\left(u, c_{1}, a u, c_{2}\right)$ is monotone in $H$. In [18] it is shown that the simultaneous ruin probability can be bounded as follows

$$
\begin{align*}
\mathbb{P}\left\{W_{1}^{*}(A)>u\right. & \left., W_{2}^{*}(A)>a u\right\} \leq P_{0, A}\left(u, c_{1}, a u, c_{2}\right) \\
& \leq \frac{\mathbb{P}\left\{W_{1}^{*}(A)>u, W_{2}^{*}(A)>a u\right\}}{\mathbb{P}\left\{W_{1}(A)>\left(c_{1} A\right)^{+}, W_{2}(A)>\left(c_{2} A\right)^{+}\right\}} \tag{1.3}
\end{align*}
$$

where we set

$$
W_{i}^{*}(t)=W_{i}(t)-c_{i} t
$$

for $\mathrm{i}=1,2$, and $x^{+}=\max (x, 0)$.
A simple lower bound for $P_{H, A}$ is valid for any $u>0$

$$
\begin{equation*}
\mathbb{P}\left\{\forall t \in[A, A+H]: R_{1}(t)<0, R_{2}(t)<0\right\} \leq P_{H, A}\left(u, c_{1}, a u, c_{2}\right) \tag{1.4}
\end{equation*}
$$

The above lower bound is very difficult to evaluate even asymptotically when $u$ tends to infinity. The most simple case is when $a<\rho, \rho>0$. We have (see Appendix) that for all large $u$ and some $C \in(0,1)$

$$
\begin{align*}
C \mathbb{P}\left\{\forall t \in[A, A+H]: W_{1}^{*}(t)>u\right\} & \leq P_{H, A}\left(u, c_{1}, a u, c_{2}\right) \\
& \leq \mathbb{P}\left\{\sup _{t \in[0, A]} W_{1}^{*}(t)>u\right\} \tag{1.5}
\end{align*}
$$

Since $\mathbb{P}\left\{\sup _{t \in[0, A]} W_{1}^{*}(t)>u\right\}$ can be evaluated explicitly, it follows easily that as $u \rightarrow \infty$ it is asymptotically equal to $2 \mathbb{P}\left\{W_{1}^{*}(A)>u\right\}$ and by [18][Thm 2.1] the lower bound is proportional to $\mathbb{P}\left\{W_{1}^{*}(A)>u\right\} / u$ as $u \rightarrow \infty$. Therefore, even for this simple case, the bounds derived above do not capture the exact decrease of
the Parisian ruin probability as $u \rightarrow \infty$. The reason for this is that the interval $[A, A+H]$ is quite large. In the sequel, under the restriction that $H=S / u^{2}$ for any $S \geq 0$ we show that it is possible to derive the exact approximations of the Parisian ruin probability.

Motivated by [21] in this chapter we shall also investigate the so-called cumulative Parisian ruin probability on the finite time interval $[0, A]$, i.e.,

$$
\Psi_{L, A}(u, a u)=\mathbb{P}\left\{\int_{0}^{A} \mathbb{I}\left(R_{1}(t)<0, R_{2}(t)<0\right) d t>L / f(u)\right\},
$$

where $A>0, L>0$ are given constants and $f$ is some positive function that depends on $u$. It is clear that the above is bounded by $P_{0, T}\left(u, c_{1}, a u, c_{2}\right)$ and the calculation of the cumulative Parisian ruin probability is not possible for any fixed $u$ and $x$ positive. A natural question here is (see [21] for the infinite timehorizon case) if we can approximate the cumulative Parisian ruin probability as $u \rightarrow \infty$. This in particular requires to determine explicitly the function $f$. In the case of one-dimensional risk model it is shown in [21] that the cumulative Parisian ruin probability (or in the language of that chapter the tail of the sojourn time/occupation time) can be approximated exactly when $u$ becomes large. In that aforementioned paper $f(u)$ equals $u^{2}$. We shall show that this is the right choice also for our setup.

Section 2 presents the exact asymptotics of both Parisian and cumulative Parisian ruin. Additionally, we discuss therein the approximation of the cumulative Parisian ruin time

$$
\begin{equation*}
\tau_{L}(u)=\inf _{A>0} \int_{0}^{A} \mathbb{I}\left(R_{1}(t)<0, R_{2}(t)<0\right) \mathrm{d} t>L / f(u) \tag{1.6}
\end{equation*}
$$

Section 3 is dedicated to the proofs. We conclude this chapter with an Appendix composed of two auxiliary lemmas and a short discussion of general Parisian ruin.

## 2 Main results

Using the self-similarity of Brownian motion we have that

$$
\begin{aligned}
& P_{H, A}\left(u, c_{1}, a u, c_{2}\right)=\mathbb{P}\left\{\exists t \in[0,1], \forall s \in[A t, A t+H]: R_{1}(s)<0, R_{2}(s)<0\right\} \\
& \quad=\mathbb{P}\left\{\exists t \in[0,1], \forall s \in[t, t+(H / A)]: \begin{array}{l}
R_{1}(A s)<0 \\
R_{2}(A s)<0
\end{array}\right\} \\
& \quad=\mathbb{P}\left\{\exists t \in[0,1], \forall s \in[t, t+(H / A)]: \begin{array}{l}
u+A c_{1} s<W_{1}(A s), \\
a u+A c_{1} s<W_{1}(A s)
\end{array}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\mathbb{P}\left\{\exists t \in[0,1], \forall s \in[t, t+(H / A)]: \begin{array}{c}
u / \sqrt{A}+\sqrt{A} c_{1} s<W_{1}(s) \\
a u / \sqrt{A}+\sqrt{A} c_{1} s<W_{1}(s)
\end{array}\right\} \\
& =P_{H / A, 1}\left(u / \sqrt{A}, \sqrt{A} c_{1}, a u / \sqrt{A}, \sqrt{A} c_{1}\right)
\end{aligned}
$$

In addition, we have

$$
P_{H, A}\left(u, c_{1}, a u, c_{2}\right)=P_{H, A}^{r e v}\left(u, c_{2}, u / a, c_{1}\right)
$$

where
$P_{H, A}^{r e v}\left(u, c_{1}, a u, c_{2}\right)=\mathbb{P}\left\{\exists t \in[0, A], \forall s \in[t, t+H]: R_{1}^{r e v}(s)<0, R_{2}^{r e v}(s)<0\right\}$
and

$$
R_{1}^{r e v}(t)=u+c_{1} t-W_{2}(t), \quad R_{2}^{r e v}(t)=a u+c_{2} t-W_{1}(t), \quad t \geq 0
$$

Hence, we can consider only the case $a \leq 1$ and $A=1$. Let in the following

$$
\begin{equation*}
\lambda_{1}=\frac{1-a \rho}{1-\rho^{2}}, \quad \lambda_{2}=\frac{a-\rho}{1-\rho^{2}} \tag{2.1}
\end{equation*}
$$

which are both positive if $a \in(\rho, 1]$. For the particular choice of $H=S / u^{2}$ we shall denote $P_{H, A}(u, a u)$ simply as $\psi_{S}(u, a u)$. We consider first the approximation of the Parisian ruin, recall $W_{i}^{*}(t)=W_{i}(t)-c_{i} t$.

Theorem 2.1 Let $c_{1}, c_{2}$ be two given real constants and let $S \geq 0$ be given.
i) If $a \in(\rho, 1]$, then as $u \rightarrow \infty$

$$
\psi_{S}(u, a u) \sim C_{a, \rho}(S) \mathbb{P}\left\{W_{1}^{*}(1)>u, W_{2}^{*}(1)>a u\right\}
$$

where

$$
\begin{gather*}
C_{a, \rho}(S)=\lambda_{1} \lambda_{2} \int_{\mathbb{R}^{2}} \mathbb{P}\left\{\exists t \geq 0, \forall s \in[t-S, t]: \begin{array}{c}
W_{1}(s)-s>x \\
W_{2}(s)-a s>y
\end{array}\right\} \\
\times e^{\lambda_{1} x+\lambda_{2} y} \mathrm{~d} x \mathrm{~d} y \tag{2.2}
\end{gather*}
$$

and $C_{a, \rho}(S) \in(0, \infty)$.
ii) If $a \leq \rho$, then as $u \rightarrow \infty$

$$
\psi_{S}(u, a u) \sim C(S) \mathbb{P}\left\{W_{1}^{*}(1)>u, W_{2}^{*}(1)>a u\right\}
$$

where $C(S)=\mathbb{E}\left\{e^{\sup _{t \geq 0} \inf _{s \in[t-S, t]}\left(W_{1}(s)-s\right)}\right\} \in(0, \infty)$.

The approximation of the cumulative Parisian ruin requires some different arguments since the sojourn functional is different from the supremum functional. In the following we shall choose the scaling function $f(u)$ to be equal to $u^{2}$. Since we consider $A=1$, we can omit it and write simply $\Psi_{L}(u, a u)$ instead of $\Psi_{L, A}(u, a u)$.

Theorem 2.2 Under the setup and the notation of Theorem 2.1 for any $L>0$ we have:
i) If $a \in(\rho, 1]$, then as $u \rightarrow \infty$

$$
\Psi_{L}(u, a u) \sim K_{a, \rho}(L) \mathbb{P}\left\{W_{1}^{*}(1)>u, W_{2}^{*}(1)>a u\right\}
$$

where

$$
\begin{align*}
K_{a, \rho}(L)= & \lambda_{1} \lambda_{2} \int_{\mathbb{R}^{2}} \mathbb{P}\left\{\int_{0}^{\infty} \mathbb{I}\left(W_{1}(t)-t>x, W_{2}(t)-a t>y\right) \mathrm{d} t>L\right\} \\
& \times e^{\lambda_{1} x+\lambda_{2} y} \mathrm{~d} x \mathrm{~d} y \in(0, \infty) \tag{2.3}
\end{align*}
$$

ii) If $a \leq \rho$, then as $u \rightarrow \infty$

$$
\Psi_{L}(u, a u) \sim K(L) \mathbb{P}\left\{W_{1}^{*}(1)>u, W_{2}^{*}(1)>a u\right\}
$$

where

$$
\begin{equation*}
K(L)=\int_{\mathbb{R}} e^{x} \mathbb{P}\left\{\int_{0}^{\infty} \mathbb{I}\left(W_{1}(t)-t>x\right) \mathrm{d} t>L\right\} \mathrm{d} x \in(0, \infty) \tag{2.4}
\end{equation*}
$$

Remark 2.3 Theorems 2.1 and 2.2 may be used also if $c_{1}, c_{2}$, $S$ and $L$ depend on $u$, but have finite limits as $u \rightarrow \infty\left(c_{1}(u) \rightarrow c_{1}^{*}, c_{2}(u) \rightarrow c_{2}^{*}, S(u) \rightarrow S^{*}\right.$, $\left.L(u) \rightarrow L^{*}\right)$. In this case all constants $S$ and $L$ on the right-hand sides should be replaced by $S^{*}$ and $L^{*}$, respectively.

The asymptotic distribution of the ruin time $\tau_{L}(u)$ defined in (1.6) may be explicitly calculated from Theorem 2.2 by using the self-similarity of Brownian motion.

Proposition 2.4 i) If $a \in(\rho, 1]$, then for any $0 \leq L_{2} \leq L_{1} \leq 1$ with $K_{a, \rho}$ defined in (2.3)
$\lim _{u \rightarrow \infty} \mathbb{P}\left\{u^{2}\left(1-\tau_{L_{1}}(u)\right) \geq x \mid \tau_{L_{2}}(u) \leq 1\right\}=\frac{K_{a, \rho}\left(L_{1}\right)}{K_{a, \rho}\left(L_{2}\right)} e^{-x \frac{1-2 a \rho+a^{2}}{2-2 \rho^{2}}}, \quad x \in(0, \infty)$.
ii) If $a \leq \rho$, then for any $0 \leq L_{2} \leq L_{1} \leq 1$ with $K$ defined in (2.4)

$$
\lim _{u \rightarrow \infty} \mathbb{P}\left\{u^{2}\left(1-\tau_{L_{1}}(u)\right) \geq x \mid \tau_{L_{2}}(u) \leq 1\right\}=\frac{K\left(L_{1}\right)}{K\left(L_{2}\right)} e^{-\frac{x}{2}}, \quad x \in(0, \infty)
$$

## 3 Proofs

Proof of Theorem 2.1: Let in the following $T>0$ and set $\delta(u, T)=1-T u^{-2}$ for $T, u>0$.

For any $S$ positive and all $u$ large

$$
\begin{align*}
m(u, S, T) & :=\mathbb{P}\left\{\exists_{t \in[0, \delta(u, T)]}, \forall s \in\left[t, t+S / u^{2}\right]: W_{1}^{*}(s)>u, W_{2}^{*}(s)>a u\right\} \\
& \leq \mathbb{P}\left\{\exists_{t \in[0, \delta(u, T)]}: W_{1}^{*}(t)>u, W_{2}^{*}(t)>a u\right\} \\
& \leq e^{-T / 8} \frac{\mathbb{P}\left\{W_{1}^{*}(1) \geq u, W_{2}^{*}(1) \geq a u\right\}}{\mathbb{P}\left\{W_{1}(1)>\max \left(c_{1}, 0\right), W_{2}(1)>\max \left(c_{2}, 0\right)\right\}} \tag{3.1}
\end{align*}
$$

where the upper bound follows from [18][Lemma 4.1].
We give below the exact asymptotics of

$$
M(u, S, T):=\mathbb{P}\left\{\exists_{t \in[\delta(u, T), 1]}, \forall s \in\left[t, t+S / u^{2}\right]: W_{1}^{*}(s)>u, W_{2}^{*}(s)>a u\right\}
$$

as $u$ tends to infinity.
Lemma 3.1 i) For any $a \in(\rho, 1]$ and any positive $S$ and $T$ as $u \rightarrow \infty$

$$
\begin{equation*}
M(u, S, T) \sim u^{-2} \varphi_{\rho}\left(u+c_{1}, a u+c_{2}\right) I(S, T) \tag{3.2}
\end{equation*}
$$

where

$$
I(S, T):=\int_{\mathbb{R}^{2}} \mathbb{P}\left\{t \in[0, T], \forall s \in[t-S, t] \begin{array}{c}
W_{1}(s)-s>x \\
W_{2}(s)-a s>y \\
\\
\times e^{\lambda_{1} x+\lambda_{2} y} \mathrm{~d} x \mathrm{~d} y
\end{array}\right\}
$$

and $I(S, T) \in(0, \infty)$.
ii) For any $a \leq \rho$ and any positive $S$ and $T$ as $u \rightarrow \infty$

$$
M(u, S, T) \sim u^{-1} \varphi_{\rho}\left(u+c_{1}, \rho u+c_{2}\right) I(S, T),
$$

where

$$
\begin{aligned}
I(S, T):=\int_{\mathbb{R}^{2}} \mathbb{P}\{\exists t & \left.\in[0, T], \forall s \in[t-S, t]: W_{1}(s)-s>x\right\} \\
& \times[\mathbb{I}(a<\rho)+\mathbb{I}(y<0, a=\rho)] e^{x-\frac{y^{2}-2 y\left(c_{2}-c_{1} \rho\right)}{2\left(1-\rho^{2}\right)}} \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

The proof of Lemma 3.1 postponed to the Appendix.

In view of Lemma 3.1, inequality (3.1) and asymptotics of the probability $\mathbb{P}\left\{W_{1}^{*}(1) \geq u, W_{2}^{*}(1) \geq a u\right\}$ (see Appendix, Lemma 4.1) we immediately obtain that

$$
\lim _{T \rightarrow \infty} \lim _{u \rightarrow \infty} \frac{m(u, S, T)}{M(u, S, T)}=0 .
$$

Hence, using that

$$
M(u, S, T) \leq \psi_{s}(u, a u) \leq m(u, S, T)+M(u, S, T)
$$

we obtain

$$
\lim _{T \rightarrow \infty} \lim _{u \rightarrow \infty} \frac{M(u, S, T)}{\psi_{S}(u, a u)}=1 .
$$

Consequently, it suffices to prove that

$$
\lim _{T \rightarrow \infty} I(S, T) \in(0, \infty)
$$

Since $I(S, T) \leq I(0, T), I(S, T)$ is growing and the finiteness of $\lim _{T \rightarrow \infty} I(0, T)$ follows from [18], the claim follows according to the asymptotics of the probability $\mathbb{P}\left\{W_{1}^{*}(1) \geq u, W_{2}^{*}(1) \geq a u\right\}$.

Proof of Theorem 2.2: First recall $\delta(u, T)=1-T u^{-2}$.
For given $L>0$ if $\int_{0}^{1} \mathbb{I}\left(R_{1}(t)<0, R_{2}(t)<0\right) \mathrm{d} t>L / f(u)$, then either the same integral but from $1-\delta$ to 1 is larger than $L / f(u)$, or for some point $t_{1} \in[0,1-\delta(u, T)]$ both $R_{1}\left(t_{1}\right)$ and $R_{2}\left(t_{1}\right)$ are smaller than zero. In terms of probabilities it means that for any $T>0$

$$
\begin{equation*}
M(u, T) \leq \Psi_{L}(u, a u) \leq M(u, T)+m(u, T), \tag{3.3}
\end{equation*}
$$

where we set for $u>0$

$$
\begin{aligned}
& M(u, T)=\mathbb{P}\left\{\int_{1-\delta(u, T)}^{1} \mathbb{I}\left(W_{1}^{*}(t)>u, W_{2}^{*}(t)>a u\right) \mathrm{d} t>L / f(u)\right\}, \\
& m(u, T)=\mathbb{P}\left\{\exists_{t \in[0,1-\delta(u, T)]}: W_{1}^{*}(t)>u, W_{2}^{*}(t)>a u\right\} .
\end{aligned}
$$

In view of [18][Lemma 4.1] for all large enough $u$

$$
\begin{equation*}
m(u, T) \leq e^{-T / 8} \frac{\mathbb{P}\left\{W_{1}^{*}(1) \geq u, W_{2}^{*}(1) \geq a u\right\}}{\mathbb{P}\left\{W_{1}(1)>\max \left(c_{1}, 0\right), W_{2}(1)>\max \left(c_{2}, 0\right)\right\}} \tag{3.4}
\end{equation*}
$$

The following lemma establishes the exact asymptotics of $M(u, T)$.

Lemma 3.2 i) For any $a \in(\rho, 1]$ and any $T>0$ as $u \rightarrow \infty$

$$
\begin{equation*}
M(u, T) \sim u^{-2} \varphi_{\rho}\left(u+c_{1}, a u+c_{2}\right) I(T) \tag{3.5}
\end{equation*}
$$

where

$$
\begin{aligned}
I(T):= & \int_{\mathbb{R}^{2}} \mathbb{P}\left\{\int_{0}^{T} \mathbb{I}\left(W_{1}(t)-t>x, W_{2}(t)-a t>y\right) \mathrm{d} t>L\right\} \\
& \times e^{\lambda_{1} x+\lambda_{2} y} \mathrm{~d} x \mathrm{~d} y,
\end{aligned}
$$

and $I(T) \in(0, \infty)$.
ii) For any $a \leq \rho$ and any $T>0$ as $u \rightarrow \infty$

$$
M(u, T) \sim u^{-1} \varphi_{\rho}\left(u+c_{1}, \rho u+c_{2}\right) I(T)
$$

where

$$
\begin{aligned}
I(T):= & \int_{\mathbb{R}^{2}} \mathbb{P}\left\{\int_{0}^{T} \mathbb{I}\left(W_{1}(t)-t>x\right) \mathrm{d} t>L\right\} \\
& \times[\mathbb{I}\{a<\rho\}+\mathbb{I}\{a=\rho, \quad y<0\}] e^{x-\frac{y^{2}-2 y\left(c_{2}-c_{1} \rho\right)}{2(1-\rho)}} \mathrm{d} x \mathrm{~d} y,
\end{aligned}
$$

and $I(T) \in(0, \infty)$.
The proof of Lemma 3.2 postponed to the Appendix.
In view of Lemma 3.2, inequality (3.4) and asymptotics of the probability $\mathbb{P}\left\{W_{1}^{*}(1) \geq u, W_{2}^{*}(1) \geq a u\right\}$ we immediately obtain that

$$
\lim _{T \rightarrow \infty} \lim _{u \rightarrow \infty} \frac{m(u, T)}{M(u, T)}=0
$$

Hence, using (3.3) we have

$$
\lim _{T \rightarrow \infty} \lim _{u \rightarrow \infty} \frac{M(u, T)}{\Psi_{L}(u, a u)}=1 .
$$

Consequently, it suffices to show that

$$
\lim _{T \rightarrow \infty} I(T) \in(0, \infty),
$$

where $I(T)$ is defined in Lemma 3.2. Since $I(T) \leq I(L, T)$ defined in Lemma 3.1, $I(T)$ is growing and $\lim _{T \rightarrow \infty} I(L, T)<\infty$, the claim follows.

Proof of Proposition 2.4: Using the formula of conditional probability and the self-similarity of Brownian motion for $L_{1}, L_{2}, u$ positive

$$
\mathbb{P}\left\{u^{2}\left(1-\tau_{L_{1}}(u)\right) \geq x \mid \tau_{L_{2}}(u) \leq 1\right\}=\frac{\mathbb{P}\left\{\tau_{L_{1}}(u) \leq 1-x / u^{2}\right\}}{\mathbb{P}\left\{\tau_{L_{2}}(u) \leq 1\right\}}
$$

$$
\begin{aligned}
= & \frac{\mathbb{P}\left\{\int_{0}^{1-x / u^{2}} \mathbb{I}\binom{W_{1}^{*}(t)>u}{W_{2}^{*}(t)>a u} \mathrm{~d} t>L_{1} / u^{2}\right\}}{\mathbb{P}\left\{\int_{0}^{1} \mathbb{I}\binom{W_{1}^{*}(t)>u}{W_{2}^{*}(t)>a u} \mathrm{~d} t>L_{2} / u^{2}\right\}} \\
= & \frac{\mathbb{P}\left\{\int_{0}^{1} \mathbb{I}\binom{W_{1}^{*}\left(\left(1-x / u^{2}\right) t\right)>u}{W_{2}^{*}\left(\left(1-x / u^{2}\right) t\right)>a u} \mathrm{~d}\left(1-x / u^{2}\right) t>L_{1} / u^{2}\right\}}{\mathbb{P}\left\{\int_{0}^{1} \mathbb{I}\binom{W_{1}^{*}(t)>u}{W_{2}^{*}(t)>a u} \mathrm{~d} t>L_{2} / u^{2}\right\}} \\
= & \frac{\mathbb{P}\left\{\int _ { 0 } ^ { 1 } \mathbb { I } \left(\begin{array}{c}
W_{1}(t)>\frac{u}{\sqrt{1-x / u^{2}}}+c_{1} \sqrt{1-x / u^{2}} t \\
\left.\left.W_{2}(t)>a \frac{u}{\sqrt{1-x / u^{2}}}+c_{2} \sqrt{1-x / u^{2}} t\right) \mathrm{~d} t>\frac{L_{1} /\left(1-x / u^{2}\right)^{2}}{\left(u / \sqrt{\left.1-x / u^{2}\right)^{2}}\right.}\right\} \\
\mathbb{P}\left\{\int_{0}^{1} \mathbb{I}\binom{W_{1}^{*}(t)>u}{W_{2}^{*}(t)>a u} \mathrm{~d} t>L_{2} / u^{2}\right\}
\end{array}\right.\right.}{} .
\end{aligned}
$$

Applying Theorem 2.2 yields

$$
\begin{aligned}
& \frac{\mathbb{P}\left\{\int_{0}^{1} \mathbb{I}\binom{W_{1}(t)>\frac{u}{\sqrt{1-x / u^{2}}}+c_{1} \sqrt{1-x / u^{2}} t}{W_{2}(t)>a \frac{u}{\sqrt{1-x / u^{2}}}+c_{2} \sqrt{1-x / u^{2}} t} \mathrm{~d} t>\frac{L\left(1-x / u^{2}\right)^{2}}{\left(u / \sqrt{\left.1-x / u^{2}\right)^{2}}\right\}}\right.}{\mathbb{P}\left\{\int_{0}^{1} \mathbb{I}\binom{W_{1}^{*}(t)>u}{W_{2}^{*}(t)>a u} \mathrm{~d} t>L / u^{2}\right\}} \\
& \sim \frac{\mathbb{P}\left\{W_{1}(1)>\frac{u}{\sqrt{1-x / u^{2}}}+c_{1} \sqrt{1-x / u^{2}}, W_{2}(1)>a \frac{u}{\sqrt{1-x / u^{2}}}+c_{2} \sqrt{1-x / u^{2}}\right\}}{\mathbb{P}\left\{W_{1}^{*}(1)>u, W_{2}^{*}(1)>a u\right\} / \Gamma\left(L_{1}, L_{2}\right)},
\end{aligned}
$$

where

$$
\Gamma\left(L_{1}, L_{2}\right)= \begin{cases}\frac{K_{a, \rho}\left(L_{1}\right)}{K a, o,\left(L_{1}\right)}, & a \in(\rho, 1], \\ \frac{K\left(L_{1}\right)}{K\left(L_{2}\right)}, & a \leq \rho .\end{cases}
$$

Notice that (write $\varphi(x, y)$ for the pdf of vector $\left(W_{1}(1), W_{2}(1)\right)$ )

$$
\begin{array}{r}
\varphi\left(\frac{u}{\sqrt{1-x / u^{2}}}+c_{1} \sqrt{1-x / u^{2}}, \frac{u}{\sqrt{1-x / u^{2}}} a+c_{2} \sqrt{1-x / u^{2}}\right) \\
=\varphi\left(u+c_{1}, a u+c_{2}\right) \psi_{u}^{*}\left(a, c_{1}, c_{2}\right),
\end{array}
$$

where

$$
\lim _{u \rightarrow \infty} \log \psi_{u}^{*}\left(a, c_{1}, c_{2}\right)=-x \frac{1-2 a \rho+a^{2}}{2-2 \rho^{2}},
$$

hence by Lemma 4.1 the claim follows if $a>\rho$. For the case $a \leq \rho$ notice that

$$
\begin{array}{r}
\varphi\left(\frac{u}{\sqrt{1-x / u^{2}}}+c_{1} \sqrt{1-x / u^{2}}, \frac{u}{\sqrt{1-x / u^{2}}} \rho+c_{2} \sqrt{1-x / u^{2}}\right) \\
=\varphi\left(u+c_{1}, \rho u+c_{2}\right) \psi_{u}^{*}\left(\rho, c_{1}, c_{2}\right),
\end{array}
$$

where

$$
\lim _{u \rightarrow \infty} \log \psi_{u}^{*}\left(\rho, c_{1}, c_{2}\right)=-x / 2
$$

This finishes the proof in the case $a \leq \rho$ again using Lemma 4.1

## 4 Appendix

### 4.1 Parisian ruin for non-vanishing interval

Consider now the probability $P_{H, T}(u, a u)$ with some fixed constant $H$. We can use the following upper bound:

$$
\mathbb{P}\left\{\forall t \in[T, T+H]: W_{1}^{*}(t)>u, W_{2}^{*}(t)>a u\right\} \leq P_{H, T}(u, a u) .
$$

We can present $W_{2}(t)$ using the correlation coefficient $\rho$ as $\rho W_{1}(t)+\rho^{*} B(t)$, where $\rho^{*}=\sqrt{1-\rho^{2}}$, and $B(t)$ is an independent Brownian motion. Note that if $W_{1}^{*}(t)>u$ and $B(t)>(a-\rho) u+\left(c_{2}-\rho c_{1}\right) t$, then also $W_{2}^{*}(t)>a u$. Since $W_{1}$ and $B$ are independent

$$
\begin{aligned}
& \mathbb{P}\left\{\forall t \in[T, T+H]: R_{1}(t)<0\right\} \\
& \\
& \quad \times \mathbb{P}\left\{\forall t \in[T, T+H]: B(t)>(a-\rho) u+\left(c_{2}-\rho c_{1}\right) t\right\} \leq P_{H, T}(u, a u) .
\end{aligned}
$$

In case $\rho>0$ and $\rho>a$, the probability

$$
\mathbb{P}\left\{\forall t \in[T, T+H]: B(t)>(a-\rho) u+\left(c_{2}-\rho c_{1}\right) t\right\}
$$

tends to one when $u$ tends to infinity. So, for any positive $\varepsilon$ for large enough $u$ we derived the following lower bound

$$
(1-\varepsilon) \mathbb{P}\left\{\forall t \in[T, T+H]: W_{1}(t)-c_{1} t>u\right\} \leq P_{H, T}(u, a u) .
$$

To find an upper bound we can put $H=0$ and omit the restriction for $W_{2}$, namely

$$
P_{H, T}(u, a u) \leq \mathbb{P}\left\{\sup _{t \in[0, T]}\left(W_{1}(t)-c_{1} t\right)>u\right\} .
$$

As $u$ tends to infinity, the probability $\mathbb{P}\left\{\forall t \in[T, T+H]: W_{1}(t)-c_{1} t>u\right\}$ is asymptotically equal to $\mathbb{P}\left\{W_{1}^{*}(T)>u\right\}$, and the probability $\mathbb{P}\left\{\sup _{t \in[0, T]}\left(W_{1}(t)-c_{1} t\right)>u\right\}$ is asymptotically equal to $\mathbb{P}\left\{W_{1}^{*}(T)>u\right\} / u$.

### 4.2 Auxiliary lemmas

The following Lemma shows the exact asymptotics of the right-hand sides in Theorem 2.1 and Theorem 2.2.

Lemma 4.1 Let $X_{1}$ and $X_{2}$ be Gaussian random variables with correlation coefficient $\rho \in(-1,1)$. Let also $c_{1}, c_{2}$ be two given real constants and $a \leq 1$ be given. Write further $\varphi_{\rho}(x, y)$ for the joint density function of vector $\left(X_{1}, X_{2}\right)$.
i) If $a \in(\rho, 1]$, then as $u \rightarrow \infty$

$$
\mathbb{P}\left\{X_{1}>u+c_{1}, X_{2}>a u+c_{2}\right\} \sim \frac{u^{-2}}{\lambda_{1} \lambda_{2}} \varphi_{\rho}\left(u+c_{1}, a u+c_{2}\right),
$$

where

$$
\lambda_{1}=\frac{1-a \rho}{1-\rho^{2}}, \quad \lambda_{2}=\frac{a-\rho}{1-\rho^{2}} .
$$

ii) If $a \leq \rho$, then we have as $u \rightarrow \infty$

$$
\begin{aligned}
\mathbb{P}\left\{X_{1}\right. & \left.>u+c_{1}, X_{2}>a u+c_{2}\right\} \\
& \sim \sqrt{2 \pi\left(1-\rho^{2}\right)} \Phi^{*}\left(c_{1} \rho-c_{2}\right) e^{\frac{\left(c_{2}-\rho c_{1}\right)^{2}}{2\left(1-\rho^{2}\right)}} u^{-1} \varphi_{\rho}\left(u+c_{1}, \rho u+c_{2}\right),
\end{aligned}
$$

where $\Phi^{*}\left(c_{1} \rho-c_{2}\right)=1$ if $a<\rho$ and $\Phi^{*}$ is the df of $\sqrt{1-\rho^{2}} X_{1}$ when $a=\rho$.

Proof of Lemma 4.1: i) Using the dominated convergence theorem as $u \rightarrow \infty$

$$
\begin{aligned}
\mathbb{P}\left\{X_{1}>u+c_{1}, X_{2}>a u+c_{2}\right\} & =\frac{\varphi_{\rho}\left(u+c_{1}, a u+c_{2}\right)}{u^{2}} \\
& \times \int_{x, y>0} e^{-\lambda_{1} x-\lambda_{2} y} \frac{\varphi_{\rho}\left(c_{1}+x / u, c_{2}+y / u\right)}{\varphi_{\rho}\left(c_{1}, c_{2}\right)} \mathrm{d} x \mathrm{~d} y \\
& \sim \frac{\varphi_{\rho}\left(u+c_{1}, a u+c_{2}\right)}{u^{2}} \\
& \times \int_{x, y>0} e^{-\lambda_{1} x-\lambda_{2} y} \mathrm{~d} x \mathrm{~d} y .
\end{aligned}
$$

ii) Again using the dominated convergence theorem as $u \rightarrow \infty$ (denote $C=0$ if $a=\rho$ and $C=-\infty$ otherwise)

$$
\left.\mathbb{P}\left\{X_{1}>u+c_{1}, X_{2}>a u+c_{2}\right\} \sim \frac{\varphi_{\rho}\left(u+c_{1}, \rho u+c_{2}\right)}{u}\right) \quad \times \int_{\substack{x>0 \\ y>C}}^{u} e^{-x} \frac{\varphi_{\rho}\left(c_{1}, c_{2}+y\right)}{\varphi_{\rho}\left(c_{1}, c_{2}\right)} \mathrm{d} x \mathrm{~d} y
$$

$$
\begin{aligned}
& =\frac{\varphi_{\rho}\left(u+c_{1}, \rho u+c_{2}\right)}{u} e^{\frac{\left(c_{2}-\rho c_{1}\right)^{2}}{1-\rho^{2}}} \sqrt{2 \pi\left(1-\rho^{2}\right)} \\
& \times \int_{y<\rho c_{1}-c_{2}-C} \frac{e^{-\frac{1}{2} \frac{y^{2}}{1-\rho^{2}}}}{\sqrt{2 \pi\left(1-\rho^{2}\right)}} \mathrm{d} y \\
& =\frac{\varphi_{\rho}\left(u+c_{1}, \rho u+c_{2}\right)}{u} e^{\frac{\left(c_{2}-\rho c_{1}\right)^{2}}{1-\rho^{2}}} \sqrt{2 \pi\left(1-\rho^{2}\right)} \\
& \times \Phi^{*}\left(\rho c_{1}-c_{2}\right) .
\end{aligned}
$$

Then next lemma helps to go from "almost all $L$ " to "all $L$ " in Lemma 3.2
Lemma 4.2 Let $X_{1}(t), X_{2}(t)$ for $t \geq 0$ satisfy the representation (1.1). Let also $\lambda_{1}, \lambda_{2}, a, T$ be positive constants and $c_{1}, c_{2}$ be real constants. Then the functions

$$
\begin{aligned}
I_{1}(L)= & \int_{\mathbb{R}^{2}} \mathbb{P}\left\{\int_{0}^{T} \mathbb{I}\left(X_{1}(t)-t>x, X_{2}(t)-a t>y\right) \mathrm{d} t>L\right\} e^{\lambda_{1} x+\lambda_{2} y} \mathrm{~d} x \mathrm{~d} y \\
I_{2}(L)= & \int_{\mathbb{R}^{2}} \mathbb{P}\left\{\int_{0}^{T} \mathbb{I}\left(X_{1}(t)-t>x\right) \mathrm{d} t>L\right\} \\
& \quad \times[\mathbb{I}\{a<\rho\}+\mathbb{I}\{a=\rho, y<0\}] e^{x-\frac{y^{2}-2 y\left(c_{2}-c_{1} \rho\right)}{2(1-\rho)}} \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

are continuous for $L \in(0, \infty)$.
Proof of Lemma 4.2: Consider the function $I_{1}(L)$. The proof for $I_{2}(L)$ will be the same. To show the continuity of $I_{1}(L)$ it is sufficient to verify that

$$
\begin{aligned}
I_{1}^{*}(L) & :=\int_{\mathbb{R}^{2}} \mathbb{P}\left\{\int_{0}^{T} \mathbb{I}\left(W_{1}(t)-t>x, W_{2}(t)-a t>y\right) \mathrm{d} t=L\right\} e^{\lambda_{1} x+\lambda_{2} y} \mathrm{~d} x \mathrm{~d} y \\
& =0
\end{aligned}
$$

for all positive $L$. Fix some $L>0$ and let

$$
A_{x, y}=\left\{f_{1}, f_{2} \in C[0, T]: \int_{0}^{T} \mathbb{I}\left(f_{1}(t)-t>x, f_{2}(t)-a t>y\right) \mathrm{d} t=L\right\} .
$$

For any fixed $y_{0} \in \mathbb{R}$ the sets $A_{x_{1}, y_{0}}$ and $A_{x_{2}, y_{0}}$ are non-overlapping for $x_{1} \neq x_{2}$. Define

$$
\mathcal{X}=\left\{x \in \mathbb{R}: \mathbb{P}\left\{A_{x, y_{0}}\right\}>0\right\}, \quad \mathcal{X}_{n}=\left\{x \in \mathbb{R}: \mathbb{P}\left\{A_{x, y_{0}}\right\}>1 / n\right\} .
$$

Since $A_{x, y_{0}}$ are non-overlapping for different $x \in \mathbb{R},\left|\mathcal{X}_{n}\right|<n$. In addition, $\mathcal{X}=$ $\cup_{n \in \mathbb{N}} \mathcal{X}_{n}$. Thus, the set $\mathcal{X}$ is countable, establishing the proof.

### 4.3 Proofs of lemmas

This part contains proofs of all the lemmas presented above in this chapter.
Proof of Lemma 3.1: i) For any $x, y \in \mathbb{R}$ put

$$
u_{x}=u+c_{1}-x / u, \quad u_{y}=a u+c_{2}-y / u .
$$

Writing $\varphi(x, y)$ for the joint pdf of $\left(W_{1}(1), W_{2}(1)\right)^{\top}$ we have

$$
\begin{equation*}
\varphi_{\rho}\left(u_{x}, u_{y}\right)=: \varphi_{\rho}\left(u+c_{1}, a u+c_{2}\right) \psi_{u}(x, y), \tag{4.1}
\end{equation*}
$$

where as $u \rightarrow \infty\left(\right.$ write $\Sigma$ for the covariance matrix of $\left.\left(W_{1}(1), W_{2}(1)\right)^{\top}\right)$

$$
\begin{align*}
\log \psi_{u}(x, y) & =\frac{1}{u^{2}}\left(u+c_{1}, a u+c_{2}\right) \Sigma^{-1}(x, y)^{\top}-\frac{1}{2 u^{2}}(x, y) \Sigma^{-1}(x, y)^{\top} \\
& \rightarrow(1, a) \Sigma^{-1}(x, y)^{\top}  \tag{4.2}\\
& =\frac{1-a \rho}{1-\rho^{2}} x+\frac{a-\rho}{1-\rho^{2}} y=\lambda_{1} x+\lambda_{2} y .
\end{align*}
$$

Denote further

$$
u_{x, y}=u_{y}-\rho u_{x}=(a-\rho) u-(y-\rho x) / u+c_{2}-\rho c_{1} .
$$

Let $B_{1}, B_{2}$ be two independent Brownian motions. The representation of $\left(W_{1}(t), W_{2}(t)\right)$ in terms of $B_{1}$ and $B_{2}$ is given in (1.1). Define the following transform

$$
\bar{s}_{u}=1-s / u^{2}
$$

and set $F(u)=u^{-2} \varphi_{\rho}\left(u+c_{1}, a u+c_{2}\right)$.
For the function $M(u, S, T)$ we have using $\psi_{u}$ defined in (4.1)

$$
\begin{aligned}
& M(u, S, T) \\
& =\int_{\mathbb{R}^{2}} \mathbb{P}\left\{\exists t \in[0, T] \forall s \in[t-S, t]: \begin{array}{l|l}
B_{1}\left(\bar{s}_{u}\right)-c_{1} \bar{s}_{u}>u \\
\rho B_{1}\left(\bar{s}_{u}\right)+\rho^{*} B_{2}\left(\bar{s}_{u}\right)-c_{2} \bar{s}_{u}>a u & \begin{array}{l}
B_{1}(1)=u_{x} \\
\rho^{*} B_{2}(1)=u_{x, y}
\end{array}
\end{array}\right\} \\
& \quad \times F(u) \psi_{u}(x, y) \mathrm{d} x \mathrm{~d} y \\
& =: F(u) \int_{R^{2}} h_{u}(T, S, x, y) \psi_{u}(x, y) \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

Define two auxiliary processes for $s \in[-S, T]$ as follows

$$
\begin{align*}
& B_{u, 1}(s):=\left\{B_{1}\left(\bar{s}_{u}\right) \mid B_{1}(1)=u_{x}\right\}-\bar{s}_{u} u_{x}  \tag{4.3}\\
& B_{u, 2}(s):=\left\{B_{2}\left(\bar{s}_{u}\right) \mid \rho^{*} B_{2}(1)=u_{x, y}\right\}-\bar{s}_{u} u_{x, y} / \rho^{*}
\end{align*}
$$

Represent the function $h_{u}(T, S, x, y)$ in terms of these processes as

$$
\begin{aligned}
& h_{u}(T, S, x, y) \\
& =\mathbb{P}\left\{\begin{array}{rl} 
\\
\exists t \in[0, T] \forall s \in[t-S, t]: & \begin{array}{l}
u\left(B_{u, 1}(s)+\bar{s}_{u} u_{x}-c_{1} \bar{s}_{u}-u\right)>0 \\
u \rho\left(B_{u, 1}(s)+\bar{s}_{u} u_{x}-c_{1} \bar{s}_{u}-u\right)+ \\
\\
+u \rho^{*} B_{u, 2}(s)+u\left[\bar{s}_{u} u_{x, y}-\left(c_{2}-\rho c_{1}\right) \bar{s}_{u}-u(a-\rho)\right]>0
\end{array}
\end{array} .\right.
\end{aligned}
$$

We have the following weak convergence in the space $C([-S, T])$ as $u \rightarrow \infty$

$$
\begin{equation*}
u B_{u, 1}(t) \rightarrow B_{1}(t), \quad u B_{u, 2}(t) \rightarrow B_{2}(t), \quad t \in[-S, T], \tag{4.4}
\end{equation*}
$$

and further

$$
\begin{aligned}
& u\left(\bar{s}_{u} u_{x}-c_{1} \bar{s}_{u}-u\right)= u\left[\left(1-\frac{s}{u^{2}}\right)\left(u+c_{1}-\frac{x}{u}\right)-c_{1}\left(1-\frac{s}{u^{2}}\right)-u\right] \\
& \rightarrow-s-x, \\
& u\left[\bar{s}_{u} u_{x, y}-\left(c_{2}-\rho c_{1}\right) \bar{s}_{u}-u(a-\rho)\right] \rightarrow-(a-\rho) s-(y-\rho x) .
\end{aligned}
$$

Consequently, as $u$ tends to infinity

$$
h_{u}(T, S, x, y) \rightarrow h(T, S, x, y),
$$

where in view of (1.1)

$$
\begin{aligned}
& h(T, S, x, y) \\
&= \mathbb{P}\left\{\exists t \in[0, T] \forall s \in[t-S, t]: \begin{array}{l}
B_{1}(s)-s-x>0, \\
\rho\left(B_{1}(s)-s-x\right)+\rho^{*} B_{2}(s)-(a-\rho) s-(y-\rho x)>0
\end{array}\right\} \\
&=\mathbb{P}\left\{\exists t \in[0, T] \forall s \in[t-S, t]: \begin{array}{l}
W_{1}(s)-s>x, \\
W_{2}(s)-a s>y
\end{array}\right\} .
\end{aligned}
$$

This convergence is justified by applying continuous mapping theorem for the continuous functional

$$
H_{T, S}\left(F_{1}(t), F_{2}(t)\right)=\sup _{t \in[0, T]} \inf \left(\inf _{s \in[t-S, t]} F_{1}(t), \inf _{s \in[t-S, t]} F_{2}(t)\right)
$$

and random sequence $\left(F_{1, x, y, u}, F_{2, x, y, u}\right) \in C[-S, T]^{2}$

$$
\begin{aligned}
F_{1, x, y, u}(s)= & u\left(B_{u, 1}(s)+\bar{s}_{u} u_{x}-c_{1} \bar{s}_{u}-u\right), \\
F_{2, x, y, u}(s)= & u \rho\left(B_{u, 1}(s)+\bar{s}_{u} u_{x}-c_{1} \bar{s}_{u}-u\right)+u \rho^{*} B_{u, 2}(s) \\
& \quad+u\left[\bar{s}_{u} u_{x, y}-\left(c_{2}-\rho c_{1}\right) \bar{s}_{u}-u(a-\rho)\right] .
\end{aligned}
$$

To finish the proof it is enough to show the dominated convergence as $u \rightarrow \infty$ for

$$
I_{u}(S, T)=\int_{\mathbb{R}^{2}} h_{u}(T, S, x, y) \psi_{u}(x, y) \mathrm{d} x \mathrm{~d} y
$$

For $\psi_{u}(x, y)$ we can show the following upper bound. Fix some

$$
0<\varepsilon<\min \left(\lambda_{1}, \lambda_{2}\right)
$$

(such constant exists as in our case both $\lambda_{1}$ and $\lambda_{2}$ are positive) and define constants $\lambda_{1, \varepsilon}=\lambda_{1}+\operatorname{sign}(x) \varepsilon$ and $\lambda_{2, \varepsilon}=\lambda_{2}+\operatorname{sign}(y) \varepsilon$. Hence for large enough $u$ and all $x, y \in \mathbb{R}$

$$
\begin{equation*}
\psi_{u}(x, y) \leq \bar{\psi}:=e^{\lambda_{1, \varepsilon} x+\lambda_{2, \varepsilon} y} \tag{4.5}
\end{equation*}
$$

For $h_{u}(S, T, x, y)$ we use Piterbarg inequality (see [53], Thm 8.1), since for all $t, s$ positive

$$
\begin{equation*}
u^{2} \mathbb{E}\left\{\left(B_{u, i}(t)-B_{u, i}(s)\right)^{2}\right\}<\text { Const }|t-s| \tag{4.6}
\end{equation*}
$$

for some positive constant and sufficiently large $u$. Thus, for such $u$ we have for some positive constant $\bar{C}$

$$
\begin{aligned}
& \quad h_{u}(T, S, x, y) \\
& \leq \mathbb{P}\left\{\begin{array}{ll}
\quad \begin{array}{l}
u\left(B_{u, 1}(s)+\bar{s}_{u}\left(u_{x}-c_{1}\right)-u\right)>0 \\
\exists s \in[0, T]: u \rho\left(B_{u, 1}(s)+\bar{s}_{u}\left(u_{x}-c_{1}\right)-u\right)+u \rho^{*} B_{u, 2}(s) \\
+u\left[\bar{s}_{u}\left(u_{x, y}-c_{2}+\rho c_{1}\right)-u(a-\rho)\right]>0
\end{array}
\end{array}\right\} \\
& \leq \\
& \bar{h}:= \begin{cases}\bar{C} e^{-c\left(x^{2}+y^{2}\right)}, & x, y \geq 0, \\
\bar{C} e^{-c x^{2}}, & x \geq 0, y<0, \\
\bar{C} e^{-c y^{2}}, & y \geq 0, x<0, \\
1, & x, y<0 .\end{cases}
\end{aligned}
$$

Since $\lambda_{1, \varepsilon}, \lambda_{2, \varepsilon}$ are positive

$$
\begin{aligned}
& I_{u}(S, T) \leq \int_{\mathbb{R}^{2}} \bar{h}(T, S, x, y) \bar{\psi}(x, y) \mathrm{d} x \mathrm{~d} y \\
& \quad=\bar{C} \int_{x, y>0} e^{-c\left(x^{2}+y^{2}\right)+\lambda_{1, \varepsilon} x+\lambda_{2, \varepsilon} y} \mathrm{~d} x \mathrm{~d} y+\bar{C} \int_{x>0, y<0} e^{-c x^{2}+\lambda_{1, \varepsilon} x+\lambda_{2, \varepsilon} y} \mathrm{~d} x \mathrm{~d} y \\
& \quad+\bar{C} \int_{x<0, y>0} e^{-c y^{2}+\lambda_{1, \varepsilon} x+\lambda_{2, \varepsilon} y} \mathrm{~d} x \mathrm{~d} y+\bar{C} \int_{x, y<0} e^{\lambda_{1, \varepsilon} x+\lambda_{2, \varepsilon} y} \mathrm{~d} x \mathrm{~d} y<\infty .
\end{aligned}
$$

Hence the proof follows from the dominated convergence theorem.
ii) In the case $a \leq \rho$ we define

$$
u_{x}=u+c_{1}-x / u, \quad u_{y}=\rho u+c_{2}-y
$$

and $u_{x, y}=u_{y}-\rho u_{x}=c_{2}-y-\rho c_{1}+\rho x / u$. In the previous notation

$$
\varphi_{\rho}\left(u_{x}, u_{y}\right)=: \varphi_{\rho}\left(u+c_{1}, \rho u+c_{2}\right) \psi_{u}(x, y),
$$

where as $u \rightarrow \infty$

$$
\begin{align*}
\log \psi_{u}(x, y) & =\left(u+c_{1}, \rho u+c_{2}\right) \Sigma^{-1}(x / u, y)^{\top}-\frac{1}{2}(x / u, y) \Sigma^{-1}(x / u, y)^{\top} \\
& \rightarrow x-\frac{y^{2}-2 y\left(c_{2}-\rho c_{1}\right)}{2-2 \rho^{2}} . \tag{4.7}
\end{align*}
$$

Setting $F(u)=u^{-1} \varphi_{\rho}\left(u+c_{1}, \rho u+c_{2}\right)$, we have the following representation for the function $M(u, S, T)$ (write $\bar{s}_{u}$ for $1-s / u^{2}$ and recall (1.1))

$$
\begin{aligned}
& M(u, S, T)= \\
& =\int_{\mathbb{R}^{2}} \mathbb{P}\left\{\exists t \in[\delta(u, T), 1] \forall s \in\left[t, t+S / u^{2}\right]: \begin{array}{l|l}
W_{1}^{*}(s)>u & W_{1}(1)=u_{x} \\
W_{2}^{*}(s)>a u & W_{2}(1)=u_{y}
\end{array}\right\} \\
& \times u^{-1} \varphi_{\rho}\left(u_{x}, u_{y}\right) \mathrm{d} x \mathrm{~d} y \\
& =\int_{\mathbb{R}^{2}} \mathbb{P}\left\{\exists t \in[0, T] \forall s \in[t-S, t]: \begin{array}{l|l}
B_{1}\left(\bar{s}_{u}\right)-c_{1} \bar{s}_{u}>u \\
\rho B_{1}\left(\bar{s}_{u}\right)+\rho^{*} B_{2}\left(\bar{s}_{u}\right)-c_{2} \bar{s}_{u}>a u & \begin{array}{l}
B_{1}(1)=u_{x} \\
\rho^{*} B_{2}(1)=u_{x, y}
\end{array}
\end{array}\right\} \\
& \times F(u) \psi_{u}(x, y) \mathrm{d} x \mathrm{~d} y \\
& =: F(u) \int_{R^{2}} h_{u}(T, S, x, y) \psi_{u}(x, y) \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

Using $B_{u, 1}$ and $B_{u, 2}$ defined in (4.3) we can represent the function $h_{u}(T, S, x, y)$ as

$$
\begin{aligned}
& h_{u}(T, S, x, y) \\
= & \mathbb{P}\left\{\begin{array}{c}
u\left(B_{u, 1}(s)+\bar{s}_{u} u_{x}-c_{1} \bar{s}_{u}-u\right)>0 \\
\exists t \in[0, T] \forall s \in[t-S, t]: \\
u \rho\left(B_{u, 1}(s)+\bar{s}_{u} u_{x}-c_{1} \bar{s}_{u}-u\right)+ \\
+u \rho^{*} B_{u, 2}(s)+u\left[\bar{s}_{u} u_{x, y}-\left(c_{2}-\rho c_{1}\right) \bar{s}_{u}-u(a-\rho)\right]>0
\end{array}\right\} .
\end{aligned}
$$

As $u$ tends to infinity we have

$$
u\left(\bar{s}_{u} u_{x}-c_{1} \bar{s}_{u}-u\right)=u\left[\left(1-\frac{s}{u^{2}}\right)\left(u+c_{1}-\frac{x}{u}\right)-c_{1}\left(1-\frac{s}{u^{2}}\right)-u\right]
$$

$$
\begin{aligned}
& \rightarrow-s-x \\
& u\left[\bar{s}_{u} u_{x, y}-\left(c_{2}-\rho c_{1}\right) \bar{s}_{u}-u(a-\rho)\right]=-u^{2}(a-\rho)-u y+\rho x \\
&+y s / u+\rho x s / u^{2}
\end{aligned}
$$

If $a<\rho$, then the above tends to $\infty$, and if $a=\rho$ then it tends to $\infty$ only if $y<0$ and to $-\infty$ if $y>0$. Finally, if $a=\rho$ and $y=0$, then the above tends to $\rho x$. Again using continuous mapping theorem, since (4.4) holds, we have the following convergence (except if $y=0$ )

$$
h_{u}(T, S, x, y) \rightarrow h(T, S, x, y), \quad u \rightarrow \infty,
$$

where

$$
\begin{aligned}
& h(T, S, x, y)= \\
& =\mathbb{P}\left\{\exists t \in[0, T] \forall s \in[t-S, t]: \begin{array}{l}
B_{1}(s)-s-x>0, \\
\rho\left(B_{1}(s)-s-x\right)+\rho^{*} B_{2}(s)+\infty>0
\end{array}\right\} \\
& \quad \times(\mathbb{I}\{a<\rho\}+\mathbb{I}\{a=\rho, y<0\}) \\
& =\mathbb{P}\left\{\exists t \in[0, T] \forall s \in[t-S, t]: W_{1}(s)-s>x\right\} \\
& \\
& \quad \times(\mathbb{I}\{a<\rho\}+\mathbb{I}\{a=\rho, y<0\}) .
\end{aligned}
$$

To show the claim we can apply the dominated convergence theorem. Note that for large enough $u$ and all $x, y \in \mathbb{R}$

$$
\log \psi_{u}(x, y) \leq \bar{\varphi}(x, y)=(1+\operatorname{sgn}(x) / 2) x+\frac{c_{2}-\rho c_{1}}{1-\rho^{2}} y-\frac{y^{2}}{2}
$$

By Piterbarg inequality (as (4.6) holds here for $i=1$ ) we can establish that for some positive constant $\bar{C}$

$$
\begin{aligned}
h_{u}(T, S, x, y) & \leq \mathbb{P}\left\{\exists s \in[0, T]: u\left(B_{u, 1}(s)+\bar{s}_{u}\left(u_{x}-c_{1}\right)-u\right)>0\right\} \\
& \leq \bar{h}:= \begin{cases}\bar{C} e^{-c x^{2}}, & x \geq 0, \\
1, & x<0 .\end{cases}
\end{aligned}
$$

Since $(1+\operatorname{sign}(x) / 2)>0$, then

$$
\int_{\mathbb{R}^{2}} \bar{h}(x, y) \bar{\varphi}(x, y) \mathrm{d} x \mathrm{~d} y<\infty
$$

and by the dominated convergence theorem the claim follows.
Proof of Lemma 3.2: i) We use the same notation as in Lemma 3.1 i). Hence the convergence (4.2) holds. For the function $M(u, T)$ we have

$$
M(u, T)
$$

$$
\begin{aligned}
& =\int_{\mathbb{R}^{2}} \mathbb{P}\left\{\begin{array}{l|l}
\int_{0}^{T} \mathbb{I}\binom{B_{1}\left(\bar{t}_{u}\right)-c_{1} \bar{t}_{u}>u}{\rho B_{1}\left(\bar{t}_{u}\right)+\rho^{*} B_{2}\left(\bar{t}_{u}\right)-c_{2} \bar{t}_{u}>a u} \mathrm{~d} t>L & \begin{array}{l}
B_{1}(1)=u_{x} \\
\rho^{*} B_{2}(1)=u_{x, y}
\end{array}
\end{array}\right\} \\
& \times F(u) \psi_{u}(x, y) \mathrm{d} x \mathrm{~d} y \\
& =: \quad F(u) \int_{R^{2}} h_{u}(L, T, x, y) \psi_{u}(x, y) \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

Recalling the processes $B_{u, 1}$ and $B_{u, 2}$ from (4.3) we can represent the function $h_{u}(T, S, x, y)$ as follows

$$
\begin{aligned}
& h_{u}(L, T, x, y) \\
& =\mathbb{P}\left\{\int_{0}^{T} \mathbb{I}\left(\begin{array}{c}
u\left(B_{u, 1}(t)+\bar{t}_{u} u_{x}-c_{1} \bar{t}_{u}-u\right)>0 \\
u \rho\left(B_{u, 1}(t)+\bar{t}_{u} u_{x}-c_{1} \bar{t}_{u}-u\right)+ \\
+u \rho^{*} B_{u, 2}(t)+u\left[\bar{t}_{u} u_{x, y}-\left(c_{2}-\rho c_{1}\right) \bar{t}_{u}-u(a-\rho)\right]>0
\end{array}\right) \mathrm{d} t>L\right\} .
\end{aligned}
$$

We have the same weak convergence as in (4.4) and further as $u$ tends to infinity

$$
\begin{gather*}
u\left(\bar{t}_{u} u_{x}-c_{1} \bar{t}_{u}-u\right)=u\left[\left(1-\frac{t}{u^{2}}\right)\left(u+c_{1}-\frac{x}{u}\right)-c_{1}\left(1-\frac{t}{u^{2}}\right)-u\right] \\
\rightarrow-t-x,  \tag{4.8}\\
u\left[\bar{t}_{u} u_{x, y}-\left(c_{2}-\rho c_{1}\right) \bar{t}_{u}-u(a-\rho)\right] \rightarrow-(a-\rho) t-(y-\rho x)
\end{gather*}
$$

Now we want to apply the continuous mapping theorem to the function

$$
H_{T}\left(F_{1}, F_{2}\right)=\int_{0}^{T} \mathbb{I}\left(F_{1}(t)>0, F_{2}(t)>0\right) \mathrm{d} t
$$

and a random sequence $\left(F_{1, x, y, u}, F_{2, x, y, u}\right) \in C\left([0, T] \rightarrow \mathbb{R}^{2}\right)$ defined as

$$
\begin{aligned}
F_{1, x, y, u}= & u\left(B_{u, 1}(t)+\bar{t}_{u} u_{x}-c_{1} \bar{t}_{u}-u\right), \\
F_{2, x, y, u}= & u \rho\left(B_{u, 1}(t)+\bar{t}_{u} u_{x}-c_{1} \bar{t}_{u}-u\right) \\
& \quad+u \rho^{*} B_{u, 2}(t)+u\left[\bar{t}_{u} u_{x, y}-\left(c_{2}-\rho c_{1}\right) \bar{t}_{u}-u(a-\rho)\right],
\end{aligned}
$$

with exception set

$$
\Lambda=\left\{F \in C([0, T]): \mu\left(F^{-1}\left(\partial\left\{(x, y) \in \mathbb{R}^{2} \mid x>0, y>0\right\}\right)\right)>0\right\} .
$$

First we need to show that $H_{T}\left(F_{1}, F_{2}\right)$ is continuous for $\left(F_{1}, F_{2}\right) \notin \Lambda$. Define an area

$$
\lambda=\left(F_{1}, F_{2}\right)^{-1}\left(\partial\left\{(x, y) \in \mathbb{R}^{2} \mid x>0, y>0\right\}\right) .
$$

For any sequence ( $F_{1, n}, F_{2, n}$ ) converging in $C\left([0, T] \rightarrow \mathbb{R}^{2}\right)$ to some function $\left(F_{1}, F_{2}\right)$ as $n \rightarrow \infty$ we can define

$$
\left(F_{1, n}^{\prime}(t), F_{2, n}^{\prime}(t)\right)= \begin{cases}\left(F_{1, n}(t), F_{2, n}(t)\right), & t \notin \lambda, \\ \left(F_{1}(t), F_{2}(t)\right), & t \in \lambda\end{cases}
$$

In this case for all $t \in[0, T]$ as $n \rightarrow \infty$

$$
\mathbb{I}\left(F_{1, n}^{\prime}>0, F_{2, n}^{\prime}>0\right) \rightarrow \mathbb{I}\left(F_{1}>0, F_{2}>0\right) .
$$

Since $\mu(\lambda)=0$, we have $H_{T}\left(F_{1, n}^{\prime}, F_{2, n}^{\prime}\right)=H_{T}\left(F_{1, n}, F_{2, n}\right)$. Hence, the dominated convergence theorem establishes the continuity of the function $H_{T}$ at the point $\left(F_{1}, F_{2}\right)$.
From (4.4) and (4.8) we can establish that as $u$ tends to infinity

$$
\begin{aligned}
F_{1, x, y, u}(t) & \rightarrow B_{1}(t)-t-x=W_{1}(t)-t-x, \\
F_{2, x, y, u}(t) & \rightarrow \rho\left(B_{1}(t)-t-x\right)+\rho^{*} B_{2}(t)-(a-\rho) t-(y-\rho x) \\
& =W_{2}(t)-a t-y .
\end{aligned}
$$

Since $W_{1}$ and $W_{2}$ are standard Brownian motions
$\mathbb{P}\left\{\mu\left(\left(W_{1}(\cdot)-\cdot\right)^{-1}(x)\right)>0\right\}=0, \quad \mathbb{P}\left\{\mu\left(\left(W_{2}(\cdot)-a \cdot\right)^{-1}(y)\right)>0\right\}=0$.
Consequently, $\mathbb{P}\left\{\left(W_{1}(\cdot)-x-\cdot, W_{2}(\cdot)-a \cdot-y\right) \in \Lambda\right\}=0$, and we can apply continuous mapping theorem, which establish that for almost all $L$ positive

$$
h_{u}(L, T, x, y) \rightarrow h(L, T, x, y), \quad u \rightarrow \infty,
$$

where

$$
\begin{aligned}
& h(L, T, x, y) \\
= & \mathbb{P}\left\{\int_{0}^{T} \mathbb{I}\binom{B_{1}(t)-t-x>0}{\rho\left(B_{1}(t)-t-x\right)+\rho^{*} B_{2}(t)-(a-\rho) t-(y-\rho x)>0} \mathrm{~d} t>L\right\} \\
= & \mathbb{P}\left\{\int_{0}^{T} \mathbb{I}\left(W_{1}(t)-t>x, W_{2}(t)-a t>y\right) \mathrm{d} t>L\right\} .
\end{aligned}
$$

To finish the proof it is enough to show the dominated convergence for the integrals

$$
I_{u}(T)=\int_{\mathbb{R}^{2}} h_{u}(L, T, x, y) \psi_{u}(x, y) \mathrm{d} x \mathrm{~d} y .
$$

In view of (4.5) and (4.6) for large enough $u$ we have for some positive constant $\bar{C}$ such that for all $x, y \in \mathbb{R}$

$$
h_{u}(L, T, x, y)
$$

$$
\begin{aligned}
& \leq \mathbb{P}\left\{\exists t \in[0, T]: \begin{array}{l}
u\left(B_{u, 1}(t)+\bar{t}_{u}\left(u_{x}-c_{1}\right)-u\right)>0 \\
u \rho\left(B_{u, 1}(t)+\bar{t}_{u}\left(u_{x}-c_{1}\right)-u\right)+u \rho^{*} B_{u, 2}(t) \\
+u\left[\bar{t}_{u}\left(u_{x, y}-c_{2}+\rho c_{1}\right)-u(a-\rho)\right]>0
\end{array}\right\} \\
& \leq \bar{h}(T, x, y):= \begin{cases}\bar{C} e^{-c\left(x^{2}+y^{2}\right)}, & x, y \geq 0, \\
\bar{C} e^{-c x^{2}}, & x \geq 0, y<0, \\
\bar{C} e^{-c y^{2}}, & y \geq 0, x<0, \\
1, & x, y<0 .\end{cases}
\end{aligned}
$$

Since $\lambda_{1, \varepsilon}, \lambda_{2, \varepsilon}$ are positive,

$$
\begin{aligned}
I_{u}(T) & \leq \int_{\mathbb{R}^{2}} \bar{h}(T, x, y) \bar{\psi}(x, y) \mathrm{d} x \mathrm{~d} y \\
& =\bar{C} \int_{x, y>0} e^{-c\left(x^{2}+y^{2}\right)+\lambda_{1, \varepsilon} x+\lambda_{2, \varepsilon} y} \mathrm{~d} x \mathrm{~d} y+\bar{C} \int_{x>0, y<0} e^{-c x^{2}+\lambda_{1, \varepsilon} x+\lambda_{2, \varepsilon} y} \mathrm{~d} x \mathrm{~d} y \\
& +\bar{C} \int_{x<0, y>0} e^{-c y^{2}+\lambda_{1, \varepsilon} x+\lambda_{2, \varepsilon} y} \mathrm{~d} x \mathrm{~d} y+\bar{C} \int_{x, y<0} e^{\lambda_{1, \varepsilon} x+\lambda_{2, \varepsilon} y} \mathrm{~d} x \mathrm{~d} y<\infty .
\end{aligned}
$$

Thus the dominated convergence theorem may be applied and provides us with the claimed assertion. (The constant $I(T)$ is continuous with respect to $L$ (see Appendix, Lemma 4.2), so it holds for all $L$ positive).
ii) We keep the same notation as in Lemma 3.1 i).

The following representation for the function $M(u, T)$ holds (write $\bar{t}_{u}$ for $1-t / u^{2}$ and recall (1.1))

$$
\begin{aligned}
& M(u, T) \\
&= \int_{\mathbb{R}^{2}} \mathbb{P}\left\{\left.\int_{0}^{T} \mathbb{I}\binom{B_{1}\left(\bar{t}_{u}\right)-c_{1} \bar{t}_{u}>u,}{\rho B_{1}\left(\bar{t}_{u}\right)+\rho^{*} B_{2}\left(\bar{t}_{u}\right)-c_{2} \bar{t}_{u}>a u} \mathrm{~d} t>L \right\rvert\, \begin{array}{l}
B_{1}(1)=u_{x} \\
\rho^{*} B_{2}(1)=u_{x, y}
\end{array}\right\} \\
& \times F(u) \psi_{u}(x, y) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

Using again $B_{u, 1}$ and $B_{u, 2}$ as in (4.3) we can represent the function $h_{u}(L, T, x, y)$ as

$$
\begin{aligned}
& h_{u}(L, T, x, y) \\
= & \mathbb{P}\left\{\int_{0}^{T} \mathbb{I}\left(\begin{array}{c}
u\left(B_{u, 1}(t)+\bar{t}_{u} u_{x}-c_{1} \bar{t}_{u}-u\right)>0 \\
u \rho\left(B_{u, 1}(t)+\bar{t}_{u} u_{x}-c_{1} \bar{t}_{u}-u\right) \\
+u \rho^{*} B_{u, 2}(t)+u\left[\bar{t}_{u} u_{x, y}-\left(c_{2}-\rho c_{1}\right) \bar{t}_{u}-u(a-\rho)\right]>0
\end{array}\right) \mathrm{d} t>L\right\} .
\end{aligned}
$$

We have the same weak convergence as in (4.4). Moreover, in this case we may use the convergence (4.7). With the same arguments as in i) we can apply the continuous mapping theorem and establish the following convergence for almost all $L$ positive and all $x \in \mathbb{R}, y \in \mathbb{R} \backslash\{0\}$

$$
h_{u}(L, T, x, y) \rightarrow h(L, T, x, y), \quad u \rightarrow \infty,
$$

where
$h(L, T, x, y)=\mathbb{P}\left\{\int_{0}^{T} \mathbb{I}\left(B_{1}(t)-t>x\right) \mathrm{d} t>L\right\}(\mathbb{I}\{a<\rho\}+\mathbb{I}\{a=\rho, y<0\})$.
To show the claim we can apply the dominated convergence theorem. Note that for large enough $u$

$$
\log \psi_{u}(x, y) \leq \bar{\varphi}(x, y)=(1+\operatorname{sign}(x) / 2) x+\frac{c_{2}-\rho c_{1}}{1-\rho^{2}} y-\frac{y^{2}}{2}
$$

By Piterbarg inequality we can establish that for some positive constant $\bar{C}$

$$
\begin{aligned}
h_{u}(L, T, x, y) & \leq \mathbb{P}\left\{\exists t \in[0, T]: u\left(B_{u, 1}(t)+\bar{t}_{u}\left(u_{x}-c_{1}\right)-u\right)>0\right\} \\
& \leq \bar{h}(x):= \begin{cases}\bar{C} e^{-c x^{2}}, & x \geq 0, \\
1, & x<0 .\end{cases}
\end{aligned}
$$

Since $(1+\operatorname{sign}(x) / 2)>0$, then

$$
\int_{\mathbb{R}^{2}} \bar{h}(x) \bar{\varphi}(x, y) \mathrm{d} x \mathrm{~d} y<\infty
$$

and by the dominated convergence theorem the claim follows for almost all $L \in$ $(0, \infty)$. The function $I(T)$ is continuous with respect to $L$, so the claimed assertion holds for all $L \in(0, \infty)$.

## Chapter 3

## Multivariate Pandemic-type Failures

## 1 Introduction

In this chapter we are interested in the probabilistic aspects of multiple simultaneous failures typically occurring due to pandemic-type events. A key benchmark risk model considered here is the $d$-dimensional Brownian risk model ( Brm )

$$
\boldsymbol{R}(t, \boldsymbol{u})=\left(R_{1}\left(t, u_{1}\right), \ldots, R_{d}\left(t, u_{d}\right)\right)^{\top}=\boldsymbol{u}+\boldsymbol{c} t-\boldsymbol{W}(t), \quad t \geq 0,
$$

where $\boldsymbol{c}=\left(c_{1}, \ldots, c_{d}\right)^{\top}, \boldsymbol{u}=\left(u_{1}, \ldots, u_{d}\right)^{\top}$ are vectors in $\mathbb{R}^{d}$ and random process $\boldsymbol{W}(t)=\Gamma \boldsymbol{B}(t), t \in \mathbb{R}$, with $\Gamma$ a $d \times d$ real-valued non-singular matrix and $\boldsymbol{B}(t)=$ $\left(B_{1}(t), \ldots, B_{d}(t)\right)^{\top}, t \in \mathbb{R}$ a $d$-dimensional Brownian motion with independent components which are standard Brownian motions. By bold symbols we denote column vectors, operations with vectors are meant component-wise and $a \boldsymbol{x}=$ $\left(a x_{1}, \ldots, a x_{d}\right)^{\top}$ for any scalar $a \in \mathbb{R}$ and any $\boldsymbol{x} \in \mathbb{R}^{d}$.

Indeed, Brm is a natural limiting model in many statistical applications. Moreover, as shown in [27] such a risk model appears naturally in insurance applications. Since Brm is a natural limiting model, it can be used as a benchmark for various complex models. Given the fundamental role of Brownian motion in applied probability and statistics, it is also of theoretical interest to study failure events arising from this model. Specifically, in this chapter we are interested in the behaviour of the probability of multiple simultaneous failures occurring in a given time horizon $[S, T] \subset[0, \infty]$.

[^1]In our settings failures can be defined in various ways. Let us consider first the failure of a given component of our risk model. Namely, we say that the $i$ th component of our Brm has a failure (or ruin occurs) if $R_{i}\left(t, u_{i}\right)=u_{i}+c_{i} t-W_{i}(t)<$ 0 for some $t \in[S, T]$. The extreme case of a catastrophic event is when $d$ multiple simultaneous failures occurs. Typically, for pandemic-type events there are at least $k$ components of the model with simultaneous failures and $k$ is large with the extreme case $k=d$. In mathematical notation, for given positive integer $k \leq d$ of interest is the calculation of the following probability

$$
\begin{aligned}
& \psi_{k}(S, T, \boldsymbol{u}) \\
& \quad=\mathbb{P}\left\{\exists t \in[S, T], \mathcal{I} \subset\{1, \ldots, d\},|\mathcal{I}|=k: \cap_{i \in \mathcal{I}}\left\{R_{i}\left(t, u_{i}\right)<0\right\}\right\} \\
& \quad=\mathbb{P}\left\{\exists t \in[S, T], \mathcal{I} \subset\{1, \ldots, d\},|\mathcal{I}|=k: \cap_{i \in \mathcal{I}}\left\{W_{i}(t)-c_{i} t>u_{i}\right\}\right\},
\end{aligned}
$$

where $|\mathcal{I}|$ denotes the cardinality of the set $\mathcal{I}$. If $T$ is finite, by the self-similarity property of the Brownian motion $\psi_{k}(S, T, \boldsymbol{u})$ can be derived from the case $T=1$, whereas $T=\infty$ has to be treated separately.

There are no results in the literature investigating $\psi_{k}(S, T, \boldsymbol{u})$ for general $k$. The particular case $k=d$, for which $\psi_{d}(S, T, \boldsymbol{u})$ coincides with the simultaneous ruin probability has been studies in different contexts, see e.g., $[2,3,9,10,28,30$, $36,40,41,48,52,54]$. The case $d=2$ of Brm has been recently investigated in [19].

Although the probability of multiple simultaneous failures seems very difficult to compute, our first result below, motivated by [44][Thm 1.1], shows that $\psi_{k}(S, T, \boldsymbol{u})$ can be bounded by the multivariate Gaussian survival probability, namely by

$$
p_{T}(\boldsymbol{u})=\mathbb{P}\left\{\left(W_{1}(T)-c_{1} T, \ldots, W_{d}(T)-c_{d} T\right) \in \boldsymbol{E}(\boldsymbol{u})\right\},
$$

where

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{u})=\bigcup_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\|\mathcal{I}|=k}} \boldsymbol{E}_{\mathcal{I}}(\boldsymbol{u})=\bigcup_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\|\mathcal{I}|=k}}\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \forall i \in \mathcal{I}: \boldsymbol{x}_{i} \geq \boldsymbol{u}_{i}\right\} . \tag{1.1}
\end{equation*}
$$

When $u \rightarrow \infty$ we can approximate $p_{T}(\boldsymbol{u})$ utilising Laplace asymptotic method, see e.g., [43], whereas for small and moderate values of $u$ it can be calculated or simulated with sufficient accuracy. Our next result gives bounds for $\psi_{k}(S, T, \boldsymbol{u})$ in terms of $p_{T}(\boldsymbol{u})$.

Theorem 1.1 If the matrix $\Gamma$ is non-singular, then for any positive integer $k \leq d$, all constants $0 \leq S<T<\infty$ and all $\boldsymbol{c}, \boldsymbol{u} \in \mathbb{R}^{d}$

$$
\begin{equation*}
p_{T}(\boldsymbol{u}) \leq \psi_{k}(S, T, \boldsymbol{u}) \leq K p_{T}(\boldsymbol{u}), \tag{1.2}
\end{equation*}
$$

where $K=1 / \min _{\mathcal{I} \subset\{1, \ldots, d\},|\mathcal{I}|=k} \mathbb{P}\left\{\forall_{i \in \mathcal{I}}: W_{i}(T)>\max \left(0, c_{i} T\right)\right\}>0$.

The bounds in (1.2) indicate that it might be possible to derive an approximations of $\psi_{k}(S, T, \boldsymbol{u})$ for large threshold $\boldsymbol{u}$, which has been already shown for $k=d=2$ in [19]. In this chapter we consider the general case $k \leq d, d>2$ discussing both the finite time interval (i.e., $T=1$ ) and the infinite time horizon case with $T=\infty$ extending the results of [10] where $d=k$ is considered.

In Section 2 we explain the main ideas that lead to the approximation of $\psi_{k}(S, T, \boldsymbol{u})$. Section 3 discusses some interesting special cases, whereas the proofs are postponed to Section 4. Some technical calculations are displayed in Section 5.

## 2 Main Results

In this section $\boldsymbol{W}(t), t \geq 0$ is as in the Introduction and for a given positive integer $k \leq d$ we shall investigate the approximation of $\psi_{k}(S, T, \boldsymbol{u})$ where we fix $\boldsymbol{u}=\boldsymbol{a} u$, with $\boldsymbol{a}$ in $\mathbb{R}^{d} \backslash(-\infty, 0]^{d}$ and $u$ is sufficiently large.

Let hereafter $\mathcal{I}$ denote a non-empty index set of $\{1, \ldots, d\}$. For a given vector, say $\boldsymbol{x} \in \mathbb{R}^{d}$ we shall write $\boldsymbol{x}_{\mathcal{I}}$ to denote a subvector of $\boldsymbol{x}$ obtained by dropping its components not in $\mathcal{I}$. Set further

$$
\psi_{\mathcal{I}}\left(S, T, \boldsymbol{a}_{\mathcal{I}} u\right)=\mathbb{P}\left\{\exists t \in[S, T]: A_{\mathcal{I}}(t)\right\}
$$

with

$$
\begin{equation*}
A_{\mathcal{I}}(t)=\left\{\boldsymbol{W}(t)-\boldsymbol{c} t \in \boldsymbol{E}_{\mathcal{I}}(\boldsymbol{a} u)\right\}=\left\{\forall i \in \mathcal{I}: \quad W_{i}(t)-c_{i} t \geq a_{i} u\right\}, \tag{2.1}
\end{equation*}
$$

where $E_{\mathcal{I}}(\boldsymbol{a} u)$ was defined in (1.1). In vector notation for any $u \in \mathbb{R}$

$$
\begin{aligned}
& \psi_{k}(S, T, \boldsymbol{a} u)=\mathbb{P}\left\{\exists t \in[S, T]: \bigcup_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\
|\mathcal{I}|=k}} A_{\mathcal{I}}(t)\right\} \\
&=\mathbb{P}\left\{\begin{array}{l}
\bigcup_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\
|\mathcal{I}|=k}}\left\{\exists t \in[S, T]: A_{\mathcal{I}}(t)\right\}
\end{array}\right. \\
&
\end{aligned}
$$

The following lower bound (by Bonferroni inequality)

$$
\begin{align*}
\psi_{k}(S, T, \boldsymbol{a} u) \geq & \sum_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\
|\mathcal{I}|=k}} \psi_{\mathcal{I}}\left(S, T, \boldsymbol{a}_{\mathcal{I}} u\right) \\
& -\sum_{\substack{\mathcal{I}, \mathcal{J} \subset\{1, \ldots, d\} \\
|\mathcal{I}|=\mid \mathcal{J}=k \\
\mathcal{I} \neq \mathcal{J}}} \mathbb{P}\left\{\exists t, s \in[S, T]: A_{\mathcal{I}}(t) \cap A_{\mathcal{J}}(s)\right\} \tag{2.2}
\end{align*}
$$

together with the upper bound

$$
\begin{equation*}
\psi_{k}(S, T, \boldsymbol{a} u) \leq \sum_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\|\mathcal{I}|=k}} \psi_{\mathcal{I}}\left(S, T, \boldsymbol{a}_{\mathcal{I}} u\right) \tag{2.3}
\end{equation*}
$$

are crucial for the derivation of the exact asymptotics of $\psi_{k}(S, T, \boldsymbol{a} u)$ as $u \rightarrow \infty$. As we shall show below, the upper bound (2.3) turns out to be exact asymptotically as $u \rightarrow \infty$. The following theorem constitutes the main finding of this chapter.

Theorem 2.1 Suppose that the square $d \times d$ real-valued matrix $\Gamma$ is non-singular. If $\boldsymbol{a}$ has no more than $k-1$ non-positive components, where $k \leq d$ is a positive integer, then for all $0 \leq S<T<\infty, \boldsymbol{c} \in \mathbb{R}^{d}$

$$
\begin{equation*}
\psi_{k}(S, T, \boldsymbol{a} u) \sim \sum_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\|\mathcal{I}|=k}} \psi_{\mathcal{I}}\left(0, T, \boldsymbol{a}_{\mathcal{I}} u\right), \quad u \rightarrow \infty \tag{2.4}
\end{equation*}
$$

Moreover, (2.4) holds also if $T=\infty$, provided that $\boldsymbol{c}$ and $\boldsymbol{a}+\boldsymbol{c t}$ have no more than $k-1$ non-positive components for all $t \geq 0$.

Essentially, the above result is the claim that the second term in the Bonferroni lower bound (2.2) is asymptotically negligible. In order to prove that, the asymptotics of $\psi_{|\mathcal{I}|}\left(S, T, \boldsymbol{a}_{\mathcal{I}} u\right)$ has to be derived. For the special case that $\mathcal{I}$ has only two elements and $S=0$, its approximation has been obtained in [19]. Note in passing that the assumption in Theorem 2.1 that $\boldsymbol{a}$ has no more than $k-1$ non-positive components excludes the case that there exists a set $\mathcal{I} \subset\{1, \ldots, d\},|\mathcal{I}|=k$ such that $\psi_{\mathcal{I}}\left(0, T, \boldsymbol{a}_{\mathcal{I}} u\right)$ does not tend to 0 as $u \rightarrow \infty$, which due to its non-rare event nature is out of interest in this chapter.
The next result extends the findings of [19] to the case $d>2$. For notational simplicity we consider the case $\mathcal{I}$ has $d$ elements and thus avoid indexing by $\mathcal{I}$. Recall that in our model $\boldsymbol{W}(t)=\Gamma \boldsymbol{B}(t)$ where $\boldsymbol{B}(t)$ has independent standard Brownian motion components and $\Gamma$ is a $d \times d$ non-singular real-valued matrix. Consequently $\Sigma=\Gamma \Gamma^{\top}$ is a positive definite matrix.

Hereafter $\mathbf{0} \in \mathbb{R}^{d}$ is the column vector with all elements equal 0 . Denote by $\Pi_{\Sigma}(\boldsymbol{a})$ the quadratic programming problem:

$$
\begin{equation*}
\operatorname{minimise} \boldsymbol{x}^{\top} \Sigma^{-1} \boldsymbol{x}, \text { for all } \boldsymbol{x} \geq \boldsymbol{a} \text {. } \tag{2.5}
\end{equation*}
$$

Its unique solution $\tilde{\boldsymbol{a}}$ is such that

$$
\begin{equation*}
\tilde{\boldsymbol{a}}_{I}=\boldsymbol{a}_{I}, \quad\left(\Sigma_{I I}\right)^{-1} \boldsymbol{a}_{I}>\mathbf{0}_{I}, \quad \tilde{\boldsymbol{a}}_{J}=\Sigma_{J I}\left(\Sigma_{I I}\right)^{-1} \boldsymbol{a}_{I} \geq \boldsymbol{a}_{J} \tag{2.6}
\end{equation*}
$$

where $\tilde{\boldsymbol{a}}_{J}$ is defined if $J=\{1, \ldots, d\} \backslash I$ is non-empty. The index set $I$ is unique with $m=|I| \geq 1$ elements (see Lemma 4.6 in chapter 4, or [10][Lem 2.1]) for more details).

In the following we set

$$
\lambda=\Sigma^{-1} \tilde{\boldsymbol{a}}
$$

It is known that

$$
\begin{equation*}
\boldsymbol{\lambda}_{I}=\left(\Sigma_{I I}\right)^{-1} \boldsymbol{a}_{I}>\mathbf{0}_{I}, \quad \boldsymbol{\lambda}_{J} \geq \mathbf{0}_{J} \tag{2.7}
\end{equation*}
$$

with the convention that when $J$ is empty the indexing should be disregarded so that the last inequality above is irrelevant.

The next theorem extends the main result in [19] and further complements findings presented in Theorem 2.1 showing that the simultaneous ruin probability (i.e., $k=d$ ) behaves up to some constant, asymptotically as $u \rightarrow \infty$ the same as $p_{T}(\boldsymbol{u})$. For notational simplicity and without loss of generality we consider next $T=1$.

Theorem 2.2 If $\boldsymbol{a} \in \mathbb{R}^{d}$ has at least one positive component and $\Gamma$ is nonsingular, then for all $S \in[0,1)$

$$
\begin{equation*}
\psi_{d}(S, 1, \boldsymbol{a} u) \sim C(\boldsymbol{a}) p_{1}(\boldsymbol{a} u), \quad u \rightarrow \infty, \tag{2.8}
\end{equation*}
$$

where $C(\boldsymbol{a})=\prod_{i \in I} \lambda_{i} \int_{\mathbb{R}^{m}} \mathbb{P}\left\{\exists_{t \geq 0}: \boldsymbol{W}_{I}(t)-t \boldsymbol{a}_{I}>\boldsymbol{x}_{I}\right\} e^{\boldsymbol{\lambda}_{I}^{\top} \boldsymbol{x}_{I}} \mathrm{~d} \boldsymbol{x}_{I} \in(0, \infty)$.
Remarks 2.3 i) By Lemma 4.6 below taking $T=1$ therein (hereafter $\varphi$ denotes the probability density function (pdf) of $\Gamma \boldsymbol{B}(1)$ )

$$
\begin{align*}
p_{1}(\boldsymbol{a} u) & =\mathbb{P}\{\boldsymbol{W}(1)-\boldsymbol{c}>u \boldsymbol{a}\} \\
& \sim \prod_{i \in I} \lambda_{i}^{-1} \mathbb{P}\left\{\boldsymbol{W}_{U}(1)>\boldsymbol{c}_{U} \mid \boldsymbol{W}_{I}(1)>\boldsymbol{c}_{I}\right\} u^{-|I|} \varphi(u \tilde{\boldsymbol{a}}+\boldsymbol{c}) \tag{2.9}
\end{align*}
$$

as $u \rightarrow \infty$, where $\boldsymbol{\lambda}=\Sigma^{-1} \tilde{\boldsymbol{a}}$ and if $J=\{1, \ldots, d\} \backslash I$ is non-empty, then $U=\left\{j \in J: \tilde{a}_{j}=a_{j}\right\}$. When $J$ is empty the conditional probability related to $U$
above is set to 1.
ii) Combining Theorem 2.1 and 2.2 for all $S \in[0,1)$ and all $\boldsymbol{a} \in \mathbb{R}^{d}$ with no more than $k-1$ non-positive components we have as $u \rightarrow \infty$

$$
\begin{align*}
\psi_{k}(S, 1, \boldsymbol{a} u) & \sim \sum_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\
|\mathcal{I}|=k}} C\left(\boldsymbol{a}_{\mathcal{I}}\right) \psi_{|\mathcal{I}|}\left(0,1, \boldsymbol{a}_{\mathcal{I}} u\right)  \tag{2.10}\\
& \sim C \mathbb{P}\left\{\forall_{i \in \mathcal{I}^{*}}: W_{i}(1)>u a_{i}+c_{i}\right\}
\end{align*}
$$

for some $C>0$ and some $\mathcal{I}^{*} \subset\{1, \ldots, d\}$ with $k$ elements.
iii) Comparing the results of Theorem 2.2 and [10] we obtain

$$
\limsup _{u \rightarrow \infty} \frac{\left(-\ln \psi_{k}\left(S_{1}, 1, \boldsymbol{a} u\right)\right)^{1 / 2}}{-\ln \psi_{k}\left(S_{2}, \infty, \boldsymbol{a} u\right)}<\infty
$$

for all $S_{1} \in[0, T], S_{2} \in[0, \infty)$.
iv) Define the failure time (consider for simplicity $k=d$ ) for our multidimensional model by

$$
\tau(u)=\inf \{t \geq 0: \boldsymbol{W}(t)-t \boldsymbol{c}>\boldsymbol{a} u\}, \quad u>0
$$

If $\boldsymbol{a}$ has at least one positive component, then for all $T>S \geq 0, x>0$

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \mathbb{P}\left\{u^{2}(T-\tau(u)) \geq x \mid \tau(u) \in[S, T]\right\}=e^{-x \frac{\tilde{a}^{\top} \Sigma^{-1} \tilde{\boldsymbol{a}}}{2 T^{2}}} \tag{2.11}
\end{equation*}
$$

see the proof in Section 4.

## 3 Examples

In order to illustrate our findings we shall consider three examples assuming that $\Gamma \Gamma^{\top}$ is a positive definite correlation matrix. The first example is dedicated to the simplest case $k=1$. In the second one we discuss $k=2$ restricting $\boldsymbol{a}$ to have all components equal to 1 followed then by the last example where only the assumption $\Gamma \Gamma^{\top}$ is an equi-correlated correlation matrix is imposed. In this section $T=1$ and $S \in[0,1)$ is fixed.
Example $1 \quad(k=1)$ : Suppose that $\boldsymbol{a}$ has all components positive. In view of Theorem 2.1 we have that

$$
\psi_{k}(S, 1, \boldsymbol{a} u) \sim \sum_{i=1}^{d} \psi_{\{i\}}\left(0,1, a_{i} u\right)
$$

as $u \rightarrow \infty$. Note that for any positive integer $i \leq d$

$$
\psi_{\{i\}}\left(0,1, a_{i} u\right)=\mathbb{P}\left\{\exists_{t \in[0,1]}: B(t)-c_{i} t>a_{i} u\right\},
$$

where $B$ is a standard Brownian motion. It follows easily that

$$
\psi_{k}(S, 1, \boldsymbol{a} u) \sim 2 \sum_{i=1}^{d} \mathbb{P}\left\{B(1)>a_{i} u+c_{i}\right\}, \quad u \rightarrow \infty
$$

Example $2(k=2$ and $\boldsymbol{a}=\mathbf{1})$ : Suppose next $k=2$ and $\boldsymbol{a}$ has all components equal 1. By Theorems 2.1 and 2.2 we have that

$$
\left.\psi_{k}(S, 1, \mathbf{1} u) \sim \sum_{\{i, j\} \subset\{1, \ldots, d\}} C_{i, j}(\mathbf{1}) \mathbb{P}\left\{\min _{k \in\{i, j\}}\left(W_{k}(1)-c_{k}\right)>u\right)\right\}
$$

as $u \rightarrow \infty$, where $\mathbf{1} \in \mathbb{R}^{d}$ has all components equal to 1 . Using further Remark 2.3 we obtain as $u \rightarrow \infty$

$$
\begin{aligned}
& \left.\mathbb{P}\left\{\min _{k \in\{i, j\}}\left(W_{k}(1)-c_{k}\right)>u\right)\right\} \\
& \quad \sim \frac{u^{-2}}{\left(1-\rho_{i, j}\right)^{2} \sqrt{2 \pi\left(1-\rho_{i, j}^{2}\right)}} e^{-\frac{u^{2}}{1+\rho_{i, j}}-\frac{\left(c_{i}+c_{j}\right) u}{1+\rho_{i, j}}-\frac{c_{i}^{2}-2 \rho_{i, j} c_{i} c_{j}+c_{j}^{2}}{2\left(1-\rho_{i, j}^{2}\right)}} .
\end{aligned}
$$

Here we set $\rho_{i, j}=\operatorname{corr}\left(W_{i}(1), W_{j}(1)\right)$. Consequently, if $\rho_{i, j}>\rho_{i^{*}, j^{*}}$, then as $u \rightarrow \infty$

$$
\mathbb{P}\left\{\min _{k \in\left\{i^{*}, j^{*}\right\}}\left(W_{k}(1)-c_{k}>u\right)\right\}=o\left(\mathbb{P}\left\{\min _{k \in\{i, j\}}\left(W_{k}(1)-c_{k}>u\right)\right\}\right) .
$$

The same holds also if $\rho_{i, j}=\rho_{i^{*}, j^{*}}$ and $c_{i}+c_{j}>c_{i^{*}}+c_{j^{*}}$. If we denote by $\tau$ the maximum of all $\rho_{i, j}$ 's and by $c_{*}$ the maximum of $c_{i}+c_{j}$ for all $i, j$ 's such that $\rho_{i, j}=\tau$, then we conclude that

$$
\psi_{k}(S, 1, \boldsymbol{a} u) \sim \sum_{i, j \in\{1, \ldots, d\}, \rho_{i, j}=\tau, c_{i}+c_{j}=c_{*}} C_{i, j}(\mathbf{1}) \mathbb{P}\left\{\min _{k \in\{i, j\}}\left(W_{k}(1)-c_{k}>u\right)\right\} .
$$

Note that in this case $C_{i, j}(\mathbf{1})$ does not depend on $i$ and $j$ and is equals to

$$
(1-\tau)^{2} \int_{\mathbb{R}^{2}} \mathbb{P}\left\{\exists_{t \geq 0}: B_{1}(t)-t>x, B_{2}(t)-t>y\right\} e^{\left(1-\rho^{2}\right)(x+y)} \mathrm{d} x \mathrm{~d} y,
$$

where $\left(B_{1}(t), B_{2}(t)\right), t \geq 0$ is a 2-dimensional Gaussian process with $B_{i}$ 's being standard Brownian motions with constant correlation $\tau$. Consequently, as $u \rightarrow \infty$

$$
\psi_{2}(S, 1, \mathbf{1} u) \sim C_{*} u^{-2} e^{-\frac{u^{2}}{1+\tau}-\frac{c_{*} u}{2(1+\tau)}}
$$

where

$$
\begin{aligned}
C_{*} & =\frac{e^{-\frac{c_{*}^{2}}{2\left(1-\tau^{2}\right)}}}{\sqrt{2 \pi\left(1-\tau^{2}\right)}} \sum_{i, j \in\{1, \ldots, d\}, \rho_{i, j}=\tau, c_{i}+c_{j}=c_{*}} e^{\frac{c_{i} c_{j}}{1-\tau}} \\
& \times \int_{\mathbb{R}^{2}} \mathbb{P}\left\{\exists t \geq 0: B_{1}(t)-t>x, B_{2}(t)-t>y\right\} e^{\left(1-\tau^{2}\right)(x+y)} \mathrm{d} x \mathrm{~d} y \in(0, \infty)
\end{aligned}
$$

Example 3 (Equi-correlated risk model): We consider the matrix $\Gamma$ such that $\Sigma=\Gamma \Gamma^{\top}$ is an equi-correlated non-singular correlation matrix with off-diagonal entries equal to $\rho \in(-1 /(d-1), 1)$. Let $\boldsymbol{a} \in \mathbb{R}^{d}$ with at least one positive component and assume for simplicity that its components are ordered, i.e., $a_{1} \geq a_{2} \geq \cdots \geq a_{d}$ and thus $a_{1}>0$. The inverse of $\Sigma$ equals

$$
\left[J_{d}-\mathbf{1 1}^{\top} \frac{\rho}{1+\rho(d-1)}\right] \frac{1}{1-\rho},
$$

where $J_{d}$ is the identity matrix. First we determine the index set $I$ corresponding to the unique solution of $\Pi_{\Sigma}(\boldsymbol{a})$. We have for this case that $I$ with $m$ elements is unique and in view of (2.6)

$$
\begin{equation*}
\boldsymbol{\lambda}_{I}=\left(\Sigma_{I I}\right)^{-1} \boldsymbol{a}_{I}=\frac{1}{1-\rho}\left[\boldsymbol{a}_{I}-\rho \frac{\sum_{i \in I} a_{i}}{1+\rho(m-1)} \mathbf{1}_{I}\right]>\mathbf{0}_{I}, \tag{3.1}
\end{equation*}
$$

with $\mathbf{0} \in \mathbb{R}^{d}$ the origin. From the above $m=|I|=d$ if and only if

$$
a_{d}>\rho \frac{\sum_{i=1}^{d} a_{i}}{1+\rho(d-1)},
$$

which holds in the particular case that all $a_{i}$ 's are equal and positive.
When the above does not hold, the second condition on the index set $I$ given in (2.6) reads

$$
\Sigma_{J I} \Sigma_{I I}^{-1} \boldsymbol{a}_{I}=\rho\left(\mathbf{1 1}^{\top}\right)_{J I} \Sigma_{I I}^{-1} \boldsymbol{a}_{I} \geq \boldsymbol{a}_{J}
$$

Next, suppose that $a_{i}=a>0, c_{i}=c \in \mathbb{R}$ for all $i \leq d$. In view of (2.10) for any positive integer $k \leq d$ and any $S \in[0,1)$ we have

$$
\begin{equation*}
\psi_{k}(S, 1, \boldsymbol{a} u) \sim C \mathbb{P}\left\{\forall_{i \leq k}: W_{i}(1)>u a+c\right\}, \quad u \rightarrow \infty \tag{3.2}
\end{equation*}
$$

where $(\operatorname{set} I=\{1, \ldots, k\})$

$$
C=\frac{d!}{k!(d-k)!} \prod_{i \in I} \lambda_{i} \int_{\mathbb{R}^{k}} \mathbb{P}\left\{\exists_{t \geq 0}: \boldsymbol{W}_{I}(t)-t \boldsymbol{a}_{I}>\boldsymbol{x}_{I}\right\} e^{\boldsymbol{\lambda}_{I}^{\top} x_{I}} \mathrm{~d} \boldsymbol{x}_{I} \in(0, \infty)
$$

Note that the case $\rho=0$ is treated in [5][Prop. 3.6] and follows as a special case of this example.

## 4 Proofs

### 4.1 Proof of Theorem 1.1

Our proof below is based on the idea of the proof of [44][Thm 1.1], where $\boldsymbol{c}$ has zero components, $k=d$ and $S=0$ has been considered. Recall the definition of sets $\boldsymbol{E}_{\mathcal{I}}(\boldsymbol{u})$ and $E(\boldsymbol{u})$ introduced in (1.1) for any non-empty $\mathcal{I} \subset\{1, \ldots, d\}$ such that $|\mathcal{I}|=k \leq d$. With this notation we have

$$
\psi_{k}(S, T, \boldsymbol{u})=\mathbb{P}\{\exists t \in[S, T]: \boldsymbol{W}(t)-\boldsymbol{c} t \in \boldsymbol{E}(\boldsymbol{u})\}=\mathbb{P}\left\{\tau_{k}(\boldsymbol{u}) \leq T\right\},
$$

where $\tau_{k}(\boldsymbol{u})$ is the ruin time defined by

$$
\tau_{k}(\boldsymbol{u})=\inf \{t \geq S: \boldsymbol{W}(t)-\boldsymbol{c} t \in \boldsymbol{E}(\boldsymbol{u})\} .
$$

For the lower bound, we note that
$\psi_{k}(S, T, \boldsymbol{u})=\mathbb{P}\{\exists t \in[S, T]: \boldsymbol{W}(t)-\boldsymbol{c} t \in \boldsymbol{E}(\boldsymbol{u})\} \geq \mathbb{P}\{\boldsymbol{W}(T)-\boldsymbol{c} T \in \boldsymbol{E}(\boldsymbol{u})\}$.
By the fact that Brownian motion has continuous sample paths

$$
\begin{equation*}
\boldsymbol{W}\left(\tau_{k}(\boldsymbol{u})\right)-\boldsymbol{c} \tau_{k}(\boldsymbol{u}) \in \partial \boldsymbol{E}(\boldsymbol{u}) \tag{4.1}
\end{equation*}
$$

almost surely, where $\partial A$ stands for the topological boundary (frontier) of the set $A \subset \mathbb{R}^{d}$.
Consequently, by the strong Markov property of the Brownian motion, we can write further

$$
\begin{aligned}
\mathbb{P}\{\boldsymbol{W}(T)- & \boldsymbol{c} T \in \boldsymbol{E}(\boldsymbol{u})\} \\
= & \int_{0}^{T} \int_{\partial \boldsymbol{E}(\boldsymbol{u})} \mathbb{P}\left\{\boldsymbol{W}(t)-\boldsymbol{c} t \in \mathrm{~d} \boldsymbol{x} \mid \tau_{k}(\boldsymbol{u})\right\} \\
& \times \mathbb{P}\{\boldsymbol{W}(T)-\boldsymbol{c} T \in \boldsymbol{E}(\boldsymbol{u}) \mid \boldsymbol{W}(t)-\boldsymbol{c} t=\boldsymbol{x}\} \mathbb{P}\left\{\tau_{k}(\boldsymbol{u}) \in \mathrm{d} t\right\} .
\end{aligned}
$$

Crucial is that the boundary $\partial \boldsymbol{E}(\boldsymbol{u})$ can be represented as the following union

$$
\partial \boldsymbol{E}(\boldsymbol{u})=\bigcup_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\|\mathcal{I}|=k}}\left(\partial \boldsymbol{E}_{\mathcal{I}}(\boldsymbol{u}) \cap \partial \boldsymbol{E}(\boldsymbol{u})\right)=: \bigcup_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\|\mathcal{I}|=k}} F_{\mathcal{I}}(\boldsymbol{u}) .
$$

For every $\boldsymbol{x} \in F_{\mathcal{I}}(\boldsymbol{u})$ using the self-similarity of Brownian motion for all nonempty index sets $\mathcal{I} \subset\{1, \ldots, d\}$ and all $t \in(S, T)$

$$
\begin{aligned}
\mathbb{P}\{\boldsymbol{W}(T)-\boldsymbol{c} T & \in \boldsymbol{E}(\boldsymbol{u}) \mid \boldsymbol{W}(t)-\boldsymbol{c} t=\boldsymbol{x}\} \\
& \geq \mathbb{P}\left\{\boldsymbol{W}^{(T)}-\boldsymbol{c} T \in \boldsymbol{E}_{\mathcal{I}}(\boldsymbol{u}) \mid \boldsymbol{W}(t)-\boldsymbol{c} t=\boldsymbol{x}\right\} \\
& =\mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(T)-\boldsymbol{c}_{\mathcal{I}} T \geq \boldsymbol{u}_{\mathcal{I}} \mid \boldsymbol{W}(t)-\boldsymbol{c} t=\boldsymbol{x}\right\} \\
& \geq \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(T-t)-\boldsymbol{c}_{\mathcal{I}}(T-t) \geq \mathbf{0}\right\} \\
& \geq \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(T-t) \geq \boldsymbol{c}_{\mathcal{I}}(T-t)\right\} \\
& =\mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(1) \geq \boldsymbol{c}_{\mathcal{I}} \sqrt{T-t}\right\} \\
& \geq \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(1) \geq \tilde{\boldsymbol{c}}_{\mathcal{I}} \sqrt{T}\right\} \\
& =\mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(T) \geq \tilde{\boldsymbol{c}}_{\mathcal{I}} T\right\} \\
& \geq \min _{\mathcal{I} \subset\{1, \ldots, d\}} \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(T) \geq \tilde{\boldsymbol{c}}_{\mathcal{I}} T\right\},=k
\end{aligned}
$$

where $\tilde{c}_{i}=\max \left(0, c_{i}\right)$, hence for all $\boldsymbol{x} \in \partial \boldsymbol{E}(\boldsymbol{u})$

$$
\mathbb{P}\{\boldsymbol{W}(T)-\boldsymbol{c} T \in \boldsymbol{E}(\boldsymbol{u}) \mid \boldsymbol{W}(t)-\boldsymbol{c} t=\boldsymbol{x}\} \geq \min _{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\|\mathcal{I}|=k}} \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(T) \geq \tilde{\boldsymbol{c}}_{\mathcal{I}} T\right\}
$$

Consequently, using further (4.1) we obtain

$$
\begin{aligned}
& \mathbb{P}\{\boldsymbol{W}(T)-\boldsymbol{c} T \in \boldsymbol{E}(\boldsymbol{u})\} \\
& \quad \min _{\substack{\mathcal{C} \subset\{1, \ldots, d\} \\
|\mathcal{I}|=k}} \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(T) \geq \tilde{\boldsymbol{c}}_{\mathcal{I}} T\right\} \\
& \quad \times \int_{S}^{T} \int_{\partial \boldsymbol{E}(u)} \mathbb{P}\left\{\boldsymbol{W}(t)-\boldsymbol{c} t \in \mathrm{~d} \boldsymbol{x} \mid \tau_{k}(\boldsymbol{u})=t\right\} \mathbb{P}\left\{\tau_{k}(\boldsymbol{u}) \in \mathrm{d} t\right\} \\
& \quad=\min _{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\
|\mathcal{I}|=k}} \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(T) \geq \tilde{\boldsymbol{c}}_{\mathcal{I}} T\right\} \psi_{k}(S, T, \boldsymbol{u}),
\end{aligned}
$$

establishing the proof.

### 4.2 Proof of Theorem 2.1

The results in this section hold under the assumption that $\Sigma=\Gamma \Gamma^{\top}$ is positive definite, which is equivalent with our assumption that $\Gamma$ is non-singular. The next lemma is a consequence of [34][Lem 2]. We recall that $\varphi$ denotes the probability density function of $\Gamma \boldsymbol{B}(1)$.

Lemma 4.1 For any $\boldsymbol{a} \in \mathbb{R}^{d} \backslash(-\infty, 0]^{d}$ we have for some positive constants $C_{1}, C_{2}$ as $u \rightarrow \infty$

$$
\mathbb{P}\{\boldsymbol{W}(1)-\boldsymbol{c}>\boldsymbol{a} u\} \sim C_{1} \mathbb{P}\left\{\forall_{i \in I}: W_{i}(1)-c_{i}>a_{i} u\right\} \sim C_{2} u^{-\alpha} \varphi(\tilde{\boldsymbol{a}} u+\boldsymbol{c}),
$$

where $\alpha$ is some integer and $\tilde{\boldsymbol{a}}$ is the solution of quadratic programming problem $\Pi_{\Sigma}(\boldsymbol{a}), \Sigma=\Gamma \Gamma^{\top}$ and $I$ is the unique index set that determines the solution of $\Pi_{\Sigma}(\boldsymbol{a})$.

We agree in the following that if $\mathcal{I}$ is empty, then the term $A_{\mathcal{I}}(t)$ should be simply deleted from the expressions below; recall that $A_{\mathcal{I}}(t)$ is defined in (2.1).

We state next three lemmas utilised in the case $T<\infty$. Their proofs are displayed Section 5.

Lemma 4.2 Let $\mathcal{I}, \mathcal{J} \subset\{1, \ldots, d\}$ be two index sets such that $\mathcal{I} \neq \mathcal{J}$ and $|\mathcal{I}|=$ $|\mathcal{J}|=k \geq 1$. If $\boldsymbol{a}_{\mathcal{I} \cup \mathcal{J}}$ has at least two positive components, then for any $s, t \in[0,1]$ there exists some $\nu=\nu(s, t)>0$ such that as $u \rightarrow \infty$

$$
\begin{equation*}
\mathbb{P}\left\{A_{\mathcal{I}}(t) \cap A_{\mathcal{J}}(s)\right\}=o\left(e^{-\nu u^{2}}\right) \sum_{\substack{\mathcal{I}^{*} \subset\{1, \ldots, d\} \\\left|\mathcal{I}^{*}\right|=k}} \mathbb{P}\left\{A_{\mathcal{I}^{*}}(1)\right\}, \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}\left\{A_{\mathcal{I} \backslash \mathcal{J}}(t), A_{\mathcal{J} \backslash \mathcal{I}}(s), A_{\mathcal{I} \cap \mathcal{J}}(\min (t, s))\right\}=o\left(e^{-\nu u^{2}}\right) \sum_{\substack{\mathcal{I}^{*} \subset\{1, \ldots, d\} \\\left|\mathcal{I}^{*}\right|=k}} \mathbb{P}\left\{A_{\mathcal{I}^{*}}(1)\right\} . \tag{4.3}
\end{equation*}
$$

Lemma 4.3 Let $S>0, k \leq d$ be a positive integer and let $\boldsymbol{a} \in \mathbb{R}^{d}$ be given. If $\mathcal{I}, \mathcal{J} \subset\{1, \ldots, d\}$ are two different index sets with $k \geq 1$ elements such that $\boldsymbol{a}_{\mathcal{I} \cup \mathcal{J}}$ has at least one positive component, then there exist $s_{1}, s_{2} \in[S, 1]$ and some positive constant $\tau$ such that as $u \rightarrow \infty$

$$
\begin{align*}
\mathbb{P}\{\exists s, t \in & {\left.[S, 1]: A_{\mathcal{I}}(s) \cap A_{\mathcal{J}}(t)\right\} }  \tag{4.4}\\
& =o\left(e^{\tau u}\right) \mathbb{P}\left\{A_{\mathcal{I} \backslash \mathcal{J}}\left(s_{1}\right) \cap A_{\mathcal{J} \backslash \mathcal{I}}\left(s_{2}\right) \cap A_{\mathcal{I} \cap \mathcal{J}}\left(\min \left(s_{1}, s_{2}\right)\right)\right\} .
\end{align*}
$$

Case $T<\infty$. According to Theorem 1.1 and Lemma 4.1 it is enough to show the proof for $S \in(0, T)$. In view of the self-similarity of Brownian motion we assume for simplicity $T=1$. Recall that in our notation $\Sigma=\Gamma \Gamma^{\top}$ is the covariance matrix of $\boldsymbol{W}(1)$ which is non-singular and we denote its pdf by $\varphi$. In view of (4.3) and (4.4) for all $S \in(0,1)$ there exists some $\nu>0$ such that as $u \rightarrow \infty$

$$
\sum_{\substack{\mathcal{I}, \mathcal{J} \subset\{1, \ldots, d\} \\|\mathcal{I}|=|\mathcal{J}|=k, \mathcal{I} \neq \mathcal{J}}} \mathbb{P}\left\{\exists s, t \in[S, 1]: A_{\mathcal{I}}(s) \cap A_{\mathcal{J}}(t)\right\}=o\left(e^{-\nu u^{2}}\right) \sum_{\substack{\mathcal{I} \subset\{1, \ldots, d\} \\|\mathcal{I}|=k}} \mathbb{P}\left\{A_{\mathcal{I}}(1)\right\} .
$$

Note that we may utilise (4.3) and (4.4) for sets $\mathcal{I}$ and $\mathcal{J}$ of length $k$, because of the assumption that $\boldsymbol{a}$ has no more than $k-1$ non-positive components. Hence any vector $\boldsymbol{a}_{\mathcal{I}}$ has at least one positive component.

Further, by Theorem 1.1 and the inclusion-exclusion formula we have that for some $K>0$ and all $u$ sufficiently large

$$
\psi_{k}(S, 1, \boldsymbol{u}) \leq K \sum_{\substack{I \subset\{1, \ldots, d\} \\|I|=k}} \mathbb{P}\left\{A_{\mathcal{I}}(1)\right\}
$$

Hence the claim follows from (2.2) and (2.3).
Case $T=\infty$. Using the self-similarity of Brownian motion we have

$$
\begin{aligned}
\mathbb{P}\left\{\exists t>0: A_{\mathcal{I}}(t)\right\} & =\mathbb{P}\left\{\exists t>0: \boldsymbol{W}_{\mathcal{I}}(u t) \geq(\boldsymbol{a}+\boldsymbol{c} t)_{\mathcal{I}} u\right\} \\
& =\mathbb{P}\left\{\exists t>0: \boldsymbol{W}_{\mathcal{I}}(t) \geq(\boldsymbol{a}+\boldsymbol{c} t)_{\mathcal{I}} \sqrt{u}\right\} \\
& =\mathbb{P}\left\{\exists t>0: A_{\mathcal{I}}^{*}(t)\right\},
\end{aligned}
$$

where

$$
\begin{equation*}
A_{\mathcal{I}}^{*}(t)=\left\{\boldsymbol{W}_{\mathcal{I}}(t) \geq(\boldsymbol{a}+\boldsymbol{c} t)_{\mathcal{I}} \sqrt{u}\right\} . \tag{4.5}
\end{equation*}
$$

For $t>0$ define

$$
\begin{equation*}
r_{\mathcal{I}}(t)=\min _{\boldsymbol{x} \geq \boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t} \frac{1}{t} \boldsymbol{x}^{\top} \Sigma_{\mathcal{I} \mathcal{I}}^{-1} \boldsymbol{x}, \quad \Sigma_{\mathcal{I I}}=\operatorname{Var}\left(\boldsymbol{W}_{\mathcal{I}}(1)\right), \quad \Sigma_{\mathcal{I} \mathcal{I}}^{-1}=\left(\Sigma_{\mathcal{I I}}\right)^{-1} . \tag{4.6}
\end{equation*}
$$

Since $\lim _{t \downarrow 0} r_{\mathcal{I}}(t)=\infty$ we set below $r_{\mathcal{I}}(0)=\infty$.
In view of Lemma 4.1 we have as $u \rightarrow \infty$

$$
\mathbb{P}\left\{A_{\mathcal{I}}^{*}(t)\right\} \sim C_{1} u^{-\alpha / 2} \varphi_{\mathcal{I}, t}\left(\left(\widetilde{\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}}} t\right) \sqrt{u}\right)=C_{2} u^{-\alpha / 2} e^{-\frac{r_{\mathcal{I}}(t) u}{2}}
$$

where $\widetilde{\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t}$ is the solution of quadratic programming problem

$$
\Pi_{t \Sigma_{\mathcal{I I}}}\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t\right)
$$

and $\varphi_{\mathcal{I}, t}(\boldsymbol{x})$ is the pdf of $\boldsymbol{W}_{\mathcal{I}}(t), \alpha$ is some integer and $C_{1}, C_{2}$ are positive constant that do not depend on $u$. For notational simplicity we shall omit below the subscript $\mathcal{I}$.

The rest of the proof is established by utilising the following lemmas, whose proofs are displayed in Section 5.

Lemma 4.4 Let $k \leq d$ be a positive integer and let $\boldsymbol{a}, \boldsymbol{c} \in \mathbb{R}^{d}$. Consider two different sets $\mathcal{I}, \mathcal{J} \subset\{1 \ldots d\}$ of cardinality $k$. If both $\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t$ and $\boldsymbol{a}_{\mathcal{J}}+\boldsymbol{c}_{\mathcal{J}} t$ have at least one positive component for all $t>0$ and both $\boldsymbol{c}_{\mathcal{I}}$ and $\boldsymbol{c}_{\mathcal{J}}$ also have at least one positive component, then if

$$
\hat{t}_{\mathcal{I}}:=\arg \min _{t>0} r_{\mathcal{I}}(t) \neq \hat{t}_{\mathcal{J}}:=\arg \min _{t>0} r_{\mathcal{J}}(t)
$$

we have

$$
\mathbb{P}\left\{\exists s, t>0: A_{\mathcal{I}}^{*}(t) \cap A_{\mathcal{J}}^{*}(s)\right\}=o\left(\mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\}+\mathbb{P}\left\{A_{\mathcal{J}}^{*}\left(\hat{t}_{\mathcal{J}}\right)\right\}\right), \quad u \rightarrow \infty
$$

Lemma 4.5 Under the settings of Lemma 4.4, if $\boldsymbol{a}+\boldsymbol{c t}$ has no more than $k-1$ non-positive component for all $t>0$ and $\boldsymbol{c}$ has no more than $k-1$ non-positive components, then in case $\hat{t}_{\mathcal{I}}:=\arg \min _{t>0} r_{\mathcal{I}}(t)=\hat{t}_{\mathcal{J}}:=\arg \min _{t>0} r_{\mathcal{J}}(t)$

$$
\mathbb{P}\left\{\exists s, t>0: A_{\mathcal{I}}^{*}(t) \cap A_{\mathcal{J}}^{*}(s)\right\}=o\left(\sum_{\substack{\mathcal{K} \subset\{1 \ldots d\} \\|\mathcal{K}|=k}} \mathbb{P}\left\{A_{\mathcal{K}}^{*}\left(\hat{t}_{\mathcal{K}}\right)\right\}\right), \quad u \rightarrow \infty
$$

Combining the above two lemmas we have that for any two index sets $\mathcal{I}, \mathcal{J} \subset$ $\{1, \ldots, d\}$ of cardinality $k$, there is some index set $\mathcal{K} \subset\{1, \ldots, d\}$ such that as $u \rightarrow \infty$

$$
\mathbb{P}\left\{\exists s, t>0: A_{\mathcal{I}}^{*}(s) \cap A_{\mathcal{J}}^{*}(t)\right\}=o\left(\mathbb{P}\left\{\exists t>0: A_{\mathcal{K}}^{*}(t)\right\}\right),
$$

which is equivalent with

$$
\mathbb{P}\left\{\exists s, t>0: A_{\mathcal{I}}(s) \cap A_{\mathcal{J}}(t)\right\}=o\left(\mathbb{P}\left\{\exists t>0: A_{\mathcal{K}}(t)\right\}\right)
$$

The proof follows now by (2.2) and (2.3).

### 4.3 Proof of Theorem 2.2

Below we set

$$
\delta(u, \Lambda):=1-\Lambda u^{-2}
$$

and denote by $\tilde{\boldsymbol{a}}$ the unique solution of the quadratic programming problem $\Pi_{\Sigma}(\boldsymbol{a})$.
We denote below by $I$ the index set that determines the unique solution of $\Pi_{\Sigma}(\boldsymbol{a})$, where $\boldsymbol{a} \in \mathbb{R}^{d}$ has at least one positive component. If $J=\{1, \ldots, d\} \backslash I$ is non-empty, then we set below $U=\left\{j \in J: \tilde{a}_{j}=a_{j}\right\}$. The number of elements $|I|$ of $I$ is denoted by $m$, which is a positive integer.

The next lemma is proved in Section 5.
Lemma 4.6 For any $\Lambda>0, \boldsymbol{a} \in \mathbb{R}^{d} \backslash(-\infty, 0]^{d}, \boldsymbol{c} \in \mathbb{R}^{d}$ and all sufficiently large $u$ there exist $C>0$ such that

$$
\begin{align*}
m(u, \Lambda) & :=\mathbb{P}\left\{\exists_{t \in[0, \delta(u, \Lambda)]}: \boldsymbol{W}(t)-t \boldsymbol{c}>u \boldsymbol{a}\right\} \\
& \leq e^{-\Lambda / C} \frac{\mathbb{P}\{\boldsymbol{W}(1) \geq \boldsymbol{a} u+\boldsymbol{c}\}}{\mathbb{P}\{\boldsymbol{W}(1)>\max (\boldsymbol{c}, 0)\}} \tag{4.7}
\end{align*}
$$

and further

$$
\begin{align*}
M(u, \Lambda) & :=\mathbb{P}\left\{\exists_{t \in[\delta(u, \Lambda), 1]}: \boldsymbol{W}(t)-t \boldsymbol{c}>u \boldsymbol{a}\right\} \\
& \sim C(\boldsymbol{c}) K([0, \Lambda]) u^{-m} \varphi(u \tilde{\boldsymbol{a}}+\boldsymbol{c}), \tag{4.8}
\end{align*}
$$

where $C(\boldsymbol{c})=\mathbb{P}\left\{\boldsymbol{W}_{U}(1)>\boldsymbol{c}_{U} \mid \boldsymbol{W}_{I}(1)>\boldsymbol{c}_{I}\right\}$ and for $\boldsymbol{\lambda}=\Sigma^{-1} \tilde{\boldsymbol{a}}$

$$
E\left(\left[\Lambda_{1}, \Lambda_{2}\right]\right)=\int_{\mathbb{R}^{m}} \mathbb{P}\left\{\exists_{t \in\left[\Lambda_{1}, \Lambda_{2}\right]}: \boldsymbol{W}_{I}(t)-t \boldsymbol{a}_{I}>\boldsymbol{x}_{I}\right\} e^{\boldsymbol{\lambda}_{I}^{\top} \boldsymbol{x}_{I}} \mathrm{~d} \boldsymbol{x}_{I} \in(0, \infty)
$$

for all constants $\Lambda_{1}<\Lambda_{2}$. We set $C(\boldsymbol{c})$ equal 1 if $U$ defined in Remark 2.3 is empty. Further we have

$$
\begin{equation*}
\lim _{\Lambda \rightarrow \infty} E([0, \Lambda])=\int_{\mathbb{R}^{m}} \mathbb{P}\left\{\exists_{t \geq 0}: \boldsymbol{W}_{I}(t)-t \boldsymbol{a}_{I}>\boldsymbol{x}_{I}\right\} e^{\boldsymbol{\lambda}_{I}^{\top} \boldsymbol{x}_{I}} \mathrm{~d} \boldsymbol{x}_{I} \in(0, \infty) \tag{4.9}
\end{equation*}
$$

First note that for all $\Lambda, u$ positive

$$
M(u, \Lambda) \leq \mathbb{P}\left\{\exists_{t \in[0,1]}: \boldsymbol{W}(t)-t \boldsymbol{c}>u \boldsymbol{a}\right\} \leq M(u, \Lambda)+m(u, \Lambda) .
$$

In view of Lemmas 4.6 and 4.1

$$
\lim _{\Lambda \rightarrow \infty} \lim _{u \rightarrow \infty} \frac{m(u, \Lambda)}{M(u, \Lambda)}=0,
$$

hence

$$
\lim _{\Lambda \rightarrow \infty} \lim _{u \rightarrow \infty} \frac{\mathbb{P}\left\{\exists_{t \in[0,1]}: \boldsymbol{W}(t)-t \boldsymbol{c}>u \boldsymbol{a}\right\}}{M(u, \Lambda)}=1,
$$

and the proof follows applying (4.8).

### 4.4 Proof of Eq.

The proof is similar to that of [12][Thm 2.5] and therefore we highlight only the main steps. If $T>S \geq 0$ by the definition of $\tau(u)$ and the self-similarity of Brownian motion

$$
\begin{aligned}
\frac{\tau(u)}{T} & =\inf \{t \geq 0: \boldsymbol{W}(T t)-t T \boldsymbol{c}>\boldsymbol{a} u\} \\
& =\inf \{t \geq 0: \boldsymbol{W}(t)-t \sqrt{T} \boldsymbol{c}>\boldsymbol{a} u / \sqrt{T}\} .
\end{aligned}
$$

Thus, without loss of generality in the rest of the proof we suppose that $T=1>$ $S \geq 0$.

We note that

$$
\begin{aligned}
\mathbb{P} & \left\{u^{2}(1-\tau(u)) \geq x \mid \tau(u) \in[S, 1]\right\}=\frac{\mathbb{P}\left\{u^{2}(1-\tau(u)) \geq x, \tau(u) \in[S, 1]\right\}}{\mathbb{P}\{\tau(u) \in[S, 1]\}} \\
& =\frac{\mathbb{P}\left\{u^{2}(1-\tau(u)) \geq x, \tau(u) \leq 1\right\}}{\mathbb{P}\{\tau(u) \in[S, 1]\}}-\frac{\mathbb{P}\left\{u^{2}(1-\tau(u)) \geq x, \tau(u) \leq S\right\}}{\mathbb{P}\{\tau(u) \in[S, 1]\}} \\
& =P_{1}(u)-P_{2}(u) .
\end{aligned}
$$

Next, for $\tilde{x}(u)=1-\frac{x}{u^{2}}$

$$
\begin{aligned}
P_{1}(u) & =\frac{\mathbb{P}\{\tau(u) \leq \tilde{x}(u)\}}{\mathbb{P}\{\tau(u) \in[S, 1]\}} \sim \frac{\mathbb{P}\left\{\exists_{t \in[0, \tilde{x}(u)]}: \boldsymbol{W}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}}{\mathbb{P}\left\{\exists_{t \in[0,1]}: \boldsymbol{W}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}} \\
& =\frac{\mathbb{P}\left\{\exists_{t \in[0,1]}: \boldsymbol{W}(t)-(\boldsymbol{c} \sqrt{\tilde{x}(u)}) t>\frac{u}{\sqrt{\tilde{x}(u)}} \boldsymbol{a}\right\}}{\mathbb{P}\left\{\exists_{t \in[0,1]}: \boldsymbol{W}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}}, u \rightarrow \infty .
\end{aligned}
$$

Hence by Theorem 2.2, using the fact that

$$
\varphi\left(\frac{u}{\sqrt{\tilde{x}(u)}} \tilde{\boldsymbol{a}}+(\boldsymbol{c} \sqrt{\tilde{x}(u))})=\varphi(u \tilde{\boldsymbol{a}}+\boldsymbol{c}) e^{-\frac{1}{2}\left(\frac{1}{\tilde{x}(u)}-1\right) u^{2} \tilde{\boldsymbol{a}}^{\top} \Sigma^{-1} \tilde{\boldsymbol{a}}} e^{-\frac{1}{2}(\tilde{x}(u)-1) \boldsymbol{c}^{\top} \Sigma^{-1} \boldsymbol{c}}\right.
$$

and

$$
\lim _{u \rightarrow \infty} e^{-\frac{1}{2}\left(\frac{1}{\bar{x}(u)}-1\right) u^{2} \tilde{\boldsymbol{a}}^{\top} \Sigma^{-1} \tilde{\boldsymbol{a}}}=e^{-x \frac{\tilde{a}^{\top} \Sigma^{-1} \tilde{a}}{2}}, \quad \lim _{u \rightarrow \infty} e^{-\frac{1}{2}(\tilde{x}(u)-1) \boldsymbol{c}^{\top} \Sigma^{-1} \boldsymbol{c}}=1
$$

we obtain

$$
\begin{equation*}
\lim _{u \rightarrow \infty} P_{1}(u)=e^{-x \frac{\tilde{a}^{\top} \Sigma^{-1} \tilde{a}}{2}} . \tag{4.10}
\end{equation*}
$$

Moreover, following the same reasons as above

$$
\begin{equation*}
P_{2}(u)=\frac{\mathbb{P}\{\tau(u) \leq S\}}{\mathbb{P}\{\tau(u) \in[S, 1]\}} \sim \frac{\mathbb{P}\{\tau(u) \leq S\}}{\mathbb{P}\{\tau(u) \leq 1\}} \rightarrow 0 \tag{4.11}
\end{equation*}
$$

as $u \rightarrow \infty$. Thus, combination of (4.10) with (4.11) leads to

$$
\lim _{u \rightarrow \infty} \mathbb{P}\left\{u^{2}(1-\tau(u)) \geq x \mid \tau(u) \in[S, 1]\right\}=e^{-x \frac{\tilde{a}^{\top} \Sigma^{-1} \tilde{a}}{2}} .
$$

## 5 Appendix

Lemma 5.1 If for $\boldsymbol{a} \in(\mathbb{R} \cup\{-\infty\})^{d}$ and $\mathcal{I} \subset\{1, \ldots, d\}$ such that $\boldsymbol{a}_{\mathcal{I}}$ has at least two positive components and $\Gamma$ is non-singular, then for all $t>0$

$$
\mathbb{P}\left\{A_{\mathcal{I}}(t)\right\}=o\left(e^{-\nu u^{2}}\right) \sum_{i \in \mathcal{I}} \mathbb{P}\left\{A_{\mathcal{I} \backslash\{i\}}(t)\right\}, \quad u \rightarrow \infty
$$

where $\nu=\nu(t, \mathcal{I})>0$ does not depend on $u$.
Remark 5.2 Lemma 5.1 implies that for any vector $\boldsymbol{a} \in(\mathbb{R} \cup\{-\infty\})^{d}$ and for any d-dimensional Gaussian random vector $\boldsymbol{W}$, if $\boldsymbol{a}$ has at least two positive components, there exists some positive constant $\eta$ and $i \in\{1 \ldots d\}$ such that as $u \rightarrow \infty$

$$
\mathbb{P}\{\boldsymbol{W}>\boldsymbol{a} u\}=o\left(e^{-\eta u^{2}}\right) \mathbb{P}\left\{\boldsymbol{W}_{K}>\boldsymbol{a}_{K} u\right\}, \quad K=\{1, \ldots, d\} \backslash\{i\}
$$

Proof of Lemma 5.1: For notational simplicity we shall assume that $\mathcal{I}=$ $\{1, \ldots, d\}$ and set $K_{i}=\mathcal{I} \backslash\{i\}$. By the assumption for all $i \in \mathcal{I}$ the vector $\boldsymbol{a}_{K_{i}}$ has at least one positive component and $\Sigma=\Gamma \Gamma^{\top}$ is positive definite. In view of Lemma 4.1 for any fixed $t>0$ and some $C_{1}, C_{2}$ two positive constants we have

$$
\mathbb{P}\left\{A_{\mathcal{I}}(t)\right\} \sim C_{1} u^{\alpha_{1}} \varphi_{t}(\tilde{\boldsymbol{a}} u+\boldsymbol{c}), \quad \mathbb{P}\left\{A_{K_{i}}(t)\right\} \sim C_{2} u^{\alpha_{2}} \varphi_{t}\left(\overline{\boldsymbol{a}_{i}} u+\boldsymbol{c}\right), \quad u \rightarrow \infty,
$$

where $\varphi_{t}$ is the pdf of $\boldsymbol{W}(t)$ with covariance matrix $\Sigma(t)=t \Sigma$ and

$$
\begin{aligned}
& \tilde{\boldsymbol{a}}=\arg \min _{\boldsymbol{x} \geq \boldsymbol{a}} \boldsymbol{x}^{\top} \Sigma^{-1}(t) \boldsymbol{x}, \\
& \overline{\boldsymbol{a}_{i}}=\arg \min _{\boldsymbol{x} \in S_{i}} \boldsymbol{x}^{\top} \Sigma^{-1}(t) \boldsymbol{x},
\end{aligned}
$$

with $S_{i}=\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \forall j \in K_{i}: x_{j} \geq a_{j}\right\}$. Since $\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \boldsymbol{x} \geq \boldsymbol{a}\right\} \subset S_{i}$, it is clear that

$$
\tilde{\boldsymbol{a}}^{\top} \Sigma^{-1}(t) \tilde{\boldsymbol{a}} \geq \overline{\boldsymbol{a}}_{i}^{\top} \Sigma^{-1}(t) \overline{\boldsymbol{a}_{i}}
$$

for any $i \leq d$. Next, if we have strict inequality for some $i \leq d$, i.e., $\tilde{\boldsymbol{a}}^{\top} \Sigma^{-1}(t) \tilde{\boldsymbol{a}}>$ $\overline{\boldsymbol{a}}_{i}^{\top} \Sigma^{-1}(t) \overline{\boldsymbol{a}_{i}}$, then it follows that

$$
\mathbb{P}\left\{A_{\mathcal{I}}(t)\right\} \sim C u^{\alpha_{1}} \varphi_{t}(\tilde{\boldsymbol{a}} u+\boldsymbol{c})=o\left(e^{-\nu u^{2}} \mathbb{P}\left\{A_{K_{i}}(t)\right\}\right), \quad u \rightarrow \infty
$$

for $\nu=\frac{1}{2}\left(\tilde{\boldsymbol{a}}^{\top} \Sigma^{-1}(t) \tilde{\boldsymbol{a}}-\overline{\boldsymbol{a}}_{i}^{\top} \Sigma^{-1}(t) \overline{\boldsymbol{a}}_{i}\right)>0$, hence the claim follows.
Let us consider now the extreme case that for all $i \leq d$ we have $\tilde{\boldsymbol{a}}^{\top} \Sigma^{-1} \tilde{\boldsymbol{a}}=$ $\overline{\boldsymbol{a}}_{i}{ }^{\top} \Sigma^{-1} \overline{\boldsymbol{a}}_{i}$. As we know that each $\overline{\boldsymbol{a}}_{i}$ is unique, then $\overline{\boldsymbol{a}}_{i}=\tilde{\boldsymbol{a}}$ for all $i \in \mathcal{I}$. Consider set

$$
E=\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \boldsymbol{x}^{\top} \Sigma^{-1}(t) \boldsymbol{x} \leq \tilde{\boldsymbol{a}}^{\top} \Sigma^{-1}(t) \tilde{\boldsymbol{a}}\right\} .
$$

Since $\Sigma(t)$ is positive definite, $E$ is a full dimensional ellipsoid in $\mathbb{R}^{d}$. By the definition, $E \cap S_{i}=\{\tilde{\boldsymbol{a}}\}$. Define the following lines in $\mathbb{R}^{d}$

$$
l_{i}=\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \forall i \in K_{i}, x_{i}=\tilde{a}_{i}\right\}
$$

and observe that since $l_{i} \in S_{i}$, we have $l_{i} \cap E=\{\tilde{\boldsymbol{a}}\}$, and they are linearly independent. Since $E$ is smooth, there can not be more than $d-1$ linearly independent tangent lines at the point $\tilde{\boldsymbol{a}}$, which leads to a contradiction.

Proof of Lemma 4.2: First note that since $\mathcal{I} \neq \mathcal{J}$, then $|\mathcal{I} \cup \mathcal{J}| \geq k+1$. Consequently, we can find some index set $\mathcal{K}$ such that

$$
|\mathcal{K}|=k+1, \quad \mathcal{K} \subset \mathcal{I} \cup \mathcal{J}
$$

and further $\boldsymbol{a}_{\mathcal{K}}$ has at least two positive components. Applying Lemma 5.1 for any $t \in[0,1]$ and some $\nu>0$

$$
\mathbb{P}\left\{A_{\mathcal{K}}(t)\right\}=o\left(e^{-\nu u^{2}}\right) \sum_{j \in \mathcal{K}} \mathbb{P}\left\{A_{\mathcal{K} \backslash\{j\}}(t)\right\}, \quad u \rightarrow \infty
$$

If $s=t$, then applying Lemma 4.1

$$
\begin{aligned}
0 \leq \mathbb{P}\left\{A_{\mathcal{I}}(t) \cap A_{\mathcal{J}}(t)\right\} & =\mathbb{P}\left\{A_{\mathcal{I} \cup \mathcal{J}}(t)\right\} \leq \mathbb{P}\left\{A_{\mathcal{K}}(t)\right\} \\
& =o\left(e^{-\nu u^{2}}\right) \sum_{\substack{\mathcal{I}^{*} \subset\{1, \ldots, d\} \\
\mathcal{I}^{*} \mid=k}} \mathbb{P}\left\{A_{\mathcal{I}}^{*}(t)\right\} .
\end{aligned}
$$

Next, if $s<1$, then applying Lemma 4.1 we obtain

$$
0 \leq \mathbb{P}\left\{A_{\mathcal{I}}(t) \cap A_{\mathcal{J}}(s)\right\} \leq \mathbb{P}\left\{A_{\mathcal{J}}(s)\right\}=o\left(e^{-\nu u^{2}} \mathbb{P}\left\{A_{\mathcal{J}}(1)\right\}\right)
$$

$$
=o\left(e^{-\nu u^{2}}\right) \sum_{\substack{\mathcal{I}^{*} \subset\{1, \ldots, d\} \\\left|\mathcal{I}^{*}\right|=k}} \mathbb{P}\left\{A_{\mathcal{I}^{*}}(1)\right\} .
$$

A similar asymptotic bound follows for $t<1$, whereas if $s=t=1$, the first claim follows directly from the case $s=t$ discussed above. We show next (4.3). If $s<t$, then $s<1$ and applying Lemma 4.1 we obtain

$$
\begin{aligned}
0 & \leq \mathbb{P}\left\{A_{\mathcal{I} \backslash \mathcal{J}}(t), A_{\mathcal{J} \backslash \mathcal{I}}(s), A_{\mathcal{I} \cap \mathcal{J}}(\min (t, s))\right\} \\
& \leq \mathbb{P}\left\{A_{\mathcal{J}}(s)\right\}=o\left(e^{-\nu u^{2}} \mathbb{P}\left\{A_{\mathcal{J}}(1)\right\}\right) \\
& =o\left(e^{-\nu u^{2}}\right) \sum_{\substack{\mathcal{K} \subset\{1, \ldots, d\} \\
|\mathcal{K}|=k}} \mathbb{P}\left\{A_{\mathcal{K}}(1)\right\}
\end{aligned}
$$

A similar asymptotic bound follows for $t<s$ or $s=t \leq 1$ by applying (4.2) establishing the proof.

Proof of Lemma 4.3: Define for $s, t \in[S, 1]$ the Gaussian random vector

$$
\mathcal{W}(s, t)=\left(\boldsymbol{W}_{\mathcal{I} \backslash \mathcal{J}}(s)^{\top}, \boldsymbol{W}_{\mathcal{J} \backslash \mathcal{I}}(t)^{\top}, \boldsymbol{W}_{\mathcal{I} \cap \mathcal{J}}(\min (s, t))^{\top}\right)^{\top},
$$

with covariance matrix $D(s, t)$. We show first that this matrix is positive definite. For this we assume that $s \leq t$. As $D(s, t)$ is some covariance matrix, we know that it is non-negative definite. Choose some vector $\boldsymbol{v} \in \mathbb{R}^{d}$. It is sufficient to show that if $\boldsymbol{v}^{\top} D(s, t) \boldsymbol{v}=\mathbf{0}$, then $\boldsymbol{v}=\mathbf{0}\left(\mathbf{0}:=(0, \ldots, 0)^{\top} \in \mathbb{R}^{d}\right)$. Note that

$$
\begin{aligned}
\boldsymbol{v}^{\top} D(s, t) \boldsymbol{v} & =\operatorname{Var}(\langle\mathcal{W}(s, t), \boldsymbol{v}\rangle) \\
& =\operatorname{Var}\left(\langle\boldsymbol{W}(s), \boldsymbol{v}\rangle+\left\langle\boldsymbol{W}_{\mathcal{J} \backslash \mathcal{I}}(t)-\boldsymbol{W}_{\mathcal{J} \backslash \mathcal{I}}(s), \boldsymbol{v}_{\mathcal{J} \backslash \mathcal{I}}\right\rangle\right) .
\end{aligned}
$$

Using that $\boldsymbol{W}(t)$ has independent increments, this variance is equal to the sum of the variances. Hence, both of them should be equal to zero. In particular it means that $\operatorname{Var}(\langle\boldsymbol{W}(s), \boldsymbol{v}\rangle)=0$. Hence, as $s \geqslant S>0$, we have that $\boldsymbol{v}=\mathbf{0}$. Thus, $D(s, t)$ is positive definite and $D^{-1}(s, t)$ exists.
Set further

$$
\mathfrak{a}=\left(\boldsymbol{a}_{\mathcal{I} \backslash \mathcal{J}}^{\top}, \boldsymbol{a}_{\mathcal{J} \backslash \mathcal{I}}^{\top}, \boldsymbol{a}_{\mathcal{I} \cap \mathcal{J}}^{\top}\right)^{\top}, \quad \mathfrak{c}(s, t)=\left(s \boldsymbol{c}_{\mathcal{I} \backslash \mathcal{J}}^{\top}, t \boldsymbol{c}_{\mathcal{J} \backslash \mathcal{I}}^{\top}, \min (s, t) \boldsymbol{c}_{\mathcal{I} \cap \mathcal{J}}^{\top}\right)^{\top}
$$

With this notation we have

$$
\mathbb{P}\left\{\exists s, t \in[S, 1]: A_{\mathcal{I}}(s) \cap A_{\mathcal{J}}(t)\right\} \leq \mathbb{P}\{\exists s, t \in[S, 1]: \mathcal{W}(s, t)-\mathfrak{c}(s, t) \geq \mathfrak{a} u\}
$$

Let $\tilde{\mathfrak{a}}(s, t)=\arg \min _{\boldsymbol{x} \geq \mathfrak{a}} \boldsymbol{x}^{\top} D^{-1}(s, t) \boldsymbol{x}$ be the unique solution of $\Pi_{D(s, t)}(\mathfrak{a})$ and let further $\mathfrak{w}(s, t)=D^{-1}(s, t) \tilde{\mathfrak{a}}(s, t)$ be the solution of the dual problem. We
denote by $I(s, t)$ the index set related to the quadratic programming problem $\Pi_{D(s, t)}(\mathfrak{a})$. Then $\mathfrak{w}(s, t)$ has non-negative components and according to the properties of quadratic programming problems, since both $s, t \geq S>0$ we have

$$
\mathfrak{a}^{\top} \mathfrak{w}(s, t)=\tilde{\mathfrak{a}}^{\top}(s, t) \mathfrak{w}(s, t)=\tilde{\mathfrak{a}}^{\top}(s, t) D^{-1}(s, t) \tilde{\mathfrak{a}}(s, t)>0
$$

Consequently, we have

$$
\begin{aligned}
\mathbb{P}\{\exists s, t & \in[S, 1]: \mathcal{W}(s, t)-\mathfrak{c}(s, t) \geq \mathfrak{a} u\} \\
& \leq \mathbb{P}\left\{\exists s, t \in[S, 1]: \mathfrak{w}^{\top}(s, t)(\mathcal{W}(s, t)-\mathfrak{c}(s, t)) \geq u \mathfrak{w}^{\top}(s, t) \tilde{\mathfrak{a}}(s, t)\right\} \\
& =\mathbb{P}\left\{\exists s, t \in[S, 1]: \frac{\mathfrak{w}^{\top}(s, t)(\mathcal{W}(s, t)-\mathfrak{c}(s, t))}{\mathfrak{w}^{\top}(s, t) \tilde{\mathfrak{a}}(s, t)} \geq u\right\} \\
& \leq \mathbb{P}\left\{\exists s, t \in[S, 1]: \frac{\mathfrak{w}^{\top}(s, t) \mathcal{W}(s, t)}{\mathfrak{w}^{\top}(s, t) \tilde{\mathfrak{a}}(s, t)} \geq u+\mathfrak{C}\right\}
\end{aligned}
$$

for any positive $u$, where $\mathfrak{C}=\min _{s, t \in[S, 1]} \frac{\mathfrak{w}^{\top}(s, t) \mathfrak{c}(s, t)}{\mathfrak{w}^{\top}(s, t) \tilde{\mathfrak{a}}(s, t)}$. Moreover, for some $s_{1}, s_{2} \in$ $[S, 1]$

$$
\begin{aligned}
\sigma^{2}=\sup _{s, t \in[S, 1]} \mathbb{E}\left\{\left(\frac{\mathfrak{w}^{\top}(s, t) \mathcal{W}(s, t)}{\mathfrak{w}^{\top}(s, t) \tilde{\mathfrak{a}}(s, t)}\right)^{2}\right\} & =\sup _{s, t \in[S, 1]} \frac{1}{\tilde{\mathfrak{a}}^{\top}(s, t) D^{-1}(s, t) \tilde{\mathfrak{a}}(s, t)} \\
& =\frac{1}{\tilde{\mathfrak{a}}^{\top}\left(s_{1}, s_{2}\right) D^{-1}\left(s_{1}, s_{2}\right) \tilde{\mathfrak{a}}\left(s_{1}, s_{2}\right)}
\end{aligned}
$$

since $[S, 1]^{2}$ is compact. Moreover, one can check that for some positive constant $G$ and $s_{1}, s_{2}, t_{1}, t_{2} \in[S, 1]$

$$
\begin{array}{r}
\mathbb{E}\left\{\left(\frac{\mathfrak{w}^{\top}\left(s_{1}, t_{1}\right) \mathcal{W}\left(s_{1}, t_{1}\right)}{\mathfrak{w}^{\top}\left(s_{1}, t_{1}\right) \tilde{\mathfrak{a}}(s, t)}-\frac{\mathfrak{w}^{\top}\left(s_{2}, t_{2}\right) \mathcal{W}\left(s_{2}, t_{2}\right)}{\mathfrak{w}^{\top}\left(s_{2}, t_{2}\right) \tilde{\mathfrak{a}}(s, t)}\right)^{2}\right\} \\
\leq G\left[\left|s_{1}-s_{2}\right|+\left|t_{1}-t_{2}\right|\right]
\end{array}
$$

Thus, utilizing Piterbarg inequality, see e.g., [53][Thm 8.1], we have that there exist positive constants $C, \gamma$ such that

$$
\mathbb{P}\{\exists s, t \in[S, 1]: \mathcal{W}(s, t)-\mathfrak{c}(s, t) \geq \mathfrak{a} u\} \leq C u^{\gamma} e^{-(u+\mathfrak{C})^{2} / 2 \sigma^{2}}
$$

for all $u$ positive. Further, by Lemma 4.1 for some constants $\alpha, C^{*}, C^{+}$as $u \rightarrow \infty$

$$
\begin{aligned}
\mathbb{P} & \left\{A_{\mathcal{I} \backslash \mathcal{J}}\left(s_{1}\right), A_{\mathcal{J} \backslash \mathcal{I}}\left(s_{2}\right), A_{\mathcal{I} \cap \mathcal{J}}\left(\min \left(s_{1}, s_{2}\right)\right)\right\} \\
& =\mathbb{P}\left\{\mathcal{W}\left(s_{1}, s_{2}\right)-\mathfrak{c}\left(s_{1}, s_{2}\right) \geq \mathfrak{a} u\right\} \\
& \sim C^{*} u^{-\alpha} e^{-\frac{1}{2}\left(\tilde{\mathfrak{c}}\left(s_{1}, s_{2}\right) u+\mathfrak{c}\left(s_{1}, s_{2}\right)\right)^{\top} D^{-1}\left(s_{1}, s_{2}\right)\left(\tilde{\mathfrak{a}}\left(s_{1}, s_{2}\right) u+\mathfrak{c}\left(s_{1}, s_{2}\right)\right)} \\
& =C^{+} u^{-\alpha} e^{-\frac{u^{2}}{2 \sigma^{2}}} e^{-u\left(\tilde{\mathfrak{a}}_{s_{1}, s_{2}}\right)^{\top} D^{-1}\left(s_{1}, s_{2}\right)\left(\mathfrak{c}\left(s_{1}, s_{2}\right)\right)} .
\end{aligned}
$$

Hence the claim follows for $\tau=\left|\mathfrak{C} / \sigma^{2}\right|+\sup _{s, t \in[S, 1]}\left|\tilde{\mathfrak{a}}(s, t) D^{-1}(s, t) \mathfrak{c}(s, t)\right|+1$.

Lemma 5.3 The function $r_{\mathcal{I}}(t), t>0$ defined in (4.6) is convex and if $\boldsymbol{c}_{\mathcal{I}}$ has at least one positive component, then there exists $T>0$ such that for some positive $s$ and any $t>0$

$$
\begin{equation*}
r_{\mathcal{I}}(T+t) \geq r_{\mathcal{I}}(T)+s t . \tag{5.1}
\end{equation*}
$$

Moreover, if $\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t$ for any $t>0$ have at least one positive component, then $r_{\mathcal{I}}(t), t>0$ has a unique point of minimum.

The proof of Lemma 5.3 is purely analytical, thus we skip the details.
Lemma 5.4 Suppose that $\Sigma=\Gamma \Gamma^{\top}$ is positive definite. For any non-empty subset $\mathcal{I} \subset\{1, \ldots, d\}$ if $\boldsymbol{c}_{\mathcal{I}}$ and $\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t$ for all $t \geq 0$ have at least one positive component, then for any point $0<t \neq \hat{t}=\arg \min _{t>0} r_{\mathcal{I}}(t)$ there exists some positive constant $\nu$ such that as $u \rightarrow \infty$

$$
\mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(t)>\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t\right) \sqrt{u}\right\}=o\left(e^{-\nu u}\right) \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(\hat{t})>\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} \hat{t}\right) \sqrt{u}\right\} .
$$

Proof of Lemma 5.4: For notational simplicity we omit below the subscript $\mathcal{I}$. Since for any $t>0$ we have $\operatorname{Var}(\boldsymbol{W}(t))=t \Sigma$, then by Lemma 4.1

$$
\mathbb{P}\{\boldsymbol{W}(t)>(\boldsymbol{a}+\boldsymbol{c} t) \sqrt{u}\} \sim C u^{-\alpha(t) / 2} e^{-\frac{u}{2 t} \tilde{\mathfrak{p}}(t)^{\top} \Sigma^{-1} \tilde{\mathfrak{p}}(t)}
$$

where $C$ is some positive constant, $\alpha(t)$ is an integer and $\tilde{\mathfrak{p}}(t)$ is the unique solution of $\Pi_{t \Sigma}(\boldsymbol{a}+\boldsymbol{c} t)$, which can be reformulated also as

$$
\mathbb{P}\{\boldsymbol{W}(t)>(\boldsymbol{a}+\boldsymbol{c} t) \sqrt{u}\} \sim C u^{-\alpha(t) / 2} e^{-\frac{u}{2} r(t)}, \quad u \rightarrow \infty .
$$

If $t \neq \hat{t}$, then $r(t)-r(\hat{t})=\tau>0$ and

$$
\frac{\mathbb{P}\{\boldsymbol{W}(t)>(\boldsymbol{a}+\boldsymbol{c} t) \sqrt{u}\}}{\mathbb{P}\{\boldsymbol{W}(\hat{t})>(\boldsymbol{a}+\boldsymbol{c} \hat{t}) \sqrt{u}\}} \sim C^{*} u^{(\alpha(\hat{t})-\alpha(t)) / 2} e^{-\frac{\tau u}{2}}=o\left(e^{-\frac{\tau}{3} u}\right)
$$

as $u \rightarrow \infty$.
Lemma 5.5 Let $\boldsymbol{a}, \boldsymbol{c} \in \mathbb{R}^{d}$ be such that $\boldsymbol{a}+\boldsymbol{c t}$ has at least one positive component for all $t$ in a compact set $\mathcal{T} \subset(0, \infty)$. If $\Sigma=\Gamma \Gamma^{\top}$ is positive definite, then there exist constants $C>0, \gamma>0$ and $\mathfrak{t} \in \mathcal{T}$ such that for all $u>0$

$$
\mathbb{P}\{\exists t \in \mathcal{T}: \boldsymbol{W}(t)>(\boldsymbol{a}+\boldsymbol{c} t) \sqrt{u}\} \leq C u^{\gamma} e^{-\frac{u}{2} r(\mathrm{t})}
$$

If we also have that for some non-overlapping index sets $\mathcal{I}, \mathcal{J} \subset\{1, \ldots, d\}$ and some compact subset $\mathcal{T} \subset[0, \infty)^{2}$ both $\left(\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t_{1}\right)^{\top},\left(\boldsymbol{a}_{\mathcal{J}}+\boldsymbol{c}_{\mathcal{J}} t_{2}\right)^{\top}\right)^{\top}$ have at least
one positive component for all $\left(t_{1}, t_{2}\right) \in \mathcal{T}$, then for some $\mathfrak{t}=\left(\mathfrak{t}_{1}, \mathfrak{t}_{2}\right) \in \mathcal{T}$ as $u \rightarrow \infty$

$$
\begin{aligned}
\mathbb{P} & \left\{\exists t \in \mathcal{T}: \boldsymbol{W}_{\mathcal{I}}\left(t_{1}\right)>\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t_{1}\right) \sqrt{u}, \quad \boldsymbol{W}_{\mathcal{J}}\left(t_{2}\right)>\left(\boldsymbol{a}_{\mathcal{J}}+\boldsymbol{c}_{\mathcal{J}} t_{2}\right) \sqrt{u}\right\} \\
& =o\left(e^{\sqrt{u}} \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}\left(\mathfrak{t}_{1}\right)>\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} \mathfrak{t}_{1}\right) \sqrt{u}, \quad \boldsymbol{W}_{\mathcal{J}}\left(\mathfrak{t}_{2}\right)>\left(\boldsymbol{a}_{\mathcal{J}}+\boldsymbol{c}_{\mathcal{J}} \mathfrak{t}_{2}\right) \sqrt{u}\right\}\right)
\end{aligned}
$$

Moreover, the same estimate holds if $\mathcal{I}$ and $\mathcal{J}$ are overlapping and for all $\left(\mathfrak{t}_{1}, \mathfrak{t}_{2}\right) \in$ $\mathcal{T}$ we have $\mathfrak{t}_{1} \neq \mathfrak{t}_{2}$.

Proof of Lemma 5.5: Denote by $D(t)$ the covariance matrix of $\boldsymbol{W}(t)$, which by assumption on $\Gamma$ is positive definite. Let

$$
\tilde{\mathfrak{a}}(t)=\arg \min _{\boldsymbol{x} \geq \boldsymbol{a}+\boldsymbol{c} t} \boldsymbol{x}^{\top} D^{-1}(t) \boldsymbol{x}
$$

be the solution of $\Pi_{D}(\boldsymbol{a}+\boldsymbol{c} t), t>0$ and let further

$$
\mathfrak{w}(t)=D^{-1}(t) \tilde{\mathfrak{a}}(t)
$$

be the solution of the dual optimization problem. In view of (2.7) $\mathfrak{w}_{I}(t)$ has positive components and moreover

$$
f(t)=\mathfrak{w}^{\top}(t)(\boldsymbol{a}+\boldsymbol{c} t)=\tilde{\mathfrak{a}}^{\top}(t) D^{-1}(t) \tilde{\mathfrak{a}}(t)>0
$$

implying

$$
\mathbb{P}\{\exists t \in \mathcal{T}: \boldsymbol{W}(t) \geq(\boldsymbol{a}+\boldsymbol{c} t) \sqrt{u}\} \quad \leq \mathbb{P}\left\{\exists t \in \mathcal{T}: \frac{\mathfrak{w}^{\top}(t) \boldsymbol{W}(t)}{\mathfrak{w}^{\top}(t)(\boldsymbol{a}+\boldsymbol{c} t)} \geq \sqrt{u}\right\}
$$

We have further that

$$
\begin{aligned}
\sigma^{2}=\sup _{t \in \mathcal{T}} \mathbb{E}\left\{\left(\frac{\mathfrak{w}^{\top}(t) \boldsymbol{W}(t)}{\mathfrak{w}^{\top}(t)(\boldsymbol{a}+\boldsymbol{c} t)}\right)^{2}\right\} & =\sup _{t \in \mathcal{T}} \frac{1}{\tilde{\mathfrak{a}}^{\top}(t) D^{-1}(t) \tilde{\mathfrak{a}}(t)} \\
& =\frac{1}{\tilde{\mathfrak{a}}^{\top}(\mathfrak{t}) D^{-1}(\mathfrak{t}) \tilde{\mathfrak{a}}(\mathfrak{t})}>0
\end{aligned}
$$

for some $\mathfrak{t} \in \mathcal{T}$, since $\mathcal{T}$ is compact. Since $f(t)>0, t \in \mathcal{T}$ is continuous, we may apply Piterbarg inequality (as in the proof of (4.4)) and obtain

$$
\mathbb{P}\{\exists t \in \mathcal{T}: \boldsymbol{W}(t) \geq(\boldsymbol{a}+\boldsymbol{c} t) \sqrt{u}\} \leq C u^{\gamma} e^{-u / 2 \sigma^{2}}
$$

for some positive constants $\gamma$ and $C$, which depend only on $\boldsymbol{W}(t)$ and $d$. Since, by the definition we have $r(\mathfrak{t})=1 / \sigma^{2}$, the proof of the first inequality is complete.

The next assertion may be obtained with the same arguments but for vectorvalued random process

$$
\mathcal{W}(s, t)=\left(\boldsymbol{W}_{\mathcal{I}}^{\top}(s), \boldsymbol{W}_{\mathcal{J}}^{\top}(t)\right)^{\top} .
$$

By the definition of $\mathcal{T}$, for any $(s, t) \in \mathcal{T}$ we have $|\operatorname{Var}(\mathcal{W}(s, t))|>0$, thus we can apply Piterbarg inequality and in consequence, using Lemma 4.1, the claim follows.

Lemma 5.6 Suppose that $\Sigma=\Gamma \Gamma^{\top}$ is positive definite. For any non-empty subset $\mathcal{I} \subset\{1, \ldots, d\}$ if $\boldsymbol{c}_{\mathcal{I}} \in \mathbb{R}^{|\mathcal{I}|}$ has at least one positive component and $\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t \in \mathbb{R}^{|\mathcal{I}|}$ has at least one positive component for all non-negative $t$, then for some positive constants $\nu, \hat{t}=\arg \min _{t>0} r_{\mathcal{I}}(t)$ and all $T$ large, as $u \rightarrow \infty$
$\mathbb{P}\left\{\exists t>T: \boldsymbol{W}_{\mathcal{I}}(t)>\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} t\right) \sqrt{u}\right\}=o\left(e^{-\nu u}\right) \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}(\hat{t})>\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} \hat{t}\right) \sqrt{u}\right\}$.
Proof of Lemma 5.6: For notational simplicity we omit below the subscript $\mathcal{I}$. For some given $T>\hat{t}$ we have using Lemmas 5.5, 5.3

$$
\begin{aligned}
\mathbb{P}\{\exists t>T: & \boldsymbol{W}(t)>(\boldsymbol{a}+\boldsymbol{c} t) \sqrt{u}\} \\
& \leq \sum_{i=0}^{\infty} \mathbb{P}\{\exists t \in[T+i, T+i+1]: \boldsymbol{W}(t)>(\boldsymbol{a}+\boldsymbol{c} t) \sqrt{u}\} \\
& \leq \sum_{i=0}^{\infty} C u^{\gamma} e^{-\frac{r\left(t_{i}\right)}{2} u} \\
& \leq C u^{\gamma} e^{-\frac{r(T)}{2} u} \sum_{i=0}^{\infty} e^{-i s u} \\
& \leq C u^{\gamma} e^{-\frac{r(T)}{2} u}\left(1+\int_{0}^{\infty} e^{-s u x} \mathrm{~d} x\right),
\end{aligned}
$$

where $s>0$ and $t_{i} \in[T+i, T+i+1]$. The last integral is finite and decreasing for sufficiently large $u$. Hence the claim follows with the same arguments as in the proof of Lemma 5.4.

Proof of Lemma 4.4: Using Lemma 5.6 we know that there exist points $t_{\mathcal{I}}, t_{\mathcal{J}}$ such that as $u \rightarrow \infty$

$$
\begin{array}{r}
\mathbb{P}\left\{\exists t \geq T_{\mathcal{I}}: A_{\mathcal{I}}^{*}(t)\right\}=o\left(\mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\}\right), \\
\mathbb{P}\left\{\exists t \geq T_{\mathcal{J}}: A_{\mathcal{J}}^{*}(t)\right\}=o\left(\mathbb{P}\left\{A_{\mathcal{J}}^{*}\left(\hat{t}_{\mathcal{J}}\right)\right\}\right) .
\end{array}
$$

Next, for some positive $\varepsilon<\left|\hat{t}_{\mathcal{I}}-\hat{t}_{\mathcal{J}}\right| / 3$ we have

$$
\mathbb{P}\left\{\exists s, t>0: A_{\mathcal{I}}^{*}(t) \cap A_{\mathcal{J}}^{*}(s)\right\}
$$

$$
\begin{aligned}
& \leq \mathbb{P}\left\{\exists(s, t) \in\left[\hat{t}_{\mathcal{I}}-\varepsilon, \hat{t}_{\mathcal{I}}+\varepsilon\right] \times\left[\hat{t}_{\mathcal{J}}-\varepsilon, \hat{t}_{\mathcal{J}}+\varepsilon\right]: A_{\mathcal{I}}^{*}(t) \cap A_{\mathcal{J}}^{*}(s)\right\} \\
& +\mathbb{P}\left\{\exists t \in\left[0, \hat{t}_{\mathcal{I}}-\varepsilon\right]: A_{\mathcal{I}}^{*}(t)\right\}+\mathbb{P}\left\{\exists t \in\left[\hat{t}_{\mathcal{I}}+\varepsilon, T_{\mathcal{I}}\right]: A_{\mathcal{I}}^{*}(t)\right\} \\
& +\mathbb{P}\left\{\exists t \in\left[0, \hat{t}_{\mathcal{J}}-\varepsilon\right]: A_{\mathcal{J}}^{*}(t)\right\}+\mathbb{P}\left\{\exists t \in\left[\hat{t}_{\mathcal{J}}+\varepsilon, T_{\mathcal{J}}\right]: A_{\mathcal{J}}^{*}(t)\right\} \\
& +\mathbb{P}\left\{\exists t \geq T_{\mathcal{I}}: A_{\mathcal{I}}^{*}(t)\right\}+\mathbb{P}\left\{\exists t \geq T_{\mathcal{J}}: A_{\mathcal{J}}^{*}(t)\right\} .
\end{aligned}
$$

Using Lemmas 5.5, 5.6 and

$$
\mathbb{P}\left\{A_{\mathcal{I}}^{*}(t)\right\} \sim C u^{-\alpha} e^{-r(t) u / 2}, \quad \mathbb{P}\left\{A_{\mathcal{I}}^{*}(t)\right\}=o\left(u e^{-r(t) u / 2}\right), \quad u \rightarrow \infty
$$

we obtain

$$
\begin{aligned}
\mathbb{P}\left\{\exists s, t>0: A_{\mathcal{I}}^{*}(t) \cap A_{\mathcal{J}}^{*}(s)\right\} & =o\left(e^{\sqrt{u}} \mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(s_{1}\right) \cap A_{\mathcal{J}}^{*}\left(s_{2}\right)\right\}\right) \\
& +o\left(u^{\tau_{3}} \mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(t_{3}\right)\right\}\right)+o\left(u^{\tau_{4}} \mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(t_{4}\right)\right\}\right) \\
& +o\left(u^{\tau_{5}} \mathbb{P}\left\{A_{\mathcal{J}}^{*}\left(t_{5}\right)\right\}\right)+o\left(u^{\tau_{6}} \mathbb{P}\left\{A_{\mathcal{J}}^{*}\left(t_{6}\right)\right\}\right) \\
& +o\left(\mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\}\right)+o\left(\mathbb{P}\left\{A_{\mathcal{J}}^{*}\left(\hat{t}_{\mathcal{J}}\right)\right\}\right)
\end{aligned}
$$

for some positive constants $t_{i}, 3 \leq i \leq 6$, where

$$
\begin{aligned}
& t_{3} \in\left[0, \hat{t}_{\mathcal{I}}-\varepsilon\right], \quad t_{4} \in\left[\hat{t}_{\mathcal{I}}+\varepsilon, T_{\mathcal{I}}\right], \quad t_{5} \in\left[0, \hat{t}_{\mathcal{J}}-\varepsilon\right] \\
& t_{6} \in\left[\hat{t}_{\mathcal{J}}+\varepsilon, T_{\mathcal{J}}\right] \quad s_{1} \in\left[\hat{t}_{\mathcal{I}}-\varepsilon,{\hat{t_{\mathcal{I}}}}+\varepsilon\right] \quad s_{2} \in\left[\hat{t}_{\mathcal{J}}-\varepsilon, \hat{t}_{\mathcal{J}}+\varepsilon\right]
\end{aligned}
$$

Note that for $i=3,4, t_{i} \neq \hat{t}_{\mathcal{I}}$. Hence by Lemma 5.4

$$
u^{\tau_{i}} \mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(t_{i}\right)\right\}=o\left(\mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\}\right)
$$

The same works also for $j=5,6$

$$
u^{\tau_{j}} \mathbb{P}\left\{A_{\mathcal{J}}^{*}\left(t_{j}\right)\right\}=o\left(\mathbb{P}\left\{A_{\mathcal{J}}^{*}\left(\hat{t}_{\mathcal{J}}\right)\right\}\right)
$$

Thus we can focus only on the first probability. By the definition of $A_{\mathcal{I}}^{*}$ and $A_{\mathcal{J}}^{*}$ in (4.5)

$$
\mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(s_{1}\right) \cap A_{\mathcal{J}}^{*}\left(s_{2}\right)\right\}=\mathbb{P}\left\{\mathcal{W}\left(s_{1}, s_{2}\right)>\boldsymbol{b} \sqrt{u}\right\}
$$

where $\boldsymbol{b}=\left(\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} s_{1}\right)^{\top},\left(\boldsymbol{a}_{\mathcal{J}}+\boldsymbol{c}_{\mathcal{J}} s_{2}\right)^{\top}\right)$ and $\mathcal{W}(s, t)=\left(\boldsymbol{W}_{\mathcal{I}}(s)^{\top}, \boldsymbol{W}_{\mathcal{J}}(t)^{\top}\right)^{\top}$. Define $\widehat{i}=\mathcal{I} \cup \mathcal{J} \backslash\{i\}$. Applying Remark 5.2, there exists an index $i$ and a constant $\eta>0$ such that

$$
\mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(s_{1}\right) \cap A_{\mathcal{J}}^{*}\left(s_{2}\right)\right\}=o\left(e^{-\eta u}\right) \mathbb{P}\left\{\left(\mathcal{W}\left(s_{1}, s_{2}\right)\right)_{\widehat{i}}>\boldsymbol{b}_{\hat{i}} \sqrt{u}\right\}
$$

If $i \in \mathcal{I}$, then

$$
\mathbb{P}\left\{\left(\mathcal{W}\left(s_{1}, s_{2}\right)\right)_{\hat{i}}>\boldsymbol{b}_{\grave{i}} \sqrt{u}\right\} \leq \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{J}}\left(s_{2}\right)>\left(\boldsymbol{a}_{\mathcal{J}}+\boldsymbol{c}_{\mathcal{J}} s_{2}\right) u\right\}
$$

or

$$
\mathbb{P}\left\{\left(\mathcal{W}\left(s_{1}, s_{2}\right)\right)_{\hat{i}}>\boldsymbol{b}_{\hat{i}} \sqrt{u}\right\} \leq \mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}\left(s_{1}\right)>\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} s_{1}\right) u\right\}
$$

In both cases

$$
\begin{aligned}
& e^{\sqrt{ }} \mathbb{P} \\
& \quad\left\{A_{\mathcal{I}}^{*}\left(s_{1}\right) \cap A_{\mathcal{J}}^{*}\left(s_{2}\right)\right\} \\
& \quad=o\left(\mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}\left(s_{1}\right)>\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} s_{1}\right) u\right\}+\mathbb{P}\left\{\boldsymbol{W}_{\mathcal{J}}\left(s_{1}\right)>\left(\boldsymbol{a}_{\mathcal{J}}+\boldsymbol{c}_{\mathcal{J}} s_{1}\right) u\right\}\right) \\
& \quad=o\left(\mathbb{P}\left\{\boldsymbol{W}_{\mathcal{I}}\left(\hat{t}_{\mathcal{I}}\right)>\left(\boldsymbol{a}_{\mathcal{I}}+\boldsymbol{c}_{\mathcal{I}} \hat{t}_{\mathcal{I}}\right) u\right\}+\mathbb{P}\left\{\boldsymbol{W}_{\mathcal{J}}\left(\hat{t}_{\mathcal{I}}\right)>\left(\boldsymbol{a}_{\mathcal{J}}+\boldsymbol{c}_{\mathcal{J}} \hat{t}_{\mathcal{J}}\right) u\right\}\right)
\end{aligned}
$$

establishing the proof.
Proof of Lemma 4.5: Using Lemma 5.6 we have

$$
\begin{aligned}
\mathbb{P}\left\{\exists s, t>0: A_{\mathcal{I}}^{*}(s) \cap A_{\mathcal{J}}^{*}(t)\right\} \leq & \mathbb{P}\left\{\exists(s, t) \in \mathbb{T}_{1}: A_{\mathcal{I}}^{*}(s) \cap A_{\mathcal{J}}^{*}(t)\right\} \\
& +\mathbb{P}\left\{\exists(s, t) \in \mathbb{T}_{2}: A_{\mathcal{I}}^{*}(s) \cap A_{\mathcal{J}}^{*}(t)\right\} \\
& +o\left(\mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\}\right)+o\left(\mathbb{P}\left\{A_{\mathcal{J}}^{*}\left(\hat{t}_{\mathcal{J}}\right)\right\}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathbb{T}_{1}=\left\{(s, t) \in\left[0, T_{\mathcal{I}}\right] \times\left[0, T_{\mathcal{J}}\right]:\left|s-\hat{t}_{\mathcal{I}}\right| \geq\left|t-\hat{t}_{\mathcal{I}}\right|\right\}, \\
& \mathbb{T}_{2}=\left\{(s, t) \in\left[0, T_{\mathcal{I}}\right] \times\left[0, T_{\mathcal{J}}\right]:\left|s-\hat{t}_{\mathcal{I}}\right| \leq\left|t-\hat{t}_{\mathcal{I}}\right|\right\},
\end{aligned}
$$

and $T_{\mathcal{I}}$ and $T_{\mathcal{J}}$ are the constants from (5.1). According to Lemma 5.5 for some $\left(s_{i}, t_{i}\right) \in \mathbb{T}_{i}$

$$
\mathbb{P}\left\{\exists(s, t) \in \mathbb{T}_{i}: A_{\mathcal{I}}^{*}(s) \cap A_{\mathcal{J}}^{*}(t)\right\}=o\left(e^{\sqrt{u}}\right) \mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(s_{i}\right) \cap A_{\mathcal{J} \backslash \mathcal{I}}^{*}\left(t_{i}\right)\right\} .
$$

If $s_{1} \neq \hat{t}_{\mathcal{I}}$, then according to Lemma 5.4

$$
e^{\sqrt{u}^{P}}\left\{A_{\mathcal{I}}^{*}\left(s_{1}\right) \cap A_{\mathcal{J} \backslash \mathcal{I}}^{*}\left(t_{1}\right)\right\} \leq e^{\sqrt{u}} \mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(s_{1}\right)\right\}=o\left(\mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\}\right)
$$

Otherwise, using the definition of $\mathbb{T}_{1},\left|t_{1}-\hat{t}_{\mathcal{I}}\right| \leq\left|s_{1}-\hat{t}_{\mathcal{I}}\right|=0$, so $t_{1}=\hat{t}_{\mathcal{I}}$ and thus

$$
\mathbb{P}\left\{A_{\mathcal{I}}^{*}\left(s_{1}\right) \cap A_{\mathcal{J} \backslash \mathcal{I}}^{*}\left(t_{1}\right)\right\}=\mathbb{P}\left\{A_{\mathcal{I} \cup \mathcal{J}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\} .
$$

This probability can be bounded using Remark 5.2, namely we have

$$
\mathbb{P}\left\{A_{\mathcal{I} \cup \mathcal{J}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\}=o\left(e^{-\nu u}\right) \mathbb{P}\left\{A_{\mathcal{I} \cup \mathcal{J} \backslash\{i\}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\}
$$

for some $i \in \mathcal{I} \cup \mathcal{J}$ and $\eta>0$. As $|\mathcal{I}|=|\mathcal{J}|=k$, and $\mathcal{I} \neq \mathcal{J}$, then $|\mathcal{I} \cup \mathcal{J}| \geq k+1$ and thus $|\mathcal{I} \cup \mathcal{J} \backslash\{i\}| \geq k$. Consequently, we have

$$
e^{\sqrt{u}} \mathbb{P}\left\{A_{\mathcal{I} \cup \mathcal{J}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\}=o\left(\mathbb{P}\left\{A_{\mathcal{I} \cup \mathcal{J} \backslash\{i\}}^{*}\left(\hat{t}_{\mathcal{I}}\right)\right\}\right)=o\left(\sum_{\substack{\mathcal{K} \subset\{1 \ldots d\} \\|\mathcal{K}|=k}} \mathbb{P}\left\{A_{\mathcal{K}}^{*}\left(\hat{t}_{\mathcal{K}}\right)\right\}\right)
$$

With similar arguments we obtain further

$$
\mathbb{P}\left\{\exists(s, t) \in \mathbb{T}_{2}: A_{\mathcal{I}}^{*}(s) \cap A_{\mathcal{J}}^{*}(t)\right\}=o\left(\sum_{\substack{\mathcal{K} \subset\{1 \ldots d\} \\|\mathcal{K}|=k}} \mathbb{P}\left\{A_{\mathcal{K}}^{*}\left(\hat{t}_{\mathcal{K}}\right)\right\}\right) .
$$

Hence the claim follows.
Recall that $\tilde{\boldsymbol{a}}$ stands for the unique solution of the quadratic programming problem $\Pi_{\Sigma}(\boldsymbol{a})$.

Proof of Lemma 4.6: By the self-similarity of Brownian motion for all $u>0$

$$
\begin{aligned}
m(u, \Lambda) & :=\mathbb{P}\left\{\exists_{t \in[0, \delta(u, \Lambda)]}: \boldsymbol{W}(t)-t \boldsymbol{c}>u \boldsymbol{a}\right\} \\
& =\mathbb{P}\left\{\exists_{t \in[0,1]}: \boldsymbol{W}(t)-\delta^{1 / 2}(u, \Lambda) t \boldsymbol{c}>\delta^{-1 / 2}(u, \Lambda) u \boldsymbol{a}\right\}
\end{aligned}
$$

Hence, applying Theorem 1.1 we obtain

$$
m(u, \Lambda) \leq \frac{\mathbb{P}\left\{\boldsymbol{W}(1) \geq \delta^{-1 / 2}(u, \Lambda) u \boldsymbol{a}+\delta^{1 / 2}(u, \Lambda) \boldsymbol{c}\right\}}{\mathbb{P}\{\boldsymbol{W}(1)>\max (\boldsymbol{c}, \mathbf{0})\}}
$$

which after some standard algebraic manipulations, straightforwardly implies inequality (4.7).

Asymptotics (4.8) and limit (4.9) follow by the same idea as the proof of "Pickands' lemma" in e.g. [10]; see Lemmas 4.2 and 4.3 therein. We skip long but standard proof, referring for details to the extended version of contribution [11].

## Chapter 4

## Multivariate Gaussian Risk Model

## 1 Introduction

Let $\boldsymbol{Z}(t)=\left(Z_{1}(t), \ldots, Z_{d}(t)\right)^{\top}, t \in \mathbb{R}$ be a $d$-dimensional Gaussian process, where $Z_{i}(t), t \in \mathbb{R}, i=1, \ldots, d$ are mutually independent centered Gaussian processes with continuous sample paths a.s. and stationary increments. For $\boldsymbol{u}, \boldsymbol{c} \in \mathbb{R}^{d}$ and $T>0$ we consider

$$
\begin{aligned}
p_{T}(\boldsymbol{u}) & :=\mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{X}(t)-\boldsymbol{c} t>\boldsymbol{u}\right\} \\
& =\mathbb{P}\left\{\exists_{t \in[0, T]}: \cap_{i=1}^{d}\left\{X_{i}(t)-c_{i} t>u_{i}\right\}\right\},
\end{aligned}
$$

where $\boldsymbol{X}(t)=A \boldsymbol{Z}(t)$, with $A$ a nonsingular $d \times d$ real-valued matrix.
In the main result of this chapter, which is Theorem 3.3, we derive exact asymptotics of $p_{T}(\boldsymbol{u})$ for $\boldsymbol{u}=u \boldsymbol{u}=\left(a_{1} u, \ldots, a_{d} u\right)^{\top}$, as $u \rightarrow \infty$, where the vector $\boldsymbol{a} \in \mathbb{R}^{d} \backslash(-\infty, 0]^{d}$. The core assumption that we work with is the so-called Berman condition

$$
v_{i}(t):=\mathbb{V} \operatorname{ar}\left(Z_{i}(t)\right)=o(t), \text { as } t \rightarrow 0
$$

for $i=1, \ldots, d$. Interestingly, while in the one-dimensional case, under Berman condition

$$
p_{T}(u) \sim \mathbb{P}\{X(T)-c T>u\}, \text { as } u \rightarrow \infty
$$

(see the seminal paper by Berman [6] and [26] for the non-centered case), the vector-valued case considered in this chapter leads to more diverse scenarios that

[^2]can be captured in the form
$$
p_{T}(u \boldsymbol{a}) \sim \mathcal{C} \cdot \mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\},
$$
as $u \rightarrow \infty$, where $\mathcal{C} \geq 1$ is a constant depending on the model parameters; see Eq. (3.1) below.

We note that for $\boldsymbol{Z}$ being a two-dimensional standard Brownian motion, the asymptotic behavior of $p_{T}(u \boldsymbol{a})$ was recently analyzed in [20], where the strategy of the proof was based on the independence of increments and self-similarity of Brownian motion. In general, Gaussian processes with stationary increments do not have these properties and thus the proof of the main result of this chapter needs more subtle and refined analysis than the one used in [20]. More precisely, the idea of the proof of Theorem 3.3 is based on two steps: (i) showing that

$$
\lim _{L \rightarrow \infty} \lim _{u \rightarrow \infty} \frac{p_{T}(u \boldsymbol{a})}{\mathbb{P}\left\{\exists_{t \in\left[T-L u^{-2}, T\right]}: \cap_{i=1}^{d}\left\{X_{i}(t)-c_{i} t>u_{i}\right\}\right\}}=1
$$

and (ii) finding the exact asymptotics of the denominator above. In the first step, particularly precise analysis is needed for the neighbourhood of the right end of the parameter set $\left[0, T-L u^{-2}\right]$, see Lemma 4.3.

Complementary to the exact asymptotics derived in Theorem 3.3, in Theorem 3.1 we establish uniform upper and lower bounds for $p_{T}(\boldsymbol{u})$. This result extends recently derived bounds for $Z$ being a $d$-dimensional standard Brownian motion [11, 20, 45].

The quantity $p_{T}(\boldsymbol{u})$ has been already introduced in Chapter 2 and has a natural interpretation as the simultaneous ruin probability in time horizon $[0, T]$ of an insurance portfolio represented by $d$ mutually dependent risk processes $\left(R_{i}(t), \ldots, R_{d}(t)\right)^{\top}=\boldsymbol{R}(t, \boldsymbol{u})$, where $\boldsymbol{R}(t, \boldsymbol{u})=\boldsymbol{u}-\boldsymbol{X}(t)+\boldsymbol{c} t, t \in \mathbb{R}$, since

$$
p_{T}(\boldsymbol{u})=\mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{R}(t, \boldsymbol{u})<\mathbf{0}\right\},
$$

where for the $i$-th business line, $u_{i}$ is the initial capital, $X_{i}(t)$ is the accumulated clam size in time interval $[0, t]$ and $c_{i}$ is the premium rate. In this context, our results complement work [42], where the particular case $d=2, T=\infty$ with $X_{2}(t)=$ $\sigma_{2} X_{1}(t)$ where $X_{1}$ is a fractional Brownian motion, was analyzed. We refer to, e.g., [4, 29, 37, 51] for recent works on simultaneous ruin probability for Lévy processes and to recently derived asymptotics for centered vector valued Gaussian processes; see [23, 24].

Our findings cover two special cases that play important role in the literature on the Gaussian risk models, i.e. fractional Brownian motion risk model and Gaussian integrated risk model; see Section 3 for details. We refer to [22, 38, 39, 50] for the analysis of Gaussian risk models in $d=1$ dimensional setting.

## 2 Notation

We follow the notational convention of [25]. All vectors in $\mathbb{R}^{d}$ are written in bold letters, for instance $\boldsymbol{b}=\left(b_{1}, \ldots, b_{d}\right)^{\top}, \mathbf{0}=(0, \ldots, 0)^{\top}, \mathbf{1}=(1, \ldots, 1)^{\top}$. We follow the convention that 1 -dimensional vectors are vertical. For two vectors $\boldsymbol{x}$ and $\boldsymbol{y}$, we write $\boldsymbol{x}>\boldsymbol{y}$ if $x_{i}>y_{i}$ for all $1 \leq i \leq d$. For any $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{d}$ we use $\langle\boldsymbol{x}, \boldsymbol{y}\rangle$ for scalar product and $\boldsymbol{x} \boldsymbol{y}$ for a component-wise product.

Given a real-valued matrix $A$ we shall write $A_{I J}$ for the submatrix of $A$ determined by keeping the rows and columns of $A$ with row indices in the non-empty set $I$ and column indices in the non-empty set $J$, respectively. In our notation $\mathcal{I}_{d}$ is the $d \times d$ identity matrix and $\operatorname{diag}(\boldsymbol{x})=\operatorname{diag}\left(x_{1}, \ldots, x_{d}\right)$ stands for the diagonal matrix with entries $x_{i}, i=1, \ldots, d$ on the main diagonal, respectively.

Let in the sequel $\Sigma \in \mathbb{R}^{d \times d}$ be any positive definite matrix. We write $\Sigma_{I J}^{-1}:=$ $\left(\Sigma_{I J}\right)^{-1}$ for the inverse matrix of $\Sigma_{I J}$ whenever it exists. For any vector $\boldsymbol{a} \in$ $\mathbb{R}^{d} \backslash(-\infty, 0]^{d}$, let $\Pi_{\Sigma}(\boldsymbol{a})$ we will use the definition of quadratic programming problem $\Pi_{\Sigma}(\boldsymbol{a})$ given in Chapter 23 (2.5), definitions of its solution $\tilde{\boldsymbol{a}}$ of sets $I, J$ given in Chapter 3 (2.6), and definition of $\boldsymbol{\lambda}$, given in Chapter 3, (2.9). Additionally, we define $U:=\left\{i \in J: \tilde{a}_{i}=a_{i}\right\}$. We refer to Lemma 4.6 below for more details.

Throughout the chapter, let $\Sigma(t)$ denote the variance matrix of process $\boldsymbol{X}$ at time $t \in[0, T]$, that is

$$
\Sigma(t):=\mathbb{E}\left\{\boldsymbol{X}(t) \boldsymbol{X}^{\top}(t)\right\}=A \mathbb{E}\left\{\boldsymbol{Z}(t) \boldsymbol{Z}^{\top}(t)\right\} A^{\top}=A \operatorname{diag}(\boldsymbol{v}(t)) A^{\top}
$$

where $\boldsymbol{v}(t)=\left(v_{1}(t) \ldots v_{d}(t)\right)^{\top}$. Moreover, for all $i \in\{1, \ldots, d\}$ let

$$
\begin{equation*}
\rho_{i}(t, s):=\operatorname{Cov}\left(Z_{i}(t), Z_{i}(s)\right)=\frac{v_{i}(s)+v_{i}(t)-v_{i}(|s-t|)}{2} \tag{2.1}
\end{equation*}
$$

where in the second equality we used the fact that $Z_{i}$ has stationary increments. For all $t \in(0, T]$, let $\tilde{\boldsymbol{a}}(t)$ be the solution of quadratic programming problem $\Pi_{\Sigma(t)}(\boldsymbol{a})$ and $D(t):=\tilde{\boldsymbol{a}}(t)^{\top} \Sigma^{-1}(t) \tilde{\boldsymbol{a}}(t)$. Moreover, let $\boldsymbol{\lambda}(t):=\Sigma^{-1}(t) \tilde{\boldsymbol{a}}(t)$, and $I_{t}:=\left\{i: \lambda_{i}(t)>0\right\}, J_{t}:=\{1, \ldots, d\} \backslash I_{t}$ (which can be empty). Throughout this chapter we slightly abuse the notation by writing $\lambda_{i}(t)$ instead of $\lambda(t)_{i}, a_{i}(t)$ instead of $a(t)_{i}$, and $\tilde{a}_{i}(t)$ instead of $\tilde{a}(t)_{i}$.

## 3 Main results

Consider a centered, $d$-dimensional Gaussian process with stationary increments, continuous sample paths and mutually independent components $\boldsymbol{Z}(t), t \geq 0$. Let $v_{i}(t):=\mathbb{V a r} Z_{i}(t)$ be the variance function of process $Z_{i}$. Due to the stationarity
of increments, the covariance structure of $Z_{i}$ is determined by its variance function $v_{i}$, see (2.1). We shall establish the following conditions for each $i \in\{1, \ldots, d\}$.

B0. $v_{i} \in C^{1}([0, T])$ is strictly increasing and $v_{i}(0)=0$.
BI. The first derivative $\dot{v}_{i}(T)>0$.
BII. $v_{i}(t)=o(t)$, as $t \rightarrow 0$.
The following families of Gaussian processes satisfy assumptions B0-BII:
$\diamond$ fractional Brownian motions: $\boldsymbol{Z}(t)=\left(B_{\alpha_{1}}(t), \ldots, B_{\alpha_{d}}(t)\right)^{\top}, t \geq 0$, where $B_{\alpha_{i}}(t), t \geq 0, i=1, \ldots, d$ are mutually independent standard fractional Brownian motions with Hurst parameters $\alpha_{i} / 2 \in(1 / 2,1)$, that is centered Gaussian processes with stationary increments, continuous sample paths a.s. and variance function $v_{i}(t)=t^{\alpha_{i}}$ respectively. We refer to, e.g., $[26,39,50]$ for the motivation and relations of this class of stochastic processes in risk theory.
$\diamond$ integrated stationary processes: $\boldsymbol{Z}(t)=\left(Z_{1}(t), \ldots, Z_{d}(t)\right)^{\top}, t \geq 0$, where $Z_{i}(t)=\int_{0}^{t} \eta_{i}(s) d s$, with $\eta_{i}(t), t \geq 0, i=1, \ldots, d$ mutually independent centered stationary Gaussian processes with continuous sample paths a.s. and continuous strictly positive covariance function $R_{i}(t):=\mathbb{C o v}\left(Z_{i}(s), Z_{i}(s+t)\right)$. One can check that $v_{i}(t)=2 \int_{0}^{t} d s \int_{0}^{s} R(w) d w$ in this case. We refer to $[22,26,38]$ for the analysis of extremes of this class of processes in the context of Gaussian risk theory and its relations to Gaussian fluid queueing models.

In the following, $\mathcal{N}_{d}(\mu, \Sigma)$ stands for the law of a $d$-dimensional normal distribution with mean $\mu \in \mathbb{R}^{d}$ and covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$.

Theorem 3.1 Let $\boldsymbol{X}(t)=A \boldsymbol{Z}(t), t \geq 0$ be such that $\boldsymbol{Z}$ satisfies $\mathbf{B 0}$ with $v_{i}(t)=$ $v(t)$ for all $i, v(t)$ is convex, and $A \in \mathbb{R}^{d \times d}$ is a non-singular matrix satisfying $\left(A^{\top} A\right)_{i j} \geq 0$. Then, for each $\boldsymbol{u} \in \mathbb{R}^{d}$ and $\boldsymbol{c} \geq \mathbf{0}$,

$$
\begin{aligned}
\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>\boldsymbol{u}\} & \leq \mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{X}(t)-\boldsymbol{c} t>\boldsymbol{u}\right\} \\
& \leq \frac{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>\boldsymbol{u}\}}{\mathbb{P}\left\{\mathcal{N}_{d}\left(0, A^{\top} A\right)>\mathbf{0}\right\}} .
\end{aligned}
$$

Remarks 3.2 In the case when $\boldsymbol{Z}$ is a standard d-dimensional Brownian motion the assumption $\left(A^{\top} A\right)_{i j} \geq 0$ can be lifted and the upper bound in Theorem 3.1 holds for any non-singular matrix $A$; see [11]. It can be verified that this bound holds also for all u large enough for the process $\boldsymbol{Z}$ considered in Example 3.4 below, which suggests that the upper bound in Theorem 3.1 holds for any non-singular matrix $A$.

To the end of this chapter, let

$$
\begin{equation*}
\mathcal{C}:=\frac{\sum_{i=1}^{d} \max \left(\lambda_{i} \cdot\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}, 0\right)}{\sum_{i=1}^{d} \lambda_{i} \cdot\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}} \tag{3.1}
\end{equation*}
$$

where $Q=\operatorname{diag}\left(\dot{v}_{i}(T) / v_{i}(T)\right)$, and $\boldsymbol{\lambda}, \tilde{\boldsymbol{a}}$ correspond to the solution of the quadratic problem $\Pi_{\Sigma(T)}(\boldsymbol{a})$; see also Lemma 4.6 below.

Theorem 3.3 Let $\boldsymbol{X}(t)=A \boldsymbol{Z}(t), t \geq 0$ be such that $\boldsymbol{Z}$ satisfies $\mathbf{B 0} \mathbf{- B I I}, \boldsymbol{a} \in$ $\mathbb{R}^{d} \backslash(-\infty, 0]^{d}, \boldsymbol{c} \in \mathbb{R}^{d}$ and $A$ is a non-singular matrix. Then,

$$
\mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\} \sim \mathcal{C} \cdot \mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}, \quad u \rightarrow \infty
$$

where $\mathcal{C}$ defined in (3.1) is a positive constant.

The heuristic interpretation of the bounds and asymptotics derived in Theorems $3.1,3.3$ is that only a small area around the end point $T$ of the parameter set $[0, T]$ contributes to the tail distribution of the analyzed problem. We refer to [33, 35] and references therein for the analysis of the exact form of the asymptotics for $\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}$, as $u \rightarrow \infty$; see also Lemma 4.5.

The following example illustrates the main findings of this section.
Example 3.4 Suppose that $d=2$, and $Z_{1}(t), Z_{2}(t)$ are mutually independent and identically distributed centered Gaussian processes that satisfy B0-BII. Then the constant $\mathcal{C}$ has the following form

$$
\mathcal{C}=\frac{\sum_{i=1}^{2} \max \left(\lambda_{i} \cdot \tilde{\boldsymbol{a}}_{i}, 0\right)}{\sum_{i=1}^{2} \lambda_{i} \cdot \tilde{\boldsymbol{a}}_{i}}
$$

We assume further that $A=\left(\begin{array}{cc}1 & 0 \\ \rho & \sqrt{1-\rho^{2}}\end{array}\right)$, where $\rho \in(-1,1)$ and $\boldsymbol{a}=(1, a)^{\top}$, with $a \leq 1$.
$\diamond$ If $a<\rho$, then $I=\{1\}, J=\{2\}$ and hence, as $u \rightarrow \infty$,

$$
\begin{aligned}
\mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\} & \sim \mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u\} \\
& \sim \mathbb{P}\left\{X_{1}(T)-c_{1} T>u\right\}
\end{aligned}
$$

$\diamond$ If $a=\rho$, then $I=\{1\}, U=\{2\}$ and as $u \rightarrow \infty$,

$$
\begin{aligned}
\mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\} \sim & \mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u\} \\
\sim & \mathbb{P}\left\{X_{2}(T)>c_{2} T \mid X_{1}(T)=c_{1} T\right\} \\
& \times \mathbb{P}\left\{X_{1}(T)-c_{1} T>u\right\}
\end{aligned}
$$

$\diamond$ If $a>\rho$, then $I=\{1,2\}, \tilde{\boldsymbol{a}}=\boldsymbol{a}$ and $\boldsymbol{\lambda}=\Sigma^{-1}(T) \boldsymbol{a}=\frac{v(T)}{1-\rho^{2}}\binom{1-a \rho}{a-\rho}$, see also [20]. Thus, if further $a \geq 0$, then $\mathcal{C}=1$ and

$$
\mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\} \sim \mathbb{P}\left\{X_{1}(T)-c_{1} T>u, X_{2}(T)-c_{2} T>a u\right\},
$$

as $u \rightarrow \infty$. Otherwise, if $a<0$, then $\mathcal{C}=\frac{1-a \rho}{1-a \rho+a^{2}-a \rho}=\frac{1-a \rho}{1-2 a \rho+a^{2}}>1$ and hence, as $u \rightarrow \infty$,

$$
\begin{aligned}
& \mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{X}(t)-\boldsymbol{c t}>u \boldsymbol{a}\right\} \\
& \sim \frac{1-a \rho}{1-2 a \rho+a^{2}} \mathbb{P}\left\{X_{1}(T)-c_{1} T>u, X_{2}(T)-c_{2} T>a u\right\}
\end{aligned}
$$

In the above we used [35, Lemma 4.2] for the exact asymptotics of the probability $\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u\}$.

## 4 Proofs of main results

Proof of Theorem 3.1: Using the fact that $\boldsymbol{c} \geq \mathbf{0}$ and $\boldsymbol{u}>\mathbf{0}$, we have

$$
\begin{aligned}
\mathbb{P}\left\{\exists_{t \in[0, T]} \boldsymbol{X}(t)-\boldsymbol{c} t>\boldsymbol{u}\right\} & =\mathbb{P}\left\{\bigcup_{t \in[0, T]} \bigcap_{i=1}^{d}\left\{X_{i}(t)>u_{i}+c_{i} t\right\}\right\} \\
& =1-\mathbb{P}\left\{\bigcap_{t \in[0, T]} \bigcup_{i=1}^{d}\left\{\frac{X_{i}(t)}{u_{i}+c_{i} t} \leq 1\right\}\right\} \\
& =1-\mathbb{P}\left\{\bigcap_{t \in[0, T]} \bigcup_{i=1}^{d}\left\{\frac{-X_{i}(t)}{u_{i}+c_{i} t} \geq-1\right\}\right\} \\
& =1-\mathbb{P}\left\{\bigcap_{t \in[0, T]} \bigcup_{i=1}^{d}\left\{\frac{X_{i}(t)}{u_{i}+c_{i} t} \geq-1\right\}\right\}
\end{aligned}
$$

where in the last equality above we used that $X_{i}$ are centered.
Let $B_{i}(t), t \geq 0, i=1,2, \ldots, d$ mutually independent standard Brownian motions, and $\boldsymbol{B}^{*}(t)=\boldsymbol{A} \boldsymbol{B}(t)$.

Next, we show that

$$
\mathbb{P}\left\{\bigcap_{t \in[0, T]} \bigcup_{i=1}^{d}\left\{\frac{X_{i}(t)}{u_{i}+c_{i} t} \geq-1\right\}\right\} \geq \mathbb{P}\left\{\bigcap_{t \in[0, T]} \bigcup_{i=1}^{d}\left\{\frac{B_{i}^{*}(v(t))}{u_{i}+c_{i} t} \geq-1\right\}\right\}
$$

for which by Gordon inequality (see e.g. [31] or [1, page 55]) it suffices to check that

$$
\begin{align*}
\mathbb{E}\left\{X_{i}(t)^{2}\right\} & =\mathbb{E}\left\{B_{i}^{*}(v(t))^{2}\right\},  \tag{4.1}\\
\mathbb{E}\left\{X_{i}(t) X_{j}(t)\right\} & =\mathbb{E}\left\{B_{i}^{*}(v(t)) B_{j}^{*}(v(t))\right\},  \tag{4.2}\\
\mathbb{E}\left\{X_{i}(t) X_{j}(s)\right\} & \geq \mathbb{E}\left\{B_{i}^{*}(v(t)) B_{j}^{*}(v(s))\right\}, \text { for } t \neq s . \tag{4.3}
\end{align*}
$$

For all $i, j \in\{1, \ldots, d\}$ and $t \in[0, T]$ we have

$$
\begin{aligned}
\mathbb{E}\left\{X_{i}(t) X_{j}(t)\right\} & =\mathbb{E}\left\{(A Z)_{i}(t)(A Z)_{j}(t)\right\} \\
& =\mathbb{E}\left\{\sum_{k=1}^{d} a_{i k} Z_{k}(t) \sum_{k=1}^{d} a_{j k} Z_{k}(t)\right\} \\
& =\mathbb{E}\left\{\sum_{k=1}^{d} a_{i k} a_{j k} Z_{k}^{2}(t)\right\} \\
& =\sum_{k=1}^{d} a_{i k} a_{j k} \mathbb{E}\left\{Z_{k}^{2}(t)\right\} \\
& =\sum_{k=1}^{d} a_{i k} a_{j k} v(t)=\left(A A^{\top}\right)_{i, j} v(t) .
\end{aligned}
$$

Analogously,

$$
\begin{aligned}
\mathbb{E}\left\{B_{i}^{*}(v(t)) B_{j}^{*}(v(t))\right\} & =\mathbb{E}\left\{(A B)_{i}(v(t))(A B)_{j}(v(t))\right\} \\
& =\mathbb{E}\left\{\sum_{k=1}^{d} a_{i k} B_{k}(v(t)) \sum_{k=1}^{d} a_{j k} B_{k}(v(t))\right\} \\
& =\mathbb{E}\left\{\sum_{k=1}^{d} a_{i k} a_{j k} B_{k}^{2}(v(t))\right\} \\
& =\sum_{k=1}^{d} a_{i k} a_{j k} \mathbb{E}\left\{B_{k}^{2}(v(t))\right\} \\
& =\sum_{k=1}^{d} a_{i k} a_{j k} v(t)=\left(A A^{\top}\right)_{i, j} v(t) .
\end{aligned}
$$

Hence, equalities (4.1), (4.2) are satisfied. For $t \neq s$ we obtain that

$$
\begin{aligned}
\mathbb{E}\left\{X_{i}(t) X_{j}(s)\right\} & =\left(A A^{\top}\right)_{i, j} \mathbb{E}\left\{Z_{1}(t) Z_{1}(s)\right\} \\
& =\left(A A^{\top}\right)_{i, j} \frac{v(s)+v(t)-v(|s-t|)}{2},
\end{aligned}
$$

$$
\begin{aligned}
\mathbb{E}\left\{B_{i}^{*}(v(t)) B_{j}^{*}(v(s))\right\} & =\left(A A^{\top}\right)_{i, j} \mathbb{E}\left\{B_{1}(v(t)) B_{1}(v(s))\right\} \\
& =\left(A A^{\top}\right)_{i, j} \min (v(t), v(s)) .
\end{aligned}
$$

As $\left(A A^{\top}\right)_{i, j} \geq 0$, it is enough to show that

$$
\frac{v(s)+v(t)-v(|s-t|)}{2} \geq \min (v(t), v(s)) .
$$

Using the convexity of $v(\cdot)$, we have for all $s<t$

$$
\begin{aligned}
v(t-s) & =\int_{0}^{t-s} v^{\prime}(x) \mathrm{d} x \\
& \leq \int_{s}^{t} v^{\prime}(x) \mathrm{d} x=v(t)-v(s)
\end{aligned}
$$

hence

$$
\frac{v(s)+v(t)-v(|s-t|)}{2} \geq \frac{v(s)+v(t)-|v(s)-v(t)|}{2} .
$$

Thus, inequality (4.3) holds which jointly with (4.1) and (4.2) implies

$$
\begin{aligned}
\mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{X}(t)-\boldsymbol{c} t>\boldsymbol{u}\right\} & \leq \mathbb{P}\left\{\exists_{t \in[0, T]}: A \boldsymbol{B}(v(t))-\boldsymbol{c} t>\boldsymbol{u}\right\} \\
& =\mathbb{P}\left\{\exists_{t \in[0, v(T)]}: A \boldsymbol{B}(t)-\boldsymbol{c} w(t)>\boldsymbol{u}\right\} \\
& \leq \mathbb{P}\left\{\exists_{t \in[0, v(T)]}: A \boldsymbol{B}(t)-\boldsymbol{c} \frac{T}{v(T)} t>\boldsymbol{u}\right\},
\end{aligned}
$$

where $w(t)$ is the inverse function of $v(t)$. In the second line we used the fact that $v(\cdot)$ is continuous and strictly increasing, while the inequality in the third line follows by concavity of $w(t)$ (recall that $v(t)$ is supposed to be convex). Finally, by [11, Theorem 1.1] (see also [45] for the centred case) the above is bounded by

$$
\frac{\mathbb{P}\{\boldsymbol{A B}(v(T))-\boldsymbol{c} T>\boldsymbol{u}\}}{\mathbb{P}\{\boldsymbol{A B}(v(T))>\mathbf{0}\}}=\frac{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>\boldsymbol{u}\}}{\mathbb{P}\{\boldsymbol{X}(T)>\mathbf{0}\}} .
$$

This completes the proof.
Proof of Theorem 3.3: For any $L>0$ we have

$$
\begin{aligned}
P_{3}(u, L) & \leq \frac{\mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{X}(t)-\boldsymbol{c} t>\boldsymbol{u}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \\
& \leq \sum_{n=0}^{3} P_{n}(u, L)
\end{aligned}
$$

with

$$
P_{n}(u, L):=\frac{\mathbb{P}\left\{\exists_{t \in\left[T_{n}(u), T_{n+1}(u)\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>\boldsymbol{u}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}},
$$

where $T_{0}(u)=0, T_{1}(u)=T_{1}>0$ is chosen small enough to satisfy the conditions in Lemma 4.1,

$$
T_{2}(u, L):=T-L u^{-2} \ln ^{2} u, \quad T_{3}(u, L):=T-L u^{-2}, \quad \text { and } \quad T_{4}(u)=T .
$$

The proof consists of several steps which follow by lemmas displayed and proved in the rest of this section. It turns out, that asymptotically as $u \rightarrow \infty$, only $P_{3}(u, L)$ contributes to the asymptotics, while $\sum_{n=0}^{2} P_{n}(u, L)$ is asymptotically negligible. Since each term in $\sum_{n=0}^{2} P_{n}(u, L)$ needs a different argument for its negligibility, we provide detailed justification in separate lemmas. Namely,
$\diamond$ For any $L>0$ it holds that $\lim _{u \rightarrow \infty} P_{0}(u, L)=0$ due to Lemma 4.1,
$\diamond$ For any $L>0$ it holds that $\lim _{u \rightarrow \infty} P_{1}(u, L)=0$ due to Lemma 4.2,
$\diamond \lim _{L \rightarrow \infty} \lim _{u \rightarrow \infty} P_{4}(u, L)=0$ due to Lemma 4.3,
$\diamond \lim _{L \rightarrow \infty} \lim _{u \rightarrow \infty} P_{5}(u, L)=\mathcal{C}$ due to Lemma 4.4.
This completes the proof.
Lemma 4.1 Under the assumptions of Theorem 3.3 it holds that

$$
\frac{\mathbb{P}\left\{\exists_{t \in\left[0, T_{1}\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \rightarrow 0, \quad u \rightarrow \infty
$$

for all $T_{1} \in(0, T)$ small enough.
Lemma 4.2 Under the assumptions of Theorem 3.3, for any $L>0$ it holds that

$$
\frac{\mathbb{P}\left\{\exists_{t \in\left[T_{1}, T-L u^{-2} \ln ^{2} u\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \rightarrow 0, \quad u \rightarrow \infty
$$

for all $T_{1} \in(0, T)>0$ small enough.
Lemma 4.3 Under the assumptions of Theorem 3.3, there exist positive constants $C, \beta>0$, such that

$$
\lim _{u \rightarrow \infty} \frac{\mathbb{P}\left\{\exists_{t \in\left[T-L u^{-2} \ln ^{2} u, T-L u^{-2}\right]} \boldsymbol{X}(t)-\boldsymbol{c} t>\boldsymbol{a} u\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \leq C e^{-\beta L}
$$

for all $L>0$ large enough.

Lemma 4.4 Under the assumptions of Theorem 3.3, for any $L>0$ there exists a positive constant $\mathcal{C}(L)$ such that

$$
\frac{\mathbb{P}\left\{\exists_{t \in\left[T-L u^{-2}, T\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \rightarrow \mathcal{C}(L), \quad u \rightarrow \infty .
$$

Moreover, $\lim _{L \rightarrow \infty} \mathcal{C}(L)=\mathcal{C}$, with $\mathcal{C}$ defined in (3.1).
The proofs of the four lemmas above are given in the following three subsections. The proof of each result is located at the very end of these subsections and is preceded by additional preparatory results.

### 4.1 Proof of Lemma 4.1

Let $\varphi_{\boldsymbol{X}}(\cdot)$ be the pdf of random variable $\boldsymbol{X}$. Before giving the proof of Lemma 4.1, we need the following lemma, which can be deduced from [35, Lemma 4.2]. Since we need a bit different (although equivalent) form of the derived below asymptotics, we provide an independent short proof of the following lemma.

Lemma 4.5 Let $\boldsymbol{X} \in \mathbb{R}^{d}$ be a centered Gaussian vector with an arbitrary, nonsingular covariance matrix $\Sigma$. Then, for any $\boldsymbol{c} \in \mathbb{R}^{d}, \boldsymbol{a} \in \mathbb{R}^{d} \backslash(-\infty, 0]^{d}$ we have, as $u \rightarrow \infty$

$$
\begin{aligned}
\mathbb{P}\{\boldsymbol{X}-\boldsymbol{c}>u \boldsymbol{a}\} \sim & \frac{u^{-|I|} \varphi_{\boldsymbol{X}}(u \tilde{\boldsymbol{a}}+\boldsymbol{c})}{\prod_{i \in I} \lambda_{i}} \\
& \times \int_{\mathbb{R}^{J J \mid}} \mathbb{I}\left\{\boldsymbol{x}_{U}<\mathbf{0}_{U}\right\} e^{-\frac{1}{2} \boldsymbol{x}_{J}^{\top}\left(\Sigma^{-1}\right)_{J J} \boldsymbol{x}_{J}} e^{\left\langle\tilde{\boldsymbol{c}}_{J}, \boldsymbol{x}_{J}\right\rangle} \mathrm{d} \boldsymbol{x}_{J},
\end{aligned}
$$

where $\tilde{\boldsymbol{c}}:=\boldsymbol{c}^{\top} \Sigma^{-1}$, and $\tilde{\boldsymbol{a}}, \boldsymbol{\lambda}$, and index sets $I, J, U$ corresponding to the quadratic programming problem $\Pi_{\Sigma}(\boldsymbol{a})$.

Proof of Lemma 4.5: Let $\bar{u} \in \mathbb{R}^{d}$ be such that $\bar{u}_{i}=u$ when $i \in I$ and $\bar{u}_{i}=1$ when $i \in J$. We apply substitution $\boldsymbol{w}=u \tilde{\boldsymbol{a}}+\boldsymbol{c}-\boldsymbol{x} / \bar{u}$ and obtain

$$
\begin{aligned}
\mathbb{P}\{\boldsymbol{X}-\boldsymbol{c}>u \boldsymbol{a}\} & =\int_{\boldsymbol{w}>u \boldsymbol{a}+\boldsymbol{c} T} \varphi_{\boldsymbol{X}}(\boldsymbol{w}) \mathrm{d} \boldsymbol{w} \\
& =u^{-|I|} \int_{\boldsymbol{x}<u \bar{u}(\tilde{\boldsymbol{a}}-\boldsymbol{a})} \varphi(u \tilde{\boldsymbol{a}}+\boldsymbol{c}-\boldsymbol{x} / \overline{\boldsymbol{u}}) \mathrm{d} \boldsymbol{x} \\
& =u^{-|I|} \varphi(u \tilde{\boldsymbol{a}}+\boldsymbol{c}) \int_{\mathbb{R}^{d}} \mathbb{I}\{\boldsymbol{x}<u \bar{u}(\tilde{\boldsymbol{a}}-\boldsymbol{a})\} \theta_{u}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x},
\end{aligned}
$$

where $\theta_{u}(\boldsymbol{x}):=\varphi(u \tilde{\boldsymbol{a}}+\boldsymbol{c}-\boldsymbol{x} / \overline{\boldsymbol{u}}) / \varphi(u \tilde{\boldsymbol{a}}+\boldsymbol{c})$. We have as $u \rightarrow \infty$

$$
\mathbb{I}_{\{\boldsymbol{x}<u \bar{u}(\tilde{\boldsymbol{a}}-\boldsymbol{a})\}} \rightarrow \mathbb{I}\left\{\boldsymbol{x}_{I \cup U}<\mathbf{0}\right\},
$$

and

$$
\begin{aligned}
\theta_{u}(\boldsymbol{x}) & =\exp \left\{u \tilde{\boldsymbol{a}}^{\top} \Sigma^{-1}(\boldsymbol{x} / \overline{\boldsymbol{u}})+\boldsymbol{c}^{\top} \Sigma^{-1}(\boldsymbol{x} / \overline{\boldsymbol{u}})-\frac{1}{2}(\boldsymbol{x} / \overline{\boldsymbol{u}})^{\top} \Sigma^{-1}(\boldsymbol{x} / \overline{\boldsymbol{u}})\right\} \\
& \rightarrow e^{\left(\boldsymbol{\lambda}_{I}, \boldsymbol{x}_{I}\right\rangle} \cdot e^{-\frac{1}{2} \boldsymbol{x}_{J}^{\top}\left(\Sigma^{-1}\right)_{J J} \boldsymbol{x}_{J}} e^{\left\langle\tilde{\boldsymbol{c}}_{J}, \boldsymbol{x}_{J}\right\rangle}=: \theta(\boldsymbol{x}),
\end{aligned}
$$

as $u \rightarrow \infty$. So, applying the dominated convergence theorem, with dominating, integrable function

$$
e^{\left\langle\boldsymbol{\lambda}_{I}, \boldsymbol{x}_{I}\right\rangle} e^{\frac{1}{2}\left\langle\boldsymbol{\lambda}_{I},\right| \boldsymbol{x}_{I}| \rangle} \cdot e^{-\frac{1}{2} \boldsymbol{x}_{J}^{\top}\left(\Sigma^{-1}\right)_{J J} \boldsymbol{x}_{J}} e^{\left\langle\tilde{\boldsymbol{c}}_{J}, \boldsymbol{x}_{J}\right\rangle}
$$

we obtain

$$
\begin{aligned}
\frac{\mathbb{P}\{\boldsymbol{X}-\boldsymbol{c}>u \boldsymbol{a}\}}{u^{-|I|} \varphi(u \tilde{\boldsymbol{a}}+\boldsymbol{c})} \rightarrow & \int_{\mathbb{R}^{d}} \mathbb{I}\left\{\boldsymbol{x}_{I \cup U}<\mathbf{0}\right\} \theta(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \\
= & \int_{\mathbb{R}^{I I \mid}} \mathbb{I}\left\{\boldsymbol{x}_{I}<\mathbf{0}_{I}\right\} e^{\sum_{i \in I} \lambda_{i} x_{i}} \mathrm{~d} \boldsymbol{x}_{I} \\
& \times \int_{\mathbb{R}^{|J|}} \mathbb{I}\left\{\boldsymbol{x}_{U}<\mathbf{0}_{U}\right\} e^{-\frac{1}{2} \boldsymbol{x}_{J}^{\top}\left(\Sigma^{-1}\right)_{J J} \boldsymbol{x}_{J}} e^{\left\langle\tilde{\boldsymbol{c}}_{J}, \boldsymbol{x}_{J}\right\rangle} \mathrm{d} \boldsymbol{x}_{J} \\
= & \frac{1}{\prod_{i \in I} \lambda_{i}} \int_{\mathbb{R}^{|J|}} e^{-\frac{1}{2} \boldsymbol{x}_{J}^{\top}\left(\Sigma^{-1}\right)_{J J} \boldsymbol{x}_{J}} e^{\left\langle\tilde{\boldsymbol{c}}_{J}, \boldsymbol{x}_{J}\right\rangle} \mathrm{d} \boldsymbol{x}_{J},
\end{aligned}
$$

which concludes the proof.
Proof of Lemma 4.1: First, using Lemma 4.5, we know that there exist some $C>0, k \in \mathbb{N}$ such that

$$
\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>\boldsymbol{a} u\} \sim C u^{-k} \varphi_{T}(\tilde{\boldsymbol{a}} u+\boldsymbol{c} T),
$$

as $u \rightarrow \infty$, where $\varphi_{T}$ is the density of $\boldsymbol{X}(T)$. Second, fix some $i \in\{1, \ldots, d\}$ such that $a_{i}>0$. Then

$$
\begin{aligned}
\mathbb{P}\left\{\exists_{t \in\left[0, T_{1}\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\} & \leq \mathbb{P}\left\{\exists_{t \in\left[0, T_{1}\right]}: X_{i}(t)-c_{i} t>a_{i} u\right\} \\
& \leq \mathbb{P}\left\{\exists_{t \in\left[0, T_{1}\right]}: X_{i}(t)>a_{i} u-\left|c_{i}\right| T_{1}\right\} .
\end{aligned}
$$

Using assumption B0, we can apply Piterbarg's inequality [53, Thm 8.1], receiving for some positive constant $C_{1}$ and all sufficiently large $u$

$$
\begin{aligned}
\mathbb{P}\left\{\exists_{t \in\left[0, T_{1}\right]}:\right. & \left.X_{i}(t)>a_{i} u-\left|c_{i}\right| T_{1}\right\} \\
& \leq \mathbb{P}\left\{\exists_{t \in\left[0, T_{1}\right]}:\left|X_{i}(t)\right|>a_{i} u-\left|c_{i}\right| T_{1}\right\}
\end{aligned}
$$

$$
\leq C_{1}\left(a_{i} u-\left|c_{i}\right| T_{1}\right)^{2} \mathbb{P}\left\{X_{i}\left(T_{1}\right)>a_{i} u-\left|c_{i}\right| T_{1}\right\}
$$

for $u>0$. Hence, for all $u$ large enough we have

$$
\begin{aligned}
\frac{\mathbb{P}\left\{\exists_{t \in\left[0, T_{1}\right]}: X_{i}(t)>a_{i} u-\left|c_{i}\right| T_{1}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>\boldsymbol{a} u\}} \leq & 2 C_{1}\left(a_{i} u-\left|c_{i}\right| T_{1}\right)^{2} \\
& \times u^{k} \frac{\mathbb{P}\left\{X_{i}\left(T_{1}\right)>a_{i} u-\left|c_{i}\right| T_{1}\right\}}{\varphi_{T}(\tilde{\boldsymbol{a}} u+\boldsymbol{c} T)} .
\end{aligned}
$$

Since $\mathbb{P}\{\mathcal{N}(0,1)>u\} \sim \frac{1}{\sqrt{2 \pi} u} \exp \left(-u^{2} / 2\right)$ as $u \rightarrow \infty$, it is left to show that

$$
\lim _{u \rightarrow \infty} u^{k-1} \frac{\exp \left(-\left(a_{i} u-\left|c_{i}\right| T_{1}\right)^{2} /\left(2 v_{i}\left(T_{1}\right)\right)\right)}{\exp \left(-\frac{1}{2}(\tilde{\boldsymbol{a}} u+\boldsymbol{c} T)^{\top} \Sigma^{-1}(T)(\tilde{\boldsymbol{a}} u+\boldsymbol{c} T)\right)}=0
$$

We have

$$
\begin{aligned}
& \frac{\exp \left(-\left(a_{i} u-\left|c_{i}\right| T_{1}\right)^{2} /\left(2 v_{i}\left(T_{1}\right)\right)\right)}{\exp \left(-\frac{1}{2}(\tilde{\boldsymbol{a}} u+\boldsymbol{c} T)^{\top} \Sigma^{-1}(T)(\tilde{\boldsymbol{a}} u+\boldsymbol{c} T)\right)} \\
& \quad=\exp \left(-\frac{1}{2}\left(\frac{a_{i}^{2}}{v_{i}\left(T_{1}\right)}-\tilde{\boldsymbol{a}}^{\top} \Sigma^{-1}(T) \tilde{\boldsymbol{a}}\right) u^{2}+O(u)\right) .
\end{aligned}
$$

Finally, since $v_{i}(0)=0$ and $v_{i}(\cdot)$ is continuous, then $\frac{a_{i}^{2}}{v_{i}\left(T_{1}\right)}>\tilde{\boldsymbol{a}}^{\top} \Sigma^{-1}(T) \tilde{\boldsymbol{a}}$ for all $T_{1}$ small enough, which completes the proof.

### 4.2 Proof of Lemma 4.2

Before giving the proof, we need to layout preliminary results. Below, we cite the result from [25, Lemma 4]. In the following, $J=\{1, \ldots, d\} \backslash I$ can be empty; the claim in Lemma 4.6(ii) is formulated under the assumption that $J$ is non-empty.

Lemma 4.6 Let $d \geq 2$ and $\Sigma a d \times d$ symmetric positive definite matrix with inverse $\Sigma^{-1}$. If $\boldsymbol{a} \in \mathbb{R}^{d} \backslash(-\infty, 0]^{d}$, then the quadratic programming problem $\Pi_{\Sigma}(\boldsymbol{b})$ has a unique solution $\tilde{\boldsymbol{a}}$ and there exists a unique non-empty index set $I \subset\{1, \ldots, d\}$ with $|I| \leq d$ elements such that
(i) $\tilde{\boldsymbol{a}}_{I}=\boldsymbol{a}_{I} \neq \mathbf{0}_{I}$;
(ii) $\tilde{\boldsymbol{a}}_{J}=\Sigma_{I J}^{-1} \Sigma_{I I}^{-1} \boldsymbol{a}_{I} \geq \boldsymbol{a}_{J}$, and $\Sigma_{I I}^{-1} \boldsymbol{a}_{I}>\mathbf{0}_{I}$;
(iii) $\min _{x \geq a} \boldsymbol{x}^{\top} \Sigma^{-1} \boldsymbol{x}=\tilde{\boldsymbol{a}}^{\top} \Sigma^{-1} \tilde{\boldsymbol{a}}=\boldsymbol{a}^{\top} \Sigma^{-1} \tilde{\boldsymbol{a}}=\boldsymbol{a}_{I}^{\top} \Sigma_{I I}^{-1} \boldsymbol{a}_{I}>0$,
with $\boldsymbol{\lambda}=\Sigma^{-1} \tilde{\boldsymbol{a}}$ satisfying $\boldsymbol{\lambda}_{I}=\Sigma_{I I}^{-1} \boldsymbol{a}_{I}>\mathbf{0}_{I}$, and $\boldsymbol{\lambda}_{J}=\mathbf{0}_{J}$.

Remark 4.7 Using Lemma 4.6 it can be found that $\tilde{\boldsymbol{a}}^{\top} \Sigma^{-1} \tilde{\boldsymbol{a}}=\boldsymbol{a}^{\top} \Sigma^{-1} \tilde{\boldsymbol{a}}$.
To the end of this chapter, let $D(t):=\tilde{\boldsymbol{a}}(t)^{\top} \Sigma^{-1}(t) \tilde{\boldsymbol{a}}(t)$.
Lemma 4.8 Assuming conditions BO-BII hold, then $D(t)$ is positive and strictly decreasing on $t \in(0, T]$. Moreover,

$$
\dot{D}(T)=-\left\|\operatorname{diag}(\sqrt{\dot{\boldsymbol{v}}(T)} / \boldsymbol{v}(T)) A^{-1} \tilde{\boldsymbol{a}}(T)\right\|_{2}^{2}<0
$$

Proof of Lemma 4.8: Let $0<t_{1}<t_{2} \leq T$. Then

$$
\begin{aligned}
D\left(t_{2}\right) & =\tilde{\boldsymbol{a}}\left(t_{2}\right)^{\top} \Sigma^{-1}\left(t_{2}\right) \tilde{\boldsymbol{a}}\left(t_{2}\right) \leq \tilde{\boldsymbol{a}}\left(t_{1}\right)^{\top} \Sigma^{-1}\left(t_{2}\right) \tilde{\boldsymbol{a}}\left(t_{1}\right) \\
& =\tilde{\boldsymbol{a}}\left(t_{1}\right)^{\top} A^{-\top} \operatorname{diag}\left(1 / \boldsymbol{v}\left(t_{2}\right)\right) A^{-1} \tilde{\boldsymbol{a}}\left(t_{1}\right) \\
& =D\left(t_{1}\right)-\tilde{\boldsymbol{a}}\left(t_{1}\right)^{\top} A^{-1^{\top}} \operatorname{diag}\left(\frac{\boldsymbol{v}\left(t_{2}\right)-\boldsymbol{v}\left(t_{1}\right)}{\boldsymbol{v}\left(t_{2}\right) \boldsymbol{v}\left(t_{1}\right)}\right) A^{-1} \tilde{\boldsymbol{a}}\left(t_{1}\right) \\
& =D\left(t_{1}\right)-\left\|\operatorname{diag}\left(\frac{\sqrt{\boldsymbol{v}\left(t_{2}\right)-\boldsymbol{v}\left(t_{1}\right)}}{\sqrt{\boldsymbol{v}\left(t_{2}\right) \boldsymbol{v}\left(t_{1}\right)}}\right) A^{-1} \tilde{\boldsymbol{a}}\left(t_{1}\right)\right\|_{2}^{2}<D\left(t_{1}\right),
\end{aligned}
$$

because $\tilde{\boldsymbol{a}}\left(t_{1}\right) \neq \mathbf{0}$ and $\boldsymbol{v}(t)$ is strictly increasing. This shows that $D(t)$ is strictly decreasing. Furthermore, we have

$$
\begin{aligned}
\tilde{\boldsymbol{a}}(T)^{\top} A^{-\top} \operatorname{diag}( & \left.\frac{\boldsymbol{v}(t)-\boldsymbol{v}(T)}{(T-t) \boldsymbol{v}(t) \boldsymbol{v}(T)}\right) A^{-1} \tilde{\boldsymbol{a}}(T) \\
& \leq \frac{D(T)-D(t)}{T-t} \\
& \leq \tilde{\boldsymbol{a}}(t)^{\top} A^{-\top} \operatorname{diag}\left(\frac{\boldsymbol{v}(t)-\boldsymbol{v}(T)}{(T-t) \boldsymbol{v}(t) \boldsymbol{v}(T)}\right) A^{-1} \tilde{\boldsymbol{a}}(t)
\end{aligned}
$$

using that $\tilde{\boldsymbol{a}}(t)$ and $\boldsymbol{v}(t)$ are continuous and $\boldsymbol{v}(t)$ has a positive derivative at the point $t=T$, we have as $t \rightarrow T$

$$
\begin{aligned}
\frac{D(T)-D(t)}{T-t} & \rightarrow-\tilde{\boldsymbol{a}}(T)^{\top} A^{-\top}\left(\frac{\dot{\boldsymbol{v}}(T)}{\boldsymbol{v}^{2}(T)}\right) A^{-1} \tilde{\boldsymbol{a}}(T) \\
& =-\left\|\operatorname{diag}(\sqrt{\dot{\boldsymbol{v}}(T)} / \boldsymbol{v}(T)) A^{-1} \tilde{\boldsymbol{a}}(T)\right\|_{2}^{2}<0
\end{aligned}
$$

hence the claim follows.
Lemma 4.9 Let $T_{0} \in(0, T]$. Then $D(t)$, and $\tilde{a}_{i}(t), \lambda_{i}(t), \frac{\lambda_{i}(t)}{D(t)}$ are Lipschitz continuous functions on $t \in\left[T_{0}, T\right]$ for all $i \in\{1, \ldots, d\}$.

Proof of Lemma 4.9: Let $T_{0} \in(0, T]$ be fixed. According to [32, Theorem 3.1], $\tilde{a}_{i}(\cdot)$ and $\lambda_{i}(\cdot)$ are Lipschitz continuous, provided that conditions [32, A1-A3] are satisfied. First, let us note that the conditions A1-A2 are clearly satisfied in our setting so will will focus only on condition A3. In order to state what is condition A3, let $M(t) \in \mathbb{R}^{I(t) \times d}$ such that $M(t):=\left(-\mathcal{I}_{d}\right)_{I(t)}$, where $\left(-\mathcal{I}_{d}\right)_{I(t)}$ is the submatrix of $-\mathcal{I}_{d}$ consisting of rows corresponding to the indices of $I(t)$. Then, condition [32, A3] states that that there exist $\alpha, \beta>0$ such that for all $t \in\left[T_{0}, T\right]$ :
(i) $x^{\top} \Sigma^{-1}(t) x \geq \alpha\|x\|^{2}$ for all $x \in \mathbb{R}^{d}$ satisfying $M(t) x=0$,
(ii) $\left\|M(t)^{\top} x\right\| \geq \beta\|x\|$ for all $x \in \mathbb{R}^{I(t)}$.

Since $\left\|M(t)^{\top} x\right\|=\|x\|$, then (ii) is satisfied with $\beta=1$. To see that (i) holds, we have

$$
x^{\top} \Sigma^{-1}(t) x \geq \sigma_{1}(t)\|x\|^{2}
$$

where $\sigma_{1}(t)$ is the smallest eigenvalue of $\Sigma^{-1}(t)$. The matrix $\Sigma^{-1}(t)$ is symmetric and positive definite for $t>0$, thus it has only real positive eigenvalues $\sigma_{1}(t) \ldots \sigma_{d}(t)$. So the related characteristic polynomial $p_{\Sigma^{-1}(t)}$ has continuous monoms and always has $d$ real solutions. It means that we can order the eigenvalues $\sigma_{1}(t), \ldots, \sigma_{d}(t)$ in such way that this functions will be continuous by $t$ and thus we can take $\alpha:=\min _{t \in\left[T_{0}, T\right]} \sigma_{1}(t)>0$, which concludes the proof of (i) and of the Lipschitz continuity of $\tilde{a}_{i}(\cdot)$ and $\lambda_{i}(\cdot)$.

Now, the fact that $\tilde{a}_{i}(\cdot)$ is Lipschitz continuous immediately implies the Lipschitz continuity of $D(\cdot)$. Lastly, we need to show the Lipschitz continuity of $\lambda_{i}(t) / D(t)$. For $t, s \in\left[T_{0}, T\right]$ we have

$$
\left|\frac{\lambda_{i}(s)}{D(s)}-\frac{\lambda_{i}(t)}{D(t)}\right| \leq\left|\frac{\lambda_{i}(s)-\lambda_{i}(t)}{D(s)}\right|+\lambda_{i}(t)\left|\frac{D(t)-D(s)}{D(t) D(s)}\right| .
$$

The proof is concluded by the Lipschitz continuity of $\lambda_{i}(\cdot), D(\cdot)$, and by noting that $\min _{t \in\left[T_{0}, T\right]} D(t)=D(T)>0$; see Lemma 4.8.

In the following, $\operatorname{argmin}{ }_{\mathrm{t} \in[\mathrm{a}, \mathrm{b}]}^{\mathrm{f}}(\mathrm{t})$ is the smallest minimizer of function $f(\cdot)$ over set $[a, b]$. For $t \in(0, T]$ we define function

$$
\begin{equation*}
\mathcal{G}(t):=\frac{\langle\boldsymbol{\lambda}(t), \boldsymbol{c}\rangle t}{D(t)} \tag{4.4}
\end{equation*}
$$

Lemma 4.10 Let $\boldsymbol{X}(t)=A \boldsymbol{Z}(t), t \in[0, T]$ be such that $\boldsymbol{Z}(t)$ satisfies the conditions B0-BII and $\boldsymbol{a} \in \mathbb{R}^{d} \backslash(-\infty, 0]^{d}$. Then, for any $T_{1} \in(0, T)$ there exists a constant $C>0$ such that for any $T_{1} \leq L<R \leq T$ and $u>-\mathcal{G}\left(T^{*}\right)$

$$
\mathbb{P}\left\{\exists_{t \in[L, R]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\} \leq C\left(u+\mathcal{G}\left(T^{*}\right)\right) \exp \left(-D(R)\left(u+\mathcal{G}\left(T^{*}\right)\right)^{2} / 2\right),
$$

where $T^{*}:=\operatorname{argmin}_{\mathrm{t} \in[\mathrm{L}, \mathrm{R}]} \mathcal{G}(\mathrm{t})$.

Proof of Lemma 4.10: Recall that $\Sigma(t):=\mathbb{V a r}(\boldsymbol{X}(t))$ and $\tilde{\boldsymbol{a}}(t)$ is the solution to the quadratic programming problem $\Pi_{\Sigma(t)}(\boldsymbol{a})$ for each $t>0$. According to Lemma 4.6(iii), for $t>0$ we have $D(t)>0$. Hence

$$
\begin{align*}
\mathbb{P}\left\{\exists_{t \in[L, R]}:\right. & \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\} \\
& \leq \mathbb{P}\left\{\exists_{t \in[L, R]}:\langle\boldsymbol{\lambda}(t),(\boldsymbol{X}(t)-\boldsymbol{c} t)\rangle>\langle\boldsymbol{\lambda}(t), \boldsymbol{a}\rangle u\right\} \\
& =\mathbb{P}\left\{\exists_{t \in[L, R]}: \frac{\langle\boldsymbol{\lambda}(t), \boldsymbol{X}(t)\rangle}{D(t)}>u+\mathcal{G}(t)\right\}, \tag{4.5}
\end{align*}
$$

with $\mathcal{G}(\cdot)$ defined in (4.4). In the following let $Y(t):=\frac{\langle\boldsymbol{\lambda}(t), \boldsymbol{X}(t)\rangle}{D(t)}$. Using the inequality $\left(\sum_{i=1}^{d} a_{i}\right)^{2} \leq d \sum_{i=1}^{d} a_{i}^{2}$ we find that

$$
\begin{aligned}
\mathbb{E}\left\{(Y(t)-Y(s))^{2}\right\} & \leq 2 \mathbb{E}\left\{\left(\frac{\langle\boldsymbol{\lambda}(t), \boldsymbol{X}(t)\rangle}{D(t)}-\frac{\langle\boldsymbol{\lambda}(s), \boldsymbol{X}(t)\rangle}{D(s)}\right)^{2}\right\} \\
& +2 \mathbb{E}\left\{\left(\frac{\langle\boldsymbol{\lambda}(s), \boldsymbol{X}(t)\rangle}{D(s)}-\frac{\langle\boldsymbol{\lambda}(s), \boldsymbol{X}(s)\rangle}{D(s)}\right)^{2}\right\} \\
& \leq 2 d \sum_{i=1}^{d}\left(\frac{\lambda_{i}(t)}{D(t)}-\frac{\lambda_{i}(s)}{D(s)}\right)^{2} v_{i}(t)+2 d \frac{\lambda_{i}^{2}(s)}{D^{2}(s)} v_{i}(|t-s|)
\end{aligned}
$$

Now, the functions $v_{i}(\cdot)$ and $\lambda_{i}(\cdot) / D(\cdot)$ are Lipshitz continuous due to $\mathbf{B 0}$ and Lemma 4.9 respectively, so there exists $C_{1}>0$ such that the inequalities $\mid v_{i}(\mid t-$ $s \mid)\left|\leq C_{1}\right| t-s \mid$, and $\left|\frac{\lambda_{i}(t)}{D(t)}-\frac{\lambda_{i}(s)}{D(s)}\right| \leq C_{1}|t-s|$ hold for all $i \in\{1, \ldots, d\}$. Thus

$$
\mathbb{E}\left\{(Y(t)-Y(s))^{2}\right\} \leq 2 d^{2} C_{1}^{2}|t-s|^{2}+2 d \max _{i \in\{1, \ldots, d\}} \max _{t \in[L, R]}\left\{\frac{\lambda_{i}^{2}(t)}{D^{2}(t)}\right\} C_{1}|t-s| .
$$

We conclude that there exists $C_{2}>0$ such that

$$
\mathbb{E}\left\{(Y(t)-Y(s))^{2}\right\} \leq C_{2}|t-s|
$$

for all $t, s \in[L, R]$. Since $\operatorname{Var}(Y(t))=\operatorname{Var}\left(\tilde{\boldsymbol{a}}^{\top}(t) \Sigma^{-1} \boldsymbol{X}(t)\right) / D^{2}(t)=1 / D(t)$ and $D(t)$ is strictly decreasing, see Lemma 4.8 , then the maximum of $\mathbb{V a r}(Y(t))$ over $[L, R]$ is attained at $t=R$. According to Piterbarg inequality [53, Thm 8.1], there exists a constant $C_{3}$ such that for any $0<L<R \leq T$ we have

$$
\begin{equation*}
\mathbb{P}\left\{\exists_{t \in[L, R]}: Y(t)>u\right\} \leq C_{3}(R-L) u^{2} \mathbb{P}\{Y(R)>u\} \tag{4.6}
\end{equation*}
$$

for $u>0$. Finally, since $\mathbb{P}\{\mathcal{N}(0,1)>u\} \leq \frac{1}{\sqrt{2 \pi} u} e^{-u^{2} / 2}$ for $u>0$, then upon combining (4.5), (4.6) we obtain

$$
\mathbb{P}\left\{\exists_{t \in[L, R]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\} \leq C_{3}(R-L) \sqrt{\frac{D(R)}{2 \pi}}\left(u+\mathcal{G}\left(T^{*}\right)\right)
$$

$$
\times \exp \left\{-D(R)\left(u+\mathcal{G}\left(T^{*}\right)\right)^{2} / 2\right\}
$$

Since function $D(\cdot)$ is decreasing (Lemma 4.8), we conclude the proof by taking $C:=C_{3}(R-L) \sqrt{\frac{D\left(T_{1}\right)}{2 \pi}}$.

Lemma 4.11 Let B0-BII hold and let $T_{1} \in(0, T]$ and $T_{1} \leq L(u)<R(u) \leq T$. If either of the following two conditions is satisfied:
(i) $R(u) \rightarrow T$, and $u(T-R(u)) \rightarrow \infty$, or
(ii) $T-L(u)=o(u(T-R(u)))$, and $u^{2}(T-R(u)) / \ln (u) \rightarrow \infty$,
then

$$
\lim _{u \rightarrow 0} \frac{\mathbb{P}\left\{\exists_{t \in[L(u), R(u)]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}}=0
$$

as $u \rightarrow \infty$.
Proof of Lemma 4.11: Using Lemma 4.5, we know that there exist some $C_{1}>0, k \in \mathbb{N}$ such that

$$
\begin{equation*}
\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>\boldsymbol{a} u\} \sim C_{1} u^{-k} \varphi_{T}(\tilde{\boldsymbol{a}} u+\boldsymbol{c} T), \tag{4.7}
\end{equation*}
$$

as $u \rightarrow \infty$, where $\varphi_{T}$ is the density of $\boldsymbol{X}(T)$. According to Lemma 4.10 there exist $C_{2}>0, K \in \mathbb{R}$ such that, for all $u>-\mathcal{G}\left(T^{*}(u)\right)$ we have

$$
\begin{align*}
& \mathbb{P}\left\{\exists_{t \in[L(u), R(u)]}: \boldsymbol{X}(t)-\boldsymbol{c t}>u \boldsymbol{a}\right\} \\
& \leq C_{2}\left(u+\mathcal{G}\left(T^{*}(u)\right)\right.  \tag{4.8}\\
& \quad \times \exp \left(-D(R(u))\left(u+\mathcal{G}\left(T^{*}(u)\right)\right)^{2} / 2\right),
\end{align*}
$$

where $K(\cdot)$ is defined in Lemma 4.10 and $T^{*}(u):=\operatorname{argmin}_{\mathrm{t} \in[\mathrm{L}(\mathrm{u}), \mathrm{R}(\mathrm{u})]} \mathcal{G}(\mathrm{T})$. From now on, we take $u>-\inf _{t \in\left[T_{1}, T\right]} \mathcal{G}(t)$, which is finite due to Lemma 4.9.

For brevity, in the following we denote $\Sigma:=\Sigma(T), \tilde{\boldsymbol{a}}:=\tilde{\boldsymbol{a}}(T)$. In light of (4.7) and (4.8), it suffices to show that, for any $\beta \in \mathbb{R}$ we have

$$
\begin{align*}
& u^{\beta} \frac{\exp \left(-D(R(u))\left(u+\mathcal{G}\left(T^{*}(u)\right)\right)^{2} / 2\right)}{\exp \left(-(\tilde{\boldsymbol{a}} u+\boldsymbol{c} T)^{\top} \Sigma^{-1}(\tilde{\boldsymbol{a}} u+\boldsymbol{c} T) / 2\right)} \\
& \quad=\exp \left(-\left(u^{2} h_{2}(u)+u h_{1}(u)+h_{0}(u)\right)+\beta \ln (u)\right)  \tag{4.9}\\
& \quad \rightarrow 0,
\end{align*}
$$

as $u \rightarrow \infty$, where

$$
h_{2}(u):=\frac{1}{2}(D(R(u))-D(T)), \quad h_{1}(u):=D(R(u)) \mathcal{G}\left(T^{*}(u)\right)-D(T) \mathcal{G}(T),
$$

$$
h_{0}(u):=\frac{1}{2}\left(D(R(u)) K^{2}\left(T^{*}(u)\right)-T^{2} \boldsymbol{c}^{\top} \Sigma^{-1} \boldsymbol{c}\right) .
$$

We notice that functions $\left|h_{i}(u)\right|$ are all bounded for $u$ large enough.
Suppose that $L(u), R(u)$ satisfy conditions (i). Due to the continuity of $D(\cdot)$, we have that $D(R(u)) \rightarrow D(T)$. Using the assumption $\mathbf{B 1}$, that $D(t)$ is differentiable at the point $t=T$, with $\dot{D}(T)<0$, we have

$$
-u h_{2}(u)-h_{1}(u)=u(T-R(u)) \cdot \frac{D(R(u))-D(T)}{2(R(u)-T)}-h_{1}(u) \rightarrow-\infty,
$$

which implies (4.9) under conditions in item (i).
Next, suppose that $L(u), R(u)$ satisfy conditions (ii). We have

$$
\begin{aligned}
& h_{1}(u)=\frac{D(R(u))}{D\left(T^{*}(u)\right)} \cdot\left(D\left(T^{*}(u)\right) \mathcal{G}\left(T^{*}(u)\right)-D(T) \mathcal{G}(T)\right) \\
&+\frac{D(T)}{D\left(T^{*}(u)\right)} \mathcal{G}(T)\left(D(R(u))-D\left(T^{*}(u)\right)\right) .
\end{aligned}
$$

Functions $D(t)$ and $D(t) \mathcal{G}(t)=\langle\boldsymbol{\lambda}(t), c\rangle t$ are Lipschitz continuous due to Lemma 4.9 and the fact that sums and products of Lipschitz continuous functions are Lipschitz continuous. This implies that there exists $C_{3}>0$ such that

$$
\left|D\left(T^{*}(u)\right) \mathcal{G}\left(T^{*}(u)\right)-D(T) \mathcal{G}(T)\right| \leq C_{3}\left|T-T^{*}(u)\right| \leq C_{3}|T-L(u)|,
$$

as well as

$$
\left|D(R(u))-D\left(T^{*}(u)\right)\right| \leq C_{3}\left|R(u)-T^{*}(u)\right| \leq C_{3}|T-L(u)| .
$$

Hence, there exists $C_{4}>0$ such that $\left|h_{1}(u)\right| \leq C_{4}|T-L(u)|$ for all $u$ large enough and

$$
-u^{2} h_{2}(u)-u h_{1}(u) \leq u^{2}(T-R(u)) \cdot\left[\frac{D(R(u))-D(T)}{2(R(u)-T)}+C_{4} \cdot \frac{T-L(u)}{u(T-R(u))}\right] .
$$

Since $D(R(u))<D(T)$ and $\dot{D}(T)<0$ and $T-L(u)=o(u(T-R(u)))$ then the term in the square brackets above is eventually negative and bounded away from 0 for $u$ large enough. Finally, (4.9) follows from the fact that $u^{2}(T-R(u)) / \ln (u) \rightarrow \infty$.

Proof of Lemma 4.2: Consider the following upper bound

$$
\frac{\mathbb{P}\left\{\exists_{t \in\left[T_{1}, T-L u^{-2} \ln ^{2} u\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}}
$$

$$
\begin{aligned}
\leq & \frac{\mathbb{P}\left\{\exists_{t \in\left[T_{1}, T-L u^{-1} \ln u\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \\
& +\frac{\mathbb{P}\left\{\exists_{t \in\left[T-L u^{-1} \ln u, T-L u^{-1} \ln ^{-1} u\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \\
& +\frac{\mathbb{P}\left\{\exists_{\left.t \in\left[T-L u^{-1} \ln ^{-1} u\right], T-L u^{-2} \ln ^{2} u\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} .
\end{aligned}
$$

Now, the first and second term above satisfy condition (i) of Lemma 4.11, while the third term satisfies condition (ii) of Lemma 4.11. Thus the righthand side of the above inequality converges to 0 , as $u \rightarrow \infty$.

### 4.3 Proofs of Lemma 4.3 and Lemma 4.4

Before proceeding to the proof of Lemma 4.3 and Lemma 4.4 we need some auxiliary lemmas. The following result generalizes [25, Lemma 5.3].

Lemma 4.12 For any $\boldsymbol{f}:=\left(f_{1}, \ldots, f_{d}\right) \in R^{d}$, if $\sum_{i=1}^{d} f_{i}=0$

$$
\int_{\mathbb{R}^{d}} \mathbb{I}\left\{\exists_{t \in[0, L]}: \boldsymbol{x}<\boldsymbol{f} t\right\} e^{\sum_{i=1}^{d} x_{i}} \mathrm{~d} \boldsymbol{x}=1+\sum_{i=1}^{d} f_{i}^{+} L,
$$

otherwise

$$
\int_{\mathbb{R}^{d}} \mathbb{I}\left\{\exists_{t \in[0, L]}: \boldsymbol{x}<\boldsymbol{f} t\right\} e^{\sum_{i=1}^{d} x_{i}} \mathrm{~d} \boldsymbol{x}=\frac{\sum_{i=1}^{d} f_{i}^{-}}{\sum_{i=1}^{d} f_{i}}+\frac{\sum_{i=1}^{d} f_{i}^{+}}{\sum_{i=1}^{d} f_{i}} e^{\sum_{i=1}^{d} f_{i} L},
$$

where $f_{i}^{+}:=\max \left\{f_{i}, 0\right\}$ and $f_{i}^{-}:=\min \left\{f_{i}, 0\right\}$.
Proof of Lemma 4.12: Define $S_{+}:=\sum_{i=1}^{d} f_{i}^{+}, S_{-}:=-\sum_{i=1}^{d} f_{i}^{-}$, and $S:=$ $\sum_{i=1}^{d} f_{i}=S_{+}-S_{-}$. Without the loss of generality, let $k \in\{0, \ldots, d\}$ be such that $f_{1} \geq 0, \ldots, f_{k} \geq 0$, and $f_{k+1}<0, \ldots, f_{d}<0$. We distinguish three cases: (i) $k=d$ (all $f_{i} \mathrm{~S}$ are non-negative, which is equivalent to $S_{-}=0$ ), (ii) $k=0$ (all $f_{i} \mathrm{~s}$ are negative, which is equivalent to $S_{+}=0$ ), and (iii) $0<k<d$. It can be easily seen that in case (i) we have

$$
\int_{\mathbb{R}^{d}} \mathbb{I}\left\{\exists_{t \in[0, L]}: \boldsymbol{x}<\boldsymbol{f} t\right\} e^{\sum_{i=1}^{d} x_{i}} \mathrm{~d} \boldsymbol{x}=\prod_{i=1}^{d} \int_{-\infty}^{f_{i} L} e^{x_{i}} \mathrm{~d} x_{i}=e^{S L},
$$

and in case (ii) we have

$$
\int_{\mathbb{R}^{d}} \mathbb{I}\left\{\exists_{t \in[0, L]}: \boldsymbol{x}<\boldsymbol{f} t\right\} e^{\sum_{i=1}^{d} x_{i}} \mathrm{~d} \boldsymbol{x}=\prod_{i=1}^{d} \int_{0}^{\infty} e^{-x_{i}} \mathrm{~d} x_{i}=1
$$

Till the end we consider case (iii). Let us define

$$
\begin{aligned}
& Q_{1}:=\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \forall_{i \in\{1, \ldots, d\}} \text { if } f_{i}<0 \text { then } x_{i}<0\right\} \\
& Q_{2}:=\left\{x \in \mathbb{R}^{d}: \exists_{i \in\{1, \ldots, d\}} \text { if } f_{i}<0 \text { then } x_{i} \geq 0\right\}
\end{aligned}
$$

so that $Q_{1} \cup Q_{2}=\mathbb{R}^{d}$ and $Q_{1} \cap Q_{2}=\emptyset$. It can be seen that

$$
\int_{Q_{2}} \mathbb{I}\left\{\exists_{t \in[0, L]}: \boldsymbol{x}<\boldsymbol{f} t\right\} e^{\sum_{i=1}^{d} x_{i}} \mathrm{~d} \boldsymbol{x}=0
$$

Furthermore, with $m:=m\left(x_{k+1}, \ldots, x_{d}\right)=\min \left\{\frac{x_{k+1}}{-f_{k+1}}, \ldots, \frac{x_{d}}{-f_{d}}\right\}$, we have

$$
\begin{aligned}
& \int_{Q_{1}} \mathbb{I}\left\{\exists_{t \in[0, L]}: \boldsymbol{x}<\boldsymbol{f} t\right\} e^{\sum_{i=1}^{d} x_{i}} \mathrm{~d} \boldsymbol{x} \\
&=\int_{0}^{\infty} \cdots \int_{0}^{\infty}\left[\prod_{i=1}^{k} \int_{-\infty}^{f_{i}(L \wedge m)} e^{x_{i}} \mathrm{~d} x_{i}\right] e^{-\sum_{i=k+1}^{d} x_{i}} \mathrm{~d} x_{k+1} \cdots \mathrm{~d} x_{d} \\
&=\int_{0}^{\infty} \cdots \int_{0}^{\infty} \exp \left\{S_{+}(L \wedge m)\right\} e^{-\sum_{i=k+1}^{d} x_{i}} \mathrm{~d} x_{k+1} \cdots \mathrm{~d} x_{d}
\end{aligned}
$$

We recognize that $\exp \left\{-\sum_{i=k+1}^{d} x_{i}\right\} \cdot \mathbb{I}\left\{x_{i} \geq 0\right\}$ is the density of minimum of $d-k$ independent exponential distributions with rate 1 ; using that such minimum is again exponentially distributed with rate $(d-k)$, we find that, with $Y \sim \operatorname{Exp}\left(S_{-}\right)$,

$$
\begin{aligned}
\int_{Q_{1}} \mathbb{I}\left\{\exists_{t \in[0, L]}: \boldsymbol{x}<\boldsymbol{f} t\right\} e^{\sum_{i=1}^{d} x_{i}} \mathrm{~d} x= & \mathbb{E}\left\{e^{S_{+}(L \wedge Y)}\right\} \\
= & S_{-} \int_{0}^{\infty} e^{S_{+}(L \wedge y)-S_{-} y} \mathrm{~d} y \\
= & S_{-} \int_{0}^{L} e^{\left(S_{+}-S_{-}\right) y} \mathrm{~d} y \\
& +e^{S_{+} L} \int_{L}^{\infty} S_{-} e^{-S_{-} y} \mathrm{~d} y
\end{aligned} \begin{array}{lll}
L \cdot S_{-}+e^{S L}, & S=0 \\
\frac{S_{-}}{S} \cdot\left(e^{S \cdot L}-1\right)+e^{S L}, & \text { otherwise }
\end{array}
$$

which completes the proof.

Lemma 4.13 There exist $\bar{\tau} \in(0, T), \lambda^{*}>0, \eta>0$ such that:
(i) $I_{T} \subseteq I_{t}$ for all $t \in[\bar{\tau}, T]$,
(ii) $\lambda_{i}(t)>\lambda^{*}$ for all $i \in I_{t}, t \in[\bar{\tau}, T]$,
(iii) $\Sigma^{-1}(t)-\eta \mathcal{I}_{d}$ is positive definite for all $t \in[\bar{\tau}, T]$.

Proof of Lemma 4.13: According to Lemma 4.6, $i \in I_{t}$ if and only if $\lambda_{i}(t)>0$. Since $\lambda_{i}(t)$ is a continuous function for any $i \in\{1, \ldots, d\}$ (see Lemma 4.9), then for any $i \in I_{T}$ there must exist $\tau_{i}<T$, and $\lambda_{i}^{*}>0$ such that $\lambda_{i}(t)>\lambda_{i}^{*}$ for all $t \in\left[\tau_{i}, T\right]$. for all $t \in\left[\tau_{i}, T\right]$ we have $\lambda_{i}(t)>0$. Thus the claims in (i) and (ii) follow by taking $\tau=\max _{i \in I_{T}}\left(\tau_{i}\right)$ and $\lambda^{*}=\min _{i \in I_{T}} \lambda_{i}^{*}$.

The matrix $\Sigma^{-1}(t)$ is symmetric and positive definite for $t>0$, thus it has only real positive eigenvalues $\sigma_{1}(t) \ldots \sigma_{d}(t)$. So the related characteristic polynomial $p_{\Sigma^{-1}(t)}$ has continuous monoms and always has $d$ real solutions. It means that we can order the eigenvalues $\sigma_{1}(t), \ldots, \sigma_{d}(t)$ in such way that this functions will be continuous by $t$ and thus $\eta=\min _{i \in\{1, \ldots, d\}} \min _{t \in[\tau, T]} \sigma_{i}(t)>0$. This concludes the proof of (iii).

In the following, for all $u>0, \tau \in(0, T]$, and $\boldsymbol{x} \in \mathbb{R}^{d}$ we define:

$$
\begin{equation*}
\boldsymbol{w}_{u, \tau}(\boldsymbol{x}):=u \tilde{\boldsymbol{a}}(\tau)+\boldsymbol{c} \tau-\frac{\boldsymbol{x}}{\overline{\boldsymbol{u}}(\tau)}, \tag{4.10}
\end{equation*}
$$

where $\overline{\boldsymbol{u}}(\tau) \in\{u, 1\}^{d}$ such that $\overline{\boldsymbol{u}}_{I_{\tau}}(\tau):=u \cdot \mathbf{1}_{\left|I_{\tau}\right|}$, and $\overline{\boldsymbol{u}}_{J_{\tau}}(\tau):=\mathbf{1}_{\left|J_{\tau}\right|}$, that is $\overline{\boldsymbol{u}}(\tau)$ has the components in the set $I_{\tau}$ equal to $u$ and the other components equal to 1. Further, for all $L>0, \tau \in(0, T], \boldsymbol{x} \in \mathbb{R}^{d}$ and $u>\sqrt{L / \tau}$ consider a Gaussian process $\left\{\boldsymbol{Z}_{u, \tau}^{x}(t), t \in[0, L]\right\}$ defined conditionally:

$$
\begin{equation*}
\left(\boldsymbol{Z}_{u, \tau}^{x}(t)\right)_{t \in[0, L]}: \stackrel{d}{=}\left(\left.\boldsymbol{Z}\left(\tau-\frac{t}{u^{2}}\right) \right\rvert\, \boldsymbol{Z}(\tau)=A^{-1} \boldsymbol{w}_{u, \tau}(\boldsymbol{x})\right)_{t \in[0, L]} \tag{4.11}
\end{equation*}
$$

Since the components of $\boldsymbol{Z}(t)$ are mutually independent, then the components of $\boldsymbol{Z}_{u, \tau}^{\boldsymbol{x}}(t)$ are mutually independent as well, i.e.

$$
\operatorname{Cov}\left(\left(\boldsymbol{Z}_{u, \tau}^{x}(s)\right)_{i},\left(\boldsymbol{Z}_{u, \tau}^{x}(t)\right)_{j}\right)=0
$$

for $i \neq j$. By the definition in (4.11), for any $i \in\{1, \ldots, d\}, t, s \in[0, L]$ we have

$$
\begin{aligned}
\mathbb{E}\left\{\left(\boldsymbol{Z}_{u, \tau}^{x}(t)\right)_{i}\right\} & =\frac{\rho_{i}\left(\tau-\frac{t}{u^{2}}, \tau\right)}{v_{i}(\tau)}\left(A^{-1} \boldsymbol{w}_{u, \tau}(\boldsymbol{x})\right)_{i}, \\
\left.\mathbb{C o v}\left(\left(\boldsymbol{Z}_{u, \tau}^{x}(s)\right)_{i},\left(\boldsymbol{Z}_{u, \tau}^{x}(t)\right)_{i}\right)\right) & =\rho_{i}\left(\tau-\frac{s}{u^{2}}, \tau-\frac{t}{u^{2}}\right)-\frac{\rho_{i}\left(\tau-\frac{s}{u^{2}}, \tau\right) \rho_{i}\left(\tau-\frac{t}{u^{2}}, \tau\right)}{v_{i}(\tau)}
\end{aligned}
$$

with $\rho_{i}$ defined in (2.1). In the following let $\left.\widehat{\boldsymbol{Z}}_{u, \tau}(t):=\boldsymbol{Z}_{u, \tau}^{x}(t)-\mathbb{E}\left\{\boldsymbol{Z}_{u, \tau}^{x}(t)\right)\right\}$. It is noted that the distribution of $\widehat{\boldsymbol{Z}}_{u, \tau}(t)$ does not depend on $\boldsymbol{x}$.

Lemma 4.14 There exists a constant $C>0$ such that for all $L>0, \tau \in(0, T]$, and $t, s \in[0, L]$ we have

$$
u^{2} \mathbb{E}\left\{\left(\left(A \hat{\boldsymbol{Z}}_{u, \tau}(t)\right)_{i}-\left(A \hat{\boldsymbol{Z}}_{u, \tau}(s)\right)_{i}\right)^{2}\right\} \leq C u^{2} \max _{j \in\{1, \ldots, d\}} v_{j}\left(L u^{-2}\right)
$$

for all $i \in\{1, \ldots, d\}$ and $u$ large enough.
Proof of Lemma 4.14: For brevity, in the following denote $\bar{t}:=\tau-\frac{t}{u^{2}}, \bar{s}:=\tau-\frac{s}{u^{2}}$, and $\hat{\boldsymbol{Z}}_{u}(t):=\hat{\boldsymbol{Z}}_{u, \tau}(t)$. We have

$$
\begin{aligned}
\mathbb{E}\left\{\left(\left(\hat{\boldsymbol{Z}}_{u}(t)\right)_{i}-\left(\hat{\boldsymbol{Z}}_{u}(s)\right)_{i}\right)^{2}\right\}= & \operatorname{Var}\left\{\left(\hat{\boldsymbol{Z}}_{u}(t)\right)_{i}\right\}+\mathbb{V a r}\left\{\left(\hat{\boldsymbol{Z}}_{u}(s)\right)_{i}\right\} \\
& -2 \operatorname{Cov}\left\{\left(\hat{\boldsymbol{Z}}_{u}(t)\right)_{i},\left(\hat{\boldsymbol{Z}}_{u}(s)\right)_{i}\right\} \\
= & v_{i}(\bar{t})-\frac{\rho_{i}^{2}(\bar{t}, \tau)}{v_{i}(\tau)}+v_{i}(\bar{s})-\frac{\rho_{i}^{2}(\bar{s}, \tau)}{v_{i}(\tau)} \\
& -2\left(\rho_{i}(\bar{s}, \bar{t})-\frac{\rho_{i}(\bar{t}, \tau) \rho_{i}(\bar{s}, \tau)}{v_{i}(\tau)}\right) \\
= & v_{i}(|\bar{s}-\bar{t}|)-\frac{\left(\rho_{i}(\bar{t}, \tau)-\rho_{i}(\bar{s}, \tau)\right)^{2}}{v_{i}(\tau)} .
\end{aligned}
$$

Now, the above is not greater than $v_{i}(|\bar{s}-\bar{t}|)=v_{i}\left(|s-t| / u^{2}\right) \leq v_{i}\left(L u^{-2}\right)$. Furthermore, we have

$$
\begin{aligned}
& u^{2} \mathbb{E}\left\{\left(\left(A \hat{\boldsymbol{Z}}_{u}(s)\right)_{i}-\left(A \hat{\boldsymbol{Z}}_{u}(t)\right)_{i}\right)^{2}\right\} \\
& =u^{2} \mathbb{E}\left\{\left(\sum_{j=1}^{d} a_{i j}\left(\left(\hat{\boldsymbol{Z}}_{u}(s)\right)_{j}-\left(\hat{\boldsymbol{Z}}_{u}(t)\right)_{j}\right)\right)^{2}\right\} \\
& \left.\leq u^{2}\left(\sum_{j=1}^{d} a_{i j}^{2}\right)\left(\sum_{j=1}^{d} \mathbb{E}\left\{\left(\hat{\boldsymbol{Z}}_{u}(s)\right)_{j}-\left(\hat{\boldsymbol{Z}}_{u}(t)\right)_{j}\right)^{2}\right\}\right),
\end{aligned}
$$

where we used CauchySchwarz inequality. This completes the proof.
The following corollary to Lemma 4.14 is a straightforward application of Piterbarg inequality [53, Theorem 8.1] and Lipshitz continuity of functions $v_{i}(\cdot)$.
Corollary 4.15 There exists $C>0$ such that for all $L>0, \tau \in(0, T], z>0$ we have

$$
\mathbb{P}\left\{\sup _{t \in[0, L]} u\left(A \hat{\boldsymbol{Z}}_{u, \tau}(t)\right)_{i}>z\right\} \leq C z^{2} e^{-z^{2} /\left(2 u^{2} \max _{j \in\{1, \ldots, d\}} v_{j}\left(L u^{-2}\right)\right)}
$$

for $i \in\{1, \ldots, d\}$ and all $u$ large enough.

In the following, for any $i \in\{1, \ldots, d\}, t, s \in[0, L]$ we define

$$
\begin{align*}
h_{u, \tau}(L, \boldsymbol{x}) & :=\mathbb{P}\left\{\exists_{s \in\left[\tau-L u^{-2}, \tau\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a} \mid \boldsymbol{X}(\tau)=\boldsymbol{w}_{u, \tau}(\boldsymbol{x})\right\},  \tag{4.12}\\
\theta_{u, \tau}(\boldsymbol{x}) & :=\varphi_{\tau}\left(\boldsymbol{w}_{u, \tau}(\boldsymbol{x})\right) / \varphi_{\tau}(u \tilde{\boldsymbol{a}}(\tau)+\boldsymbol{c} \tau)
\end{align*}
$$

Lemma 4.16 There exists $\tau_{0} \in(0, T)$ and function $H: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$satisfying $\int_{\mathbb{R}^{d}} H(L, \boldsymbol{x}) \mathrm{d} \boldsymbol{x}=: C^{*}(L)<\infty$ for all $L>0$, and $u_{0}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that for all $L>0, \tau \in\left[\tau_{0}, T\right]$, and $\boldsymbol{x} \in \mathbb{R}^{d}$ we have

$$
h_{u, \tau}(L, \boldsymbol{x}) \theta_{u, \tau}(\boldsymbol{x}) \leq H(L, \boldsymbol{x})
$$

for all $u>u_{0}(L)$. Moreover, there exists $C^{*}>0$ such that

$$
\limsup _{L \rightarrow \infty} C^{*}(L)<C^{*}
$$

Proof of Lemma 4.16: For $u>0, \tau \in(0, T]$, and $\boldsymbol{x} \in \mathbb{R}^{d}$ let

$$
\theta_{u, \tau}(\boldsymbol{x}):=\varphi_{\tau}\left(\boldsymbol{w}_{u, \tau}(\boldsymbol{x})\right) / \varphi_{\tau}(u \tilde{\boldsymbol{a}}(\tau)+\boldsymbol{c} \tau)
$$

Then

$$
\begin{aligned}
& \theta_{u, \tau}(\boldsymbol{x}) \\
& \quad=\exp \left\{u \tilde{\boldsymbol{a}}^{\top}(\tau) \Sigma^{-1}(\tau)(\boldsymbol{x} / \overline{\boldsymbol{u}})+\tau \boldsymbol{c}^{\top} \Sigma^{-1}(\tau)(\boldsymbol{x} / \overline{\boldsymbol{u}})-\frac{1}{2}(\boldsymbol{x} / \overline{\boldsymbol{u}})^{\top} \Sigma^{-1}(\tau)(\boldsymbol{x} / \overline{\boldsymbol{u}})\right\} \\
& \quad=e^{\left.<\boldsymbol{\lambda}_{I}(\tau), \boldsymbol{x}_{I}\right\rangle} e^{\left\langle\tilde{\boldsymbol{c}}_{I}(\tau) / u, \boldsymbol{x}_{I}\right\rangle} e^{<\tilde{\boldsymbol{c}}_{J}(\tau), \boldsymbol{x}_{J}>} e^{-\frac{1}{2}(\boldsymbol{x} / \overline{\boldsymbol{u}})^{\top} \Sigma^{-1}(\tau)(\boldsymbol{x} / \overline{\boldsymbol{u}})}
\end{aligned}
$$

where $\tilde{\boldsymbol{c}}(\tau):=\boldsymbol{c}^{\top} \Sigma^{-1}(\tau)$. From Lemma 4.13(iii) we know that there exists $\eta>0$ such that $\Sigma^{-1}(\tau)-\eta \mathcal{I}_{d}$ is positive definite for all $\tau<T$, thus

$$
e^{-\frac{1}{2}(\boldsymbol{x} / \overline{\boldsymbol{u}})^{\top} \Sigma^{-1}(\tau)(\boldsymbol{x} / \overline{\boldsymbol{u}})} \leq e^{-\frac{1}{2}(\boldsymbol{x} / \overline{\boldsymbol{u}})^{\top}\left(\Sigma^{-1}(\tau)-\eta I_{d}\right)(\boldsymbol{x} / \overline{\boldsymbol{u}})} e^{-\frac{\eta}{2}\|\boldsymbol{x} / \overline{\boldsymbol{u}}\|^{2}} \leq e^{-\frac{\eta}{2}\left\|\boldsymbol{x} \boldsymbol{x}_{J}\right\|^{2}}
$$

Furthermore, due to the continuity of $v_{i}(\cdot)$ and $\lambda_{i}(\cdot)$ (see Lemma 4.9), for all $\varepsilon>0$ there exists $\tau_{0}<T$ large enough such that

$$
\lambda_{i}(T)(1-\varepsilon)<\lambda_{i}(\tau)<\lambda_{i}(T)(1+\varepsilon)
$$

and

$$
c_{i}^{*}(T)(1-\varepsilon) \leq\left|c_{i}^{*}(\tau)\right| \leq c_{i}^{*}(T)(1+\varepsilon)
$$

for all $i \in\{1, \ldots, d\}$ and $\tau \in\left[\tau_{0}, T\right]$. Moreover, for all $\varepsilon>0$ small enough and $\tau_{0}>\bar{\tau}$, where $\bar{\tau}$ is defined in Lemma 4.13 we also have

$$
\lambda_{i}^{\varepsilon, x}(t):=\lambda_{i}(t)-\operatorname{sgn}\left(x_{i}\right) \varepsilon>0
$$

for all $i \in I$, thus for every $\varepsilon>0$ small enough there exists $\tau_{0}$ such that

$$
\theta_{u}(\boldsymbol{x}) \leq e^{\left.<\boldsymbol{\lambda}_{I}(T)\left(1+\varepsilon \cdot \operatorname{sgn}\left(\boldsymbol{x}_{I}\right)\right), \boldsymbol{x}_{I}\right\rangle} e^{<\boldsymbol{c}_{J}^{*}(T)\left(1+\varepsilon \cdot \operatorname{sgn}\left(\boldsymbol{x}_{J}\right)\right), \boldsymbol{x}_{J}>} e^{-\frac{\eta}{2}\left\|\boldsymbol{x}_{J}\right\|^{2}}=: \bar{\theta}(\boldsymbol{x}) .
$$

Now, let $\boldsymbol{Z}_{u, \tau}^{x}(t)$, and $\hat{\boldsymbol{Z}}_{u, \tau}(t)$ be defined as in (4.11). Since $\boldsymbol{X}=\boldsymbol{A} \boldsymbol{Z}$, then

$$
\begin{align*}
h_{u, \tau}(L, \boldsymbol{x}) & =\mathbb{P}\left\{\exists_{t \in\left[\tau-L u^{-2}, \tau\right]}: A \boldsymbol{Z}(t)-\boldsymbol{c} t>u \boldsymbol{a} \mid A \boldsymbol{Z}(\tau)=\boldsymbol{w}_{u, \tau}(\boldsymbol{x})\right\},  \tag{4.13}\\
& =\mathbb{P}\left\{\exists_{t \in[0, L]}: \left.A \boldsymbol{Z}\left(\tau-\frac{t}{u^{2}}\right)-\boldsymbol{c}\left(\tau-\frac{t}{u^{2}}\right)>u \boldsymbol{a} \right\rvert\, A \boldsymbol{Z}(\tau)=\boldsymbol{w}_{u, \tau}(\boldsymbol{x})\right\}, \\
& =\mathbb{P}\left\{\exists_{t \in[0, L]}: A \boldsymbol{Z}_{u, \tau}^{\boldsymbol{x}}(t)-\boldsymbol{c} \tau+\boldsymbol{c} t / u^{2}>u \boldsymbol{a}\right\} \\
& =\mathbb{P}\left\{\exists_{t \in[0, L]} \forall_{i \in\{1, \ldots, d\}}: u\left(A \hat{\boldsymbol{Z}}_{u, \tau}(t)\right)_{i}+\left(\boldsymbol{\mu}_{u, \tau}(t, \boldsymbol{x})\right)_{i}>0\right\},
\end{align*}
$$

where, with defining $R_{u, \tau}(t):=\operatorname{diag}\left(\rho_{i}\left(\tau-\frac{t}{u^{2}}, \tau\right) / v_{i}(\tau)\right)$ for breviety, we have

$$
\begin{aligned}
\boldsymbol{\mu}_{u, \tau}(t, \boldsymbol{x}):= & u A R_{u, \tau}(t) A^{-1} \boldsymbol{w}_{u, \tau}(\boldsymbol{x})-u \boldsymbol{c} \tau+\boldsymbol{c} t / u-u^{2} \boldsymbol{a} \\
= & u A R_{u, \tau}(t) A^{-1}(u \tilde{\boldsymbol{a}}+\boldsymbol{c} \tau-\boldsymbol{x} / \overline{\boldsymbol{u}})-u \boldsymbol{c} \tau+\boldsymbol{c} t / u-u^{2} \boldsymbol{a} \\
= & u^{2} A\left(R_{u, \tau}(t)-\mathcal{I}_{d}\right) A^{-1} \cdot(\tilde{\boldsymbol{a}}+\boldsymbol{c} \tau / u-\boldsymbol{x} /(u \overline{\boldsymbol{u}})) \\
& +\boldsymbol{c t} / u+u^{2}(\tilde{\boldsymbol{a}}-\boldsymbol{a})-u \boldsymbol{x} / \overline{\boldsymbol{u}}
\end{aligned}
$$

Notice that

$$
\begin{align*}
& u^{2} A\left(R_{u, \tau}( \right.\left.t)-\mathcal{I}_{d}\right) A^{-1} \\
&= u^{2} A \cdot \operatorname{diag}\left(\frac{\rho_{i}\left(\tau-\frac{t}{u^{2}}, \tau\right)-v_{i}(\tau)}{v_{i}(\tau)}\right) \cdot A^{-1} \\
&= t A \cdot \operatorname{diag}\left(\frac{1}{2 v_{i}(\tau)}\left[\frac{v_{i}\left(\tau-\frac{t}{u^{2}}\right)-v_{i}(\tau)}{t / u^{2}}+\frac{v_{i}\left(\frac{t}{u^{2}}\right)}{t / u^{2}}\right]\right) \cdot A^{-1} \\
& \quad \rightarrow-\frac{t}{2} A Q(\tau) A^{-1}, \quad u \rightarrow \infty \tag{4.14}
\end{align*}
$$

for any fixed $\tau, T$, where $Q(\tau):=\operatorname{diag}\left(\dot{v}_{i}(\tau) / v_{i}(\tau)\right)$. Moreover, applying the mean value theorem yields

$$
\inf _{s \in\left[\tau_{0}-L u^{-2}, T\right]}\left|\dot{v}_{i}(s)\right| \leq\left|\frac{v_{i}\left(\tau-\frac{t}{u^{2}}\right)-v_{i}(\tau)}{t / u^{2}}\right| \leq \sup _{s \in\left[\tau_{0}-L u^{-2}, T\right]}\left|\dot{v}_{i}(s)\right|
$$

so using the assumption $\mathbf{B 0}$, for every $\varepsilon>0$ there exists $\tau_{0}<T$ such that

$$
-(1+\varepsilon) \dot{v}_{i}(T) \leq \frac{v_{i}\left(\tau-\frac{t}{u^{2}}\right)-v_{i}(\tau)}{t / u^{2}} \leq-(1-\varepsilon) \dot{v}_{i}(T)
$$

for all $\tau \in\left[\tau_{0}, T\right], t \in[0, L]$ and $u$ large enough. The bound above implies that for any $\varepsilon>0$, we can find $\tau_{0}<T$ such that for all $i \in I$ we have

$$
\left(\boldsymbol{\mu}_{u, \tau}(t, \boldsymbol{x})\right)_{i} \leq\left(-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}+\varepsilon\right) t-x_{i}\left(1-\varepsilon \cdot \operatorname{sgn}\left(x_{i}\right)\right),
$$

for all $t \in\left[\tau_{0}, T\right]$ and $u$ large enough, where $Q:=Q(T)=\operatorname{diag}\left(\dot{v}_{i}(T) / v_{i}(T)\right)$. In the following define $W_{u, \tau}:=\max _{i \in\{1, \ldots, d\}} \sup _{t \in[0, L]} u\left(A \hat{\boldsymbol{Z}}_{u, \tau}(t)\right)_{i}$ and see that

$$
\begin{aligned}
h_{u, \tau} & (L, \boldsymbol{x}) \\
& \leq \mathbb{P}\left\{\exists_{t \in[0, L]} \forall_{i \in I}: W_{u, \tau}+\left(-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}+\varepsilon\right) t-x_{i}\left(1-\varepsilon \cdot \operatorname{sgn}\left(x_{i}\right)\right)>0\right\} \\
& \leq \mathbb{P}\left\{\exists_{t \in[0, L]} \forall_{i \in I}: \frac{-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}+\varepsilon}{1-\varepsilon \cdot \operatorname{sgn}\left(x_{i}\right)} \cdot t>x_{i}-\frac{W_{u, \tau}}{1-\varepsilon}\right\} \\
& \leq \sum_{k=0}^{\infty} \mathbb{P}\left\{\exists_{t \in[0, L]} \forall_{i \in I}: \frac{-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}+\varepsilon}{1-\varepsilon \cdot \operatorname{sgn}\left(x_{i}\right)} \cdot t>x_{i}-\frac{W_{u, \tau}}{1-\varepsilon} ; W_{u, \tau} \in(\varepsilon k, \varepsilon(k+1)]\right\} \\
& \leq \sum_{k=0}^{\infty} \mathbb{I}\left\{\exists_{t \in[0, L]} \forall_{i \in I}: \frac{-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}+\varepsilon}{1-\varepsilon \cdot \operatorname{sgn}\left(x_{i}\right)} \cdot t>x_{i}-\frac{\varepsilon(k+1)}{1-\varepsilon}\right\} \mathbb{P}\left\{W_{u, \tau}>\varepsilon k\right\} .
\end{aligned}
$$

Furthermore, due to Corollary 4.15 and assumption BII, we have

$$
\mathbb{P}\left\{W_{u, \tau}>\varepsilon k\right\} \leq e^{-(\varepsilon k)^{2}}
$$

for all $\tau \in\left[\tau_{0}, T\right]$ and $u$ large enough. Thus,

$$
\begin{aligned}
& h_{u, \tau}(L, \boldsymbol{x}) \\
& \qquad \begin{array}{r}
\leq \sum_{k=0}^{\infty} \mathbb{I}\left\{\exists_{t \in[0, L]} \forall_{i \in I}: \frac{-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}+\varepsilon}{1-\varepsilon \cdot \operatorname{sgn}\left(x_{i}\right)} \cdot t>x_{i}-\frac{\varepsilon(k+1)}{1-\varepsilon}\right\} e^{-(\varepsilon k)^{2}} \\
:=\bar{h}(L, \boldsymbol{x})
\end{array}
\end{aligned}
$$

for all $u$ large enough. Furthermore, define

$$
\begin{gathered}
E_{k}(L):=\int_{\mathbb{R}^{|I|}} \mathbb{I}\left\{\exists_{t \in[0, L]} \forall_{i \in I}: \frac{-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}+\varepsilon}{1-\varepsilon \cdot \operatorname{sgn}\left(x_{i}\right)} \cdot t>x_{i}-\frac{\varepsilon(k+1)}{1-\varepsilon}\right\} \\
\times e^{<\boldsymbol{\lambda}_{I}(T)\left(1+\varepsilon \cdot \operatorname{sgn}\left(\boldsymbol{x}_{I}\right)\right), \boldsymbol{x}_{I}>} \mathrm{d} \boldsymbol{x}_{I} .
\end{gathered}
$$

Then

$$
\int_{\mathbb{R}^{d}} \bar{h}(L, \boldsymbol{x}) \bar{\theta}(\boldsymbol{x})=\sum_{k=0}^{\infty} E_{k}(L) e^{-(\varepsilon k)^{2}} \cdot \int_{\mathbb{R}^{|J|}} e^{\left\langle\boldsymbol{c}_{J}^{*}(T)\left(1+\varepsilon \cdot \operatorname{sgn}\left(\boldsymbol{x}_{J}\right)\right), \boldsymbol{x}_{J}\right\rangle} e^{-\frac{\eta}{2}\left\|\boldsymbol{x}_{J}\right\|^{2}} \mathrm{~d} \boldsymbol{x}_{J} .
$$

Now, the integral over $\mathbb{R}^{|J|}$ above is bounded for all $\varepsilon$ small enough because it does not depend on $\tau$ and $u$. We now focus on the sum $\sum_{k=0}^{\infty} E_{k}(L) e^{-(\varepsilon k)^{2}}$. Let $\boldsymbol{\delta}=\left(\delta_{1}, \ldots, \delta_{d}\right) \in\{-1,1\}^{|I|}$. For each $k \in \mathbb{N}$ we have

$$
\begin{aligned}
& E_{k}(L) \\
& \leq \sum_{\delta \in\{-1,1\}|I|} \int_{\mathbb{R}|I|} \mathbb{I}\left\{\exists_{t \in[0, L]} \forall_{i \in I}: \frac{-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}+\varepsilon}{1-\varepsilon \delta_{i}} \cdot t>x_{i}-\frac{\varepsilon(k+1)}{1-\varepsilon}\right\} \\
& \times e^{<\boldsymbol{\lambda}_{I}(T)\left(1+\varepsilon \delta_{i}\right), \boldsymbol{x}_{I}>} \mathrm{d} \boldsymbol{x}_{I} .
\end{aligned}
$$

After applying substitution $x_{i}:=\lambda_{i}\left(1+\varepsilon \delta_{i}\right)\left[x_{i}-\frac{\varepsilon(k+1)}{1-\varepsilon}\right]$, each term of the sum above is bounded from above by $\mathcal{C}(L ; \varepsilon, \boldsymbol{\delta}) \cdot e^{g_{i}(\varepsilon)}$, where

$$
\mathcal{C}(L ; \varepsilon, \boldsymbol{\delta}):=\frac{1}{\prod_{i \in I} \lambda_{i}\left(1+\varepsilon \delta_{i}\right)} \int_{\mathbb{R}|I|} \mathbb{I}\left\{\exists_{t \in[0, L]} \forall i \in I: f_{i}\left(\varepsilon, \delta_{i}\right) t>x_{i}\right\} e^{\sum_{i \in I} x_{i}} \mathrm{~d} \boldsymbol{x}_{I},
$$

with $f_{i}\left(\varepsilon, \delta_{i}\right)$ and $g_{i}(\varepsilon)$ defined below

$$
f_{i}\left(\varepsilon, \delta_{i}\right):=\frac{\left(-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}+\varepsilon\right) \lambda_{i}\left(1+\varepsilon \delta_{i}\right)}{1-\varepsilon \delta_{i}}, \quad g_{i}(\varepsilon):=\frac{\lambda_{i}(1+\varepsilon) \varepsilon(k+1)}{1-\varepsilon} .
$$

It is straightforward to see that $f_{i}\left(\varepsilon, \delta_{i}\right) \rightarrow f_{i}:=\left(-A \frac{\boldsymbol{v}(T)}{2 \boldsymbol{v}(T)} A^{-1} \boldsymbol{a}\right)_{i} \lambda_{i}$, as $\varepsilon \rightarrow 0$ for any $\boldsymbol{\delta}$ and similarly $g_{i}(\varepsilon) \rightarrow 0$. Therefore,

$$
\mathcal{C}(L ; \varepsilon, \boldsymbol{\delta}) \rightarrow \mathcal{C}(L), \quad \varepsilon \rightarrow 0,
$$

where

$$
\begin{align*}
\mathcal{C}(L) & :=\prod_{i \in I} \lambda_{i} \int_{\mathbb{R}|I|} \mathbb{I}\left\{\exists_{t \in[0, L]}:-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{I}-\boldsymbol{x}_{I}>\mathbf{0}_{I}\right\} e^{\sum_{i \in I} \lambda_{i} x_{i}} \mathrm{~d} \boldsymbol{x}_{I}  \tag{4.15}\\
& =\int_{\mathbb{R}^{|I|}} \mathbb{I}\left\{\exists_{t \in[0, L]} \forall_{i \in I}:-\frac{1}{2} \lambda_{i} \cdot\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}-x_{i}>0\right\} e^{\sum_{i \in I} x_{i}} \mathrm{~d} \boldsymbol{x} .
\end{align*}
$$

Now, since $\Sigma^{-1}=A^{-\top} \operatorname{diag}\left(v_{i}(T)\right) A^{-1}$ and $\boldsymbol{\lambda}=\Sigma^{-1} \tilde{a}$, then

$$
\begin{aligned}
\sum_{i \in I} \lambda_{i} \cdot\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i} & =\left\langle A Q A^{-1} \tilde{\boldsymbol{a}}, \boldsymbol{\lambda}\right\rangle=\left\langle A Q A^{-1} \tilde{\boldsymbol{a}}, \boldsymbol{\lambda}\right\rangle \\
& =\boldsymbol{\lambda}^{\top} \operatorname{diag}\left(\frac{\dot{v}_{i}(T)}{v_{i}(T)}\right) A^{\top} A^{-\top} \operatorname{diag}\left(\frac{1}{v_{i}(T)}\right) A^{-1} \tilde{\boldsymbol{a}} \\
& =-\dot{D}(T),
\end{aligned}
$$

where in the last line we used Lemma 4.8. Applying Lemma 4.12 using $\boldsymbol{f}=\left(f_{i}\right)$, $f_{i}=-\frac{1}{2} \sum_{i \in I} \lambda_{i} \cdot\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}$ and the fact that, $\sum_{i} f_{i}=\frac{1}{2} \dot{D}(T)<0$, see Lemma 4.8, we conclude that $\mathcal{C}(L) \rightarrow \mathcal{C}$, as $L \rightarrow \infty$, with $\mathcal{C}$ defined in (3.1).

Now, since $\mathcal{C}(L) \rightarrow \mathcal{C}$, then there must exist some $c_{1}>0$ such that for all $\varepsilon$ small enough and all $\boldsymbol{\delta} \in\{-1,1\}^{|I|}$, we have $\mathcal{C}(L ; \varepsilon, \boldsymbol{\delta}) \leq\left(1+c_{1}\right) 2^{d+1} \mathcal{C}$. Finally, notice that for each $\varepsilon>0$,

$$
\sum_{k=0}^{\infty} \exp \left\{\frac{\lambda_{i}(1+\varepsilon) \varepsilon(k+1)}{1-\varepsilon}\right\} e^{-(\varepsilon k)^{2}}<\infty
$$

These observations combined give us that there exists a constant $c_{2}>0$ such that

$$
\int_{\mathbb{R}^{d}} \bar{h}(L, \boldsymbol{x}) \bar{\theta}(\boldsymbol{x})<c_{2} \cdot \mathcal{C}
$$

for all $u$ large enough. This completes the proof.
In the following, for any $\tau \in(0, T], L>0$ and $u>\sqrt{L / \tau}$ let

$$
\begin{equation*}
M_{\tau}(u, L):=\mathbb{P}\left\{\exists_{t \in\left[\tau-L u^{-2}, \tau\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a}\right\} . \tag{4.16}
\end{equation*}
$$

Proof of Lemma 4.4: For any $T>0$, with $M_{T}(u, L)$ defined in (4.16), we have

$$
M_{T}(u, L)=\int_{\mathbb{R}^{d}} \mathbb{P}\left\{\exists_{t \in\left[T-L u^{-2}, T\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a} \mid \boldsymbol{X}(T)=\boldsymbol{x}\right\} \varphi_{T}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
$$

where $\varphi_{T}$ be the pdf of $\boldsymbol{X}(T)$. After applying substitution $\boldsymbol{w}_{u, T}(\boldsymbol{x})$; see (4.10) we obtain

$$
\begin{align*}
M_{T}(u, L)= & u^{-\left|I_{T}\right|} \int_{\mathbb{R}^{d}} \mathbb{P}\left\{\exists_{t \in\left[T-L u^{-2}, T\right]}: \boldsymbol{X}(t)-\boldsymbol{c} t>u \boldsymbol{a} \mid \boldsymbol{X}(T)=\boldsymbol{w}_{u, T}(\boldsymbol{x})\right\} \\
& \times \varphi\left(\boldsymbol{w}_{u, T}(\boldsymbol{x})\right) \mathrm{d} \boldsymbol{x} \\
= & u^{-\left|I_{T}\right|} \int_{\mathbb{R}^{d}} h_{u, T}(L, \boldsymbol{x}) \varphi\left(\boldsymbol{w}_{u, T}(\boldsymbol{x})\right) \mathrm{d} \boldsymbol{x} . \tag{4.17}
\end{align*}
$$

Now, let $\theta_{u, T}(\boldsymbol{x}):=\varphi_{T}\left(\boldsymbol{w}_{u, T}(\boldsymbol{x})\right) / \varphi_{T}(u \tilde{\boldsymbol{a}}(T)+\boldsymbol{c} T)$. Then

$$
\begin{aligned}
& \theta_{u, T}(\boldsymbol{x}) \\
& \quad=\exp \left\{u \tilde{\boldsymbol{a}}^{\top}(T) \Sigma^{-1}(T)(\boldsymbol{x} / \overline{\boldsymbol{u}})+T \boldsymbol{c}^{\top} \Sigma^{-1}(T)(\boldsymbol{x} / \overline{\boldsymbol{u}})-\frac{1}{2}(\boldsymbol{x} / \overline{\boldsymbol{u}})^{\top} \Sigma^{-1}(T)(\boldsymbol{x} / \overline{\boldsymbol{u}})\right\},
\end{aligned}
$$

with the three terms under the exponent exhibit the following behavior:

$$
e^{-\frac{1}{2}(\boldsymbol{x} / \overline{\boldsymbol{u}})^{\top} \Sigma^{-1}(T)(\boldsymbol{x} / \overline{\boldsymbol{u}})} \rightarrow e^{-\frac{1}{2} \boldsymbol{x}_{J}^{\top}\left(\Sigma^{-1}(T)\right)_{J J} \boldsymbol{x}_{J}}, \quad u \rightarrow \infty
$$

$$
\begin{aligned}
& e^{T \boldsymbol{c}^{\top} \Sigma^{-1}(T)(\boldsymbol{x} / \overline{\boldsymbol{u}})} \rightarrow e^{T\left\langle\left(\boldsymbol{c}^{\top} \Sigma^{-1}(T)\right)_{J}, \boldsymbol{x}_{J}\right\rangle}, \quad u \rightarrow \infty \\
& e^{\tilde{\boldsymbol{a}}^{\top}(T) \Sigma^{-1}(T)(u \boldsymbol{x} / \overline{\boldsymbol{u}})}=e^{\boldsymbol{\lambda}^{\top}(T)(u \boldsymbol{x} / \bar{u})}=e^{\left\langle\boldsymbol{\lambda}_{I}(T), \boldsymbol{x}_{I}\right\rangle} .
\end{aligned}
$$

Letting $\tilde{\boldsymbol{c}}:=T c^{\top} \Sigma^{-1}(T)$ we obtain

$$
\theta(\boldsymbol{x}):=\lim _{u \rightarrow \infty} \theta_{u}(\boldsymbol{x})=e^{\left\langle\boldsymbol{\lambda}_{I}(T), \boldsymbol{x}_{I}\right\rangle} \cdot e^{-\frac{1}{2} \boldsymbol{x}_{J}^{\top}\left(\Sigma^{-1}(T)\right)_{J J} \boldsymbol{x}_{J}} e^{\left\langle\tilde{c}_{J}, \boldsymbol{x}_{J}\right\rangle} .
$$

Let $\hat{\boldsymbol{Z}}_{u, \tau}(t)$ be defined as in (4.11). Repeating steps from the proof of Lemma 4.16, cf. Eq. (4.13) and below, we find that

$$
h_{u, T}(L, \boldsymbol{x})=\mathbb{P}\left\{\exists_{t \in[0, L]}: u A \hat{\boldsymbol{Z}}_{u, \tau}(t)+\boldsymbol{\mu}_{u, T}(t, \boldsymbol{x})>0\right\},
$$

where

$$
\begin{array}{rl}
\boldsymbol{\mu}_{u, T}(t, \boldsymbol{x})=u^{2} & A\left(R_{u, \tau}(t)-\mathcal{I}_{d}\right) A^{-1} \\
& \times(\tilde{\boldsymbol{a}}+\boldsymbol{c} \tau / u-x /(u \overline{\boldsymbol{u}}))+\boldsymbol{c t} / u+u^{2}(\tilde{\boldsymbol{a}}-\boldsymbol{a})-u \boldsymbol{x} / \overline{\boldsymbol{u}}
\end{array}
$$

with $R_{u, \tau}(t):=\operatorname{diag}\left(\rho_{i}\left(\tau-\frac{t}{u^{2}}, \tau\right) / v_{i}(\tau)\right)$. Let $U_{T}:=\left\{i \in J_{T}: \tilde{a}_{i}(T)=a_{i}\right\}$ be the subset of $J_{T}$. Repeating steps from the proof of Lemma 4.16, cf. Eq. (4.14) and below, we obtain

$$
\left(\boldsymbol{\mu}_{u, T}(t, \boldsymbol{x})\right)_{i} \rightarrow \mu(T, \boldsymbol{x}):= \begin{cases}-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{i}-x_{i}, & i \in I, \\ \operatorname{sgn}\left(-x_{i}\right) \cdot \infty, & i \in U, \\ \infty, & i \in J \backslash U\end{cases}
$$

as $u \rightarrow \infty$, where $Q:=\operatorname{diag}\left(\dot{v}_{i}(T) / v_{i}(T)\right)$. We can see that

$$
\begin{aligned}
& \mathbb{P}\left\{\exists_{t \in[0, L]} \forall_{i \in\{1, \ldots, d\}}:\left(\boldsymbol{\mu}_{u, T}(t, \boldsymbol{x})\right)_{i}>0\right\} \leq h_{u, T}(L, \boldsymbol{x}) \\
& \quad \leq \mathbb{P}\left\{\exists_{t \in[0, L]} \forall_{i \in\{1, \ldots, d\}}: \sup _{t \in[0, L]}\left(u A \hat{\boldsymbol{Z}}_{u, \tau}(t)\right)_{i}+\left(\boldsymbol{\mu}_{u, T}(t, \boldsymbol{x})\right)_{i}>0\right\} .
\end{aligned}
$$

Corollary 4.15 implies that $\sup _{t \in[0, L]}\left(u A \hat{\boldsymbol{Z}}_{u, \tau}(t)\right)_{i} \rightarrow 0$, as $u \rightarrow \infty$, so for every $\boldsymbol{x} \in \mathbb{R}$ we have

$$
\begin{aligned}
\lim _{u \rightarrow \infty} h_{u, T}(L, \boldsymbol{x}) & =\mathbb{I}\left\{\exists_{t \in[0, L]}:-\frac{1}{2}\left(A Q A^{-1} \tilde{\boldsymbol{a}}\right)_{I}-\boldsymbol{x}_{I}>\mathbf{0}_{I}\right\} \cdot \mathbb{I}\left\{\boldsymbol{x}_{U}<\mathbf{0}_{U}\right\} \\
& =: h(L, \boldsymbol{x}) .
\end{aligned}
$$

Thanks to Lemma 4.16, we may apply Lebesgue's dominated convergence theorem and obtain as $u \rightarrow \infty$

$$
\int_{\mathbb{R}^{d}} h_{u, T}(L, \boldsymbol{x}) \theta_{u, T}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \rightarrow \int_{\mathbb{R}^{d}} h(L, \boldsymbol{x}) \theta(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
$$

$$
\begin{aligned}
& =\mathcal{C}(L) \cdot \frac{1}{\prod_{i \in I} \lambda_{i}(T)} \int_{\mathbb{R}^{|J|}} e^{-\frac{1}{2}\left(\boldsymbol{x}_{J}-\tilde{\boldsymbol{c}}\right)^{\top}\left(\Sigma^{-1}(T)\right)_{J J}\left(\boldsymbol{x}_{J}-\tilde{\boldsymbol{c}}\right)} \\
& \quad \times e^{\frac{1}{2} \tilde{\boldsymbol{c}}^{\top}\left(\Sigma^{-1}(T)\right)_{J J J} \tilde{\boldsymbol{c}}_{\mathbb{I}}}{ }_{\left\{\boldsymbol{x}_{U}<\mathbf{0}_{U}\right\}} \mathrm{d} \boldsymbol{x}_{J},
\end{aligned}
$$

with $\mathcal{C}(L)$ defined in (4.15). Finally, using Lemma 4.5 yields

$$
\frac{M_{T}(u, L)}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \rightarrow \mathcal{C}(L)
$$

as $u \rightarrow \infty$. Repeating the reasoning from the proof of Lemma 4.16, we conclude that $\mathcal{C}(L) \rightarrow \mathcal{C}$, as $L \rightarrow \infty$, with $\mathcal{C}$ defined in (3.1).

Proof of Lemma 4.3: Define a sequence $\tau_{k}:=T-k L u^{-2}$ and a constant $K(u)=\left[\ln ^{2}(u)+1\right]$. Then

$$
\frac{\mathbb{P}\left\{\exists_{t \in\left[T-L u^{-2} \ln ^{2}(u), T-L u^{-2}\right]} \boldsymbol{X}(t)-\boldsymbol{c} t>\boldsymbol{a} u\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \leq \sum_{k=1}^{K(u)} \frac{M_{\tau_{k}}(u, L)}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}}
$$

with $M_{\tau}(u, L)$ defined in (4.16). Similarly to (4.17), for any $\tau>0$ we have

$$
M_{\tau}(u, L)=u^{-\left|I_{\tau}\right|} \int_{\mathbb{R}^{d}} h_{u, \tau}(L, \boldsymbol{x}) \varphi_{\tau}(\boldsymbol{w}) \mathrm{d} \boldsymbol{x}
$$

with $h_{u, \tau}$ defined as in (4.12). Let $\tau_{0}$ be as in Lemma 4.16. Then $\tau_{k} \in\left[\tau_{0}, T\right]$ for all $k \in\{1, \ldots, K(u)\}$ we may apply Lemma 4.16 and obtain

$$
M_{\tau_{k}}(u, L) \leq u^{-\left|I_{T}\right|} \varphi_{\tau_{k}}\left(u \tilde{\boldsymbol{a}}\left(\tau_{k}\right)+\boldsymbol{c} \tau_{k}\right) \cdot \int_{\mathbb{R}^{d}} H(L, \boldsymbol{x}) \mathrm{d} \boldsymbol{x}
$$

for all $u$ large enough. Furthermore, according to Lemma 4.16, there exists a constant $C_{1}$ such that $\int_{\mathbb{R}^{d}} H(L, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \leq C_{1}$ for all $u$ large enough. Moreover, according to Lemma 4.5 , there exist $C_{2}>0$, such that

$$
\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\} \geq C_{2} u^{-\left|I_{T}\right|} \varphi_{T}(\tilde{\boldsymbol{a}} u+\boldsymbol{c} T)
$$

for all $u$ large enough. We thus have

$$
\frac{\mathbb{P}\left\{\exists_{t \in\left[T-L u^{-2} \ln ^{2}(u), T-L u^{-2}\right]} \boldsymbol{X}(t)-\boldsymbol{c} t>\boldsymbol{a} u\right\}}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \leq \frac{C_{1}}{C_{2}} \sum_{k=1}^{K(u)} \frac{\varphi_{\tau_{k}}\left(u \tilde{\boldsymbol{a}}\left(\tau_{k}\right)+\boldsymbol{c} \tau_{k}\right)}{\varphi_{T}(u \tilde{\boldsymbol{a}}(T)+\boldsymbol{c} T)}
$$

Consider one of the terms in the sum above. We have

$$
\frac{\varphi_{\tau_{k}}\left(u \tilde{\boldsymbol{a}}\left(\tau_{k}\right)+\boldsymbol{c} \tau_{k}\right)}{\varphi_{T}(u \tilde{\boldsymbol{a}}(T)+\boldsymbol{c} T)}=\sqrt{\frac{|\Sigma(T)|}{\left|\Sigma\left(\tau_{k}\right)\right|}} \cdot e^{-\frac{u^{2}}{2}\left(D\left(\tau_{k}\right)-D(T)\right)} e^{-u\left\langle\boldsymbol{\lambda}\left(\tau_{k}\right)-\boldsymbol{\lambda}(T), \boldsymbol{c}\right\rangle}
$$

$$
\times e^{-\frac{1}{2} c^{\top}\left(\Sigma^{-1}\left(\tau_{k}\right)-\Sigma^{-1}(T)\right) c}
$$

Now, using the fact that $D(t)$ has a negative derivative at $t=T$ (cf. Lemma 4.8), and the fact that $\tau_{K(u)} \rightarrow T$ we know that if $u$ large enough, then $u^{2}\left(D\left(\tau_{k}\right)-\right.$ $D(T)) \geq|\dot{D}(T)| k L / 2$. Using Lipschitz continuity of $\lambda_{i}$ we also find that there exists a constant $C_{1}>0$ such that $\left|\left\langle\lambda_{i}\left(\tau_{k}\right)-\lambda_{i}(T), \boldsymbol{c}\right\rangle\right| \leq C_{1} k L$. Both these observations combined imply that there exist some constants $C_{3}, \beta>0$ such that

$$
\frac{\varphi_{\tau_{k}}\left(u \tilde{\boldsymbol{a}}\left(\tau_{k}\right)+\boldsymbol{c} \tau_{k}\right)}{\varphi_{T}(u \tilde{\boldsymbol{a}}(T)+\boldsymbol{c} T)} \leq C_{3} e^{-\beta k L}
$$

for all $u$ large enough. Finally, we have

$$
\sum_{k=1}^{K(u)} \frac{M_{\tau_{k}}(u, L)}{\mathbb{P}\{\boldsymbol{X}(T)-\boldsymbol{c} T>u \boldsymbol{a}\}} \leq \frac{C_{1} C_{3}}{C_{2}} \sum_{k=1}^{\infty} e^{-\beta k L} \leq \frac{C_{1} C_{3}}{C_{2}\left(1-e^{-\beta L}\right)} \cdot e^{-\beta L},
$$

which completes the proof.

## Chapter 5

## Uniform Bounds for Ruin Probability

## 1 Introduction and first result

Let $\boldsymbol{B}(t), t \geq 0$ be a $d$-dimensional Brownian motion with independent standard Brownian motion components and set $\boldsymbol{Z}(t)=\boldsymbol{A} \boldsymbol{B}(t), t \geq 0$ with $A$ a $d \times d$ real non-singular matrix. The recent contribution [44] derived the following remarkable inequality

$$
\begin{equation*}
1 \leq \frac{\mathbb{P}\{\exists t \in[0, T]: \boldsymbol{Z}(t) \geq \boldsymbol{b}\}}{\mathbb{P}\{\boldsymbol{Z}(T) \geq \boldsymbol{b}\}} \leq K(T), K(T)=\frac{1}{\mathbb{P}\{\boldsymbol{Z}(T) \geq \mathbf{0}\}} \tag{1.1}
\end{equation*}
$$

valid for all $\boldsymbol{b} \in \mathbb{R}^{d}, T>0$. In our notation bold symbols are column vectors with $d$ rows and all operations are meant component-wise, for instance $\boldsymbol{x} \geq \mathbf{0}$ means $x_{i} \geq 0$ for all $i \leq d$ with $\mathbf{0}=(0, \ldots, 0) \in \mathbb{R}^{d}$.
The special and crucial feature of (1.1) is that the bounds are uniform with respect to $\boldsymbol{b}$. Moreover, if at least one component of $\boldsymbol{b}$ tends to infinity, then $\mathbb{P}\{\exists t \in[0, T]: \boldsymbol{Z}(t) \geq \boldsymbol{b}\}$ can be accurately approximated (up to some constant) by the survival probability $\mathbb{P}\{\boldsymbol{Z}(T) \geq \boldsymbol{b}\}$.
Inequality (1.1) has been crucial in the context of Shepp-statistics investigated in [44]. It is also of great importance in the investigation of simultaneous ruin probabilities in vector-valued risk models (see [16, 17, 47]). Specifically, consider the multidimensional risk model

$$
\boldsymbol{R}(t, u)=\boldsymbol{a} u-\boldsymbol{X}(t), \quad \boldsymbol{X}(t)=\boldsymbol{Z}(t)-\boldsymbol{c} t
$$

[^3]for some vectors $\boldsymbol{a}, \boldsymbol{c} \in \mathbb{R}^{d}$ and $\boldsymbol{Z}(t), t \geq 0$ defined above. Typically, $\boldsymbol{R}$ models the surplus of all $d$-portfolios of an insurance company, where $a_{i} u, u>0$ plays the role of the initial capital, the component $Z_{i}$ models the accumulated claim amount up to time $t$ and $c_{i} t$ is the premium income for the $i$ th portfolio.

Given a positive integer $k \leq d$, of interest is the $k$-th simultaneous ruin probability, i.e., at least $k$ out of $d$ portfolios are ruined on a given time interval $[0, T]$ with $T$ possibly also infinite. That ruin probability can be written as

$$
\mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{Z}(t)-\boldsymbol{c} t \in u \boldsymbol{S}\right\}, \quad u>0,
$$

where

$$
\boldsymbol{S}:=\bigcup_{\substack{I \subset\{1 \ldots d\} \\|I|=k}} \boldsymbol{S}_{I}, \quad \boldsymbol{S}_{I}=\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \forall i \in I, x_{i}>a_{i}\right\}
$$

The particular case $\boldsymbol{Z}(t)=A \boldsymbol{B}(t), t \geq 0$ with $A$ a $d \times d$ non-singular matrix is of special importance for insurance risk models, see e.g., [27]. Clearly, this instance is also of great importance in statistics and probability given the central role of the $\mathbb{R}^{d}$-valued Brownian motion.
In [15] it has been shown that (1.1) can be extended for this model, i.e., for all $u>0, T>0$, and any compact set $L_{T} \subset[0, T]$, such that $T \in L_{T}$

$$
\begin{equation*}
1 \leq \frac{\mathbb{P}\left\{\exists_{t \in L_{T}}: \boldsymbol{X}(t) \in u \boldsymbol{S}\right\}}{\mathbb{P}\{\boldsymbol{X}(T) \in u \boldsymbol{S}\}} \leq K_{\boldsymbol{S}}\left(L_{T}\right), \boldsymbol{X}(t)=\boldsymbol{Z}(t)-\boldsymbol{c}(t) \tag{1.2}
\end{equation*}
$$

with $\boldsymbol{c}(t)=\boldsymbol{c} t, t \geq 0$ and some known constant $K_{\boldsymbol{S}}\left(L_{T}\right)>0$. Again the bounds are uniform with respect to $u$.
It is clear that the inequality above does not hold for an arbitrary set $\boldsymbol{S} \subset \mathbb{R}^{d}$. For example, taking $\boldsymbol{S}=\left\{\boldsymbol{x} \in \mathbb{R}^{d}: x_{1}=1\right\}$ we have that

$$
\begin{aligned}
\mathbb{P}\left\{\exists_{t \in L_{T}}: \boldsymbol{X}(t) \in u \boldsymbol{S}\right\} & =\mathbb{P}\left\{\exists_{t \in L_{T}}: X_{1}(t)>u\right\} \geq \mathbb{P}\left\{X_{1}(T)>u\right\}>0, \\
\mathbb{P}\{\boldsymbol{X}(T) \in u \boldsymbol{S}\} & =0,
\end{aligned}
$$

and (1.2) does not hold for any constant $K_{\boldsymbol{S}}\left(L_{T}\right)$.
We consider further only sets $\boldsymbol{S}$ which satisfy the following condition:
Definition 1.1 Let $\boldsymbol{X}$ and $\boldsymbol{Z}$ are as defined above. The Borel set $\boldsymbol{S} \subset \mathbb{R}^{d}$ satisfies cone condition with respect to the vector-valued process $\boldsymbol{X}$ if there exists a strictly positive function $\varepsilon_{\boldsymbol{S}}(t), t>0$ such that for any point $\boldsymbol{x} \in \boldsymbol{S}$ and any $t>0$ there exists a Borel set $\boldsymbol{V}_{\boldsymbol{x}} \subset \boldsymbol{S}$ that contains $\boldsymbol{x}$ satisfying $\boldsymbol{V}_{\boldsymbol{x}}-\boldsymbol{x} \subset c\left(\boldsymbol{V}_{\boldsymbol{x}}-\boldsymbol{x}\right)$ for all $c>1$ and $\mathbb{P}\left\{\boldsymbol{Z}(t) \in \boldsymbol{V}_{x}-\boldsymbol{x}\right\} \geq \varepsilon_{\boldsymbol{S}}(t)$.

It is of interest to consider a general trend function in (1.2). We consider below a large class of trend functions which is tractable if $\boldsymbol{Z}$ has self-similar coordinates with index $\alpha>0$. This is in particular the case when $\boldsymbol{Z}=\boldsymbol{A} \boldsymbol{B}$.

Definition 1.2 A vector-valued measurable function $\boldsymbol{c}:[0,+\infty) \rightarrow \mathbb{R}^{d}$ belongs to $R V_{t_{0}}(\alpha)$ for some $\alpha>0$ and $t_{0} \in[0, T]$ if for some $M>0$, all $i \in\{1 \ldots d\}$ and all $t \in[0, T]$

$$
\left|c_{i}(t)-c_{i}\left(t_{0}\right)\right| \leq M\left|t-t_{0}\right|^{\alpha} .
$$

We state next our first result. Below $\boldsymbol{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ growing means that for any $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{d}$ such that for all $i \in\{1, \ldots, d\} x_{i} \geq y_{i}$ we have that for all $i \in\{1, \ldots, d\}$ $F_{i}(\boldsymbol{x}) \geq F_{i}(\boldsymbol{y})$.
Theorem 1.3 If $\boldsymbol{S} \subset \mathbb{R}^{d}$ satisfies the cone condition with respect to the process $\boldsymbol{Z}=A \boldsymbol{B}$ such that $\mathbf{0} \notin \boldsymbol{S}$ and $\boldsymbol{c} \in R V_{T}(1 / 2)$, then for all constants $T>0, u>1$ the inequality (1.2) holds and

$$
K\left(L_{T}\right)=\frac{2^{d / 2}}{\mathfrak{C}\left(L_{T}\right) \varepsilon_{S}(T)}, \quad \mathfrak{C}\left(L_{T}\right)=\inf _{t \in L_{T} \backslash\{T\}} e^{-T\left(\frac{c(T)-c(t)}{\sqrt{T-t}}\right)^{\top} \Sigma^{-1}\left(\frac{c(T)-c(t)}{\sqrt{T-t}}\right)}>0,
$$

where $\Sigma$ is the covariance function of $\boldsymbol{Z}(T)$. In particular, for any growing function $\boldsymbol{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ we have

$$
\mathbb{P}\left\{\exists_{t \in L_{T}}: \boldsymbol{F}(\boldsymbol{Z}(t)-\boldsymbol{c}(t))>u \boldsymbol{a}\right\} \leq C_{T} \mathbb{P}\{\boldsymbol{F}(\boldsymbol{Z}(T)-\boldsymbol{c}(T))>u \boldsymbol{a}\}
$$

for all $\boldsymbol{a} \in \mathbb{R}^{d} \backslash(-\infty, 0]^{d}, u>1$ and some constant $C_{T}$ which does not depend on $u$.

If $\boldsymbol{Z}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{d}$ is a given separable random field, it is of interest to determine conditions such that (1.2) can be extended to

$$
\begin{equation*}
1 \leq \frac{\mathbb{P}\left\{\exists_{\boldsymbol{t} \in L_{\boldsymbol{T}}}: \boldsymbol{Z}(\boldsymbol{t})-\boldsymbol{c}(\boldsymbol{t}) \in u \boldsymbol{S}\right\}}{\mathbb{P}\{\boldsymbol{Z}(\boldsymbol{T})-\boldsymbol{c}(\boldsymbol{T}) \in u \boldsymbol{S}\}} \leq K_{\boldsymbol{S}}\left(L_{\boldsymbol{T}}\right), \tag{1.3}
\end{equation*}
$$

where $L_{\boldsymbol{T}} \subset\left[0, T_{1}\right] \times \ldots \times\left[0, T_{n}\right]$ is compact, $\boldsymbol{T} \in L_{\boldsymbol{T}}$ and $\boldsymbol{T}=\left(T_{1}, \ldots, T_{n}\right)$ has positive components. For the case $\boldsymbol{Z}(\boldsymbol{t})=\sum_{i=1}^{n} \boldsymbol{Z}_{i}\left(t_{i}\right)$, where $\boldsymbol{Z}_{i}$ are independent copies of $\boldsymbol{Z}$, and $\boldsymbol{c}(\boldsymbol{t})=0$ the result (1.3) was shown in [44][Thm 1.1] for some special set $\boldsymbol{S}$. For more general set $\boldsymbol{S}$ we can show the following result:

Theorem 1.4 If $\boldsymbol{S} \subset \mathbb{R}^{d}$ satisfies the cone condition with respect to the process $\boldsymbol{Z}(\boldsymbol{t}), \mathbf{0} \notin \boldsymbol{S}$ and all $\boldsymbol{c}_{i} \in R V_{T}(1 / 2)$, then for any $T_{1}, \ldots, T_{n}>0, u>1$ the inequality (1.3) holds with $\boldsymbol{Z}(\boldsymbol{t})=\sum_{k=1}^{n} \boldsymbol{Z}_{k}\left(t_{k}\right)$ and $\boldsymbol{c}(\boldsymbol{t})=\sum_{k=1}^{n} \boldsymbol{c}_{k}\left(t_{k}\right)$ and

$$
\begin{aligned}
K_{\boldsymbol{S}}\left(L_{\boldsymbol{T}}\right) & =\prod_{k=1}^{n} \frac{2^{d / 2}}{\mathfrak{C}_{k}\left(T_{k}\right) \varepsilon_{\boldsymbol{S}}\left(T_{k}\right)}, \\
\mathfrak{C}_{k}\left(T_{k}\right) & =\inf _{t \in\left[0, T_{k}\right)} e^{-T_{k}\left(\frac{c_{k}\left(T_{k}\right)-c_{k}(t)}{\sqrt{T_{k}-t}}\right)^{\top} \Sigma^{-1}\left(T_{k}\right)\left(\frac{c_{k}\left(T_{k}\right)-c_{k}(t)}{\sqrt{T_{k}-t}}\right)}>0,
\end{aligned}
$$

where $\varepsilon_{S}$ is any function satisfies the claims of Definition 1.1.

## 2 Discussion

In this section, as in Introduction, we consider

$$
\boldsymbol{Z}(t)=A \boldsymbol{B}(t), \quad t \geq 0,
$$

with $A$ non-singular and $\boldsymbol{B}$ a $d$-dimensional Brownian motion with independent components. We are investigating the generalisation of the upper bound (1.2).

### 2.1 Order statistics

The classical multidimensional Brownian motion risk model (see [27]) is formulated in terms of risk process $\boldsymbol{R}$ specified by

$$
\boldsymbol{R}(t, u)=\boldsymbol{a} u-\boldsymbol{Z}(t)+\boldsymbol{c} t
$$

for some vectors $\boldsymbol{a}, \boldsymbol{c} \in \mathbb{R}^{d}$. We are interested in the finite-time simultaneous ruin probability for $k$ out of $d$ portfolios, i.e., probability that at least $k$ portfolios are ruined. In other words, we are investigating the probability

$$
\mathbb{P}\left\{\exists_{t \in[0, T]}, \exists_{\mathcal{I} \subset\{1, \ldots, d\}}:|\mathcal{I}|=k, \forall i \in \mathcal{I} Z_{i}(t)-c_{i} t>a_{i} u\right\} .
$$

The probability above can be represented as follows

$$
\mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{Z}(t)-\boldsymbol{c} t \in \boldsymbol{S}_{u}\right\}, \quad u>0,
$$

where

$$
\boldsymbol{S}_{u}:=\bigcup_{\substack{I \subset\{1 \ldots d\} \\|I|=k}} \boldsymbol{S}_{I, u}, \quad \boldsymbol{S}_{I, u}=\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \forall i \in I x_{i}>a_{i} u\right\} .
$$

Asymptotics of such probability was already investigated in [15]. Now we want to show a uniform bound. It is clear that all sets $\boldsymbol{S}_{I, u}$ satisfy the cone condition with respect to the process $\boldsymbol{Z}(t)$. Thus, $\boldsymbol{S}_{u}$ also satisfies the cone condition with respect to the process $\boldsymbol{Z}(t)$, hence we can use Theorem 1.3 and write for some positive constant $C$

$$
\mathbb{P}\left\{\boldsymbol{Z}(T)-\boldsymbol{c} T \in \boldsymbol{S}_{u}\right\} \leq \mathbb{P}\left\{\exists_{t \in[0, T]}: \boldsymbol{Z}(t)-\boldsymbol{c} t \in \boldsymbol{S}_{u}\right\} \leq C \mathbb{P}\left\{\boldsymbol{Z}(T)-\boldsymbol{c} T \in \boldsymbol{S}_{u}\right\}
$$

### 2.2 Fractional Brownian motion

Consider next the risk model $d=1$ driven by the one-dimensional fractional Brownian motion $B_{H}(t)$ for $t>0$, i.e., the risk process is

$$
R(u, t)=u-B_{H}(t)+c t, t>0 .
$$

We are interested in the calculation of the finite-time ruin probability for given $T>0$. The inequalities below have already been shown in [17]. We show now the way to obtain them using the general theorem presented above. Using Slepian inequality, we can write for $H>\frac{1}{2}$

$$
\begin{aligned}
\mathbb{P}\left\{\exists_{t \in[0, T]} R(u, t)<0\right\} & \leq \mathbb{P}\left\{\exists_{t \in[0, T]} B_{1 / 2}\left(t^{2 H}\right)-c t>u\right\} \\
& =\mathbb{P}\left\{\exists_{t \in\left[0, T^{2 H}\right]} B_{1 / 2}(t)-c t^{1 / 2 H}>u\right\} \\
& =\mathbb{P}\left\{\exists_{t \in[0,1]} B_{1 / 2}\left(T^{2 H} t\right)-c T t^{1 / 2 H}>u\right\} \\
& =\mathbb{P}\left\{\exists_{t \in[0,1]} B_{1 / 2}(t)-c T^{1-H} t^{1 / 2 H}>u / T^{H}\right\} .
\end{aligned}
$$

Since $c T^{1-H} t^{1 / 2 H} \in R V_{1}(1 / 2)$, using Theorem 1.3, for some positive constant $C$ we can write

$$
\begin{aligned}
\mathbb{P}\left\{\exists_{t \in[0,1]} B_{1 / 2}(t)-c T^{1-H} t^{1 / 2 H}>u / T^{H}\right\} & \leq C \mathbb{P}\left\{B_{1 / 2}(1)-c T^{1-H}>u / T^{H}\right\} \\
& =C \mathbb{P}\left\{B_{1 / 2}\left(T^{2 H}\right)-c T>u\right\} \\
& =C \mathbb{P}\{R(u, T)<0\}
\end{aligned}
$$

The above can be extended considering the convolution of $n$ independent onedimensional fractional Brownian motions $B_{i}^{H_{i}}(t)$, for $t>0, i \leq n$. Let $H_{i}>1 / 2$ and define the risk processes

$$
R_{i}(u, t)=u / n-B_{i}^{H_{i}}(t)+c_{i} t, i \leq n
$$

Consider the convolution of processes $R_{i}(u, t)$. Using Slepian inequality, as all $H_{i}>\frac{1}{2}$ we can write

$$
\begin{aligned}
\mathbb{P}\left\{\exists \exists_{t \in \prod_{i=1}^{n}\left[0, T_{i}\right]} \sum_{i=1}^{n} R_{i}\left(u, t_{i}\right)<0\right\} & \leq \mathbb{P}\left\{\exists \exists_{t \in \prod_{i=1}^{n}\left[0, T_{i}\right]} \sum_{i=1}^{n} B_{i}\left(t^{2 H_{i}}\right)-c_{i} t_{i}>u\right\} \\
& =\mathbb{P}\left\{\exists \exists_{t \in \prod_{i=1}^{n}\left[0, T_{i}^{\left.2 H_{i}\right]}\right.} \sum_{i=1}^{n} B_{i}(t)-c_{i} t_{i}^{1 / 2 H_{i}}>u\right\}
\end{aligned}
$$

Here $B_{i}$ stands for an independent copy of Brownian motion. As it is clear that $c_{i} t^{1 / 2 H_{i}} \in R V_{T_{i}}(1 / 2,1)$, using Theorem 1.4, for some positive constant $C$ we can write

$$
\mathbb{P}\left\{\exists_{t \in \prod_{i=1}^{n}\left[0, T_{i}^{2 H}\right]} \sum_{i=1}^{n} B_{i}(t)-c_{i} t_{i}^{1 / 2 H_{i}}>u\right\} \leq C \mathbb{P}\left\{\sum_{i=1}^{n} B_{i}\left(T_{i}^{2 H_{i}}\right)-c_{i} T_{i}>u\right\}
$$

$$
\begin{aligned}
& =C \mathbb{P}\left\{\sum_{i=1}^{n} B_{i}^{H_{i}}\left(T_{i}\right)-c_{i} T_{i}>u\right\} \\
& =C \mathbb{P}\left\{\sum_{i=1}^{n} R_{i}\left(u, T_{i}\right)<0\right\} .
\end{aligned}
$$

The same approach may be applied for a different Gaussian process with convex variance.

## 3 Vector-valued time-transform

Finally, we discuss some extensions of (1.2) under different time transformations. We use the notations from Section 2 and define the following time transform. Let $\boldsymbol{f}(t):[0,+\infty) \in \mathbb{R}^{d}$ be a growing vector-valued function, and define

$$
\boldsymbol{Z}(\boldsymbol{f}(t))=\left(Z_{1}\left(f_{1}(t)\right), \ldots, Z_{d}\left(f_{d}(t)\right)\right)^{\top} .
$$

Hence $\boldsymbol{f}(t)$ can be considered as a generalised transformation of time.
Theorem 3.1 Let $\boldsymbol{c}(t), \boldsymbol{f}(t):[0, T] \rightarrow \mathbb{R}^{d}$. Suppose that all $f_{i}(t)$ are continuous, strictly growing and for all $i \in\{1, \ldots, d\}$ we have $f_{i}(0)=0$ and function $\delta_{i}(t)=\frac{f_{i}(T)-f_{i}(t)}{f_{1}(T)-f_{1}(t)}$ has a positive finite limit as $t \rightarrow T$. Let also $\left|c_{i}(T)-c_{i}(t)\right|<$ $M \sqrt{f_{1}(T)-f_{1}(t)}$ for all $t \in[0, T]$, all $i \in\{1, \ldots, d\}$, some $M>0$, and $\boldsymbol{S}$ satisfies the cone condition with respect to the process $\boldsymbol{Z}(\boldsymbol{t})$. If $\mathbf{0} \notin \boldsymbol{S}$, then for all constants $T>0, u>1$ the inequality (1.2) holds with $\boldsymbol{X}(t)=\boldsymbol{Z}(\boldsymbol{f}(t))$ and

$$
\begin{aligned}
K^{*}\left(L_{T}\right) & =\frac{\left(2 f_{1}(T)\right)^{d / 2}}{\mathfrak{C}\left(L_{T}\right) \bar{\varepsilon}_{S}} \\
\mathfrak{C}\left(L_{T}\right) & =\min _{t \in L_{T}} e^{-\left(\frac{c\left(T_{k}\right)-c(t)}{\sqrt{f_{1}(T)-f_{1}(t)}}\right)^{\top} \Sigma^{-1}(\boldsymbol{\delta}(t))\left(\frac{c\left(T_{k}\right)-c(t)}{\sqrt{f_{1}(T)-f_{1}(t)}}\right)}>0
\end{aligned}
$$

and

$$
\bar{\varepsilon}_{\boldsymbol{S}}=\left(\begin{array}{c}
\inf _{\substack{i \in\{1, \ldots, d\} \\
t \in L_{T}}}^{\sup _{i}(t)} \delta_{i}(t) \\
i \in\{1, \ldots, d\} \\
t \in L_{T}
\end{array}\right)^{d / 2} \varepsilon_{\boldsymbol{S}}\left(\inf _{\substack{i \in\{1, \ldots, d\} \\
t \in L_{T}}} \delta_{i}(t)\right)>0
$$

Remark 3.2 The function $\boldsymbol{f}(t)$ in Theorem 3.1 may also be an almost surely growing stochastic process, independent of $\boldsymbol{Z}(t)$, satisfying the following conditions:

$$
\max _{i \in\{1, \ldots, d\}} f_{i}(T)<F,
$$

$$
\begin{aligned}
& \max _{i \in\{1, \ldots, d\}} \sup _{t \in L_{T} \backslash\{T\}}\left|\frac{c_{i}\left(T_{k}\right)-c_{i}(t)}{\sqrt{f_{1}(T)-f_{1}(t)}}\right|<M, \\
& \delta<\inf _{\substack{i \in\{1, \ldots, d\} \\
t \in L_{T}}} \delta_{i}(t) \leq \sup _{\substack{i \in\{1, \ldots, d\} \\
t \in L_{T}}} \delta_{i}(t)<\Delta,
\end{aligned}
$$

almost surely with some positive constants $F, M, \delta, \Delta$. In this case the inequality (1.2) holds with

$$
K^{*}\left(L_{T}\right)=\frac{(2 F)^{d / 2}}{\mathfrak{C}\left(L_{T}\right) \bar{\varepsilon}_{S}}, \quad \mathfrak{C}\left(L_{T}\right)=\min _{\substack{\boldsymbol{x} \in[-M, M]^{d} \\ \boldsymbol{t} \in[\delta, \Delta]^{d}}} e^{-\boldsymbol{x}^{\top} \Sigma^{-1}(\boldsymbol{t}) \boldsymbol{x}}>0,
$$

and

$$
\bar{\varepsilon}_{S}=\left(\frac{\delta}{\Delta}\right)^{d / 2} \varepsilon_{\boldsymbol{S}}(\delta)>0
$$

We illustrate the above findings considering again $d$ independent one-dimensional fractional Brownian motions $B_{H_{i}}(t), t>0$ with Hurst parameters $H_{i}>\frac{1}{2}, i \leq d$. Define $d$ ruin portfolios

$$
R_{i}(u, t)=u-B_{H_{i}}(t)+c_{i} t .
$$

We are interested in probability that all of them will be simultaneously ruined in $[0, T]$.
Using Gordon inequality (see [1, page 55]), we obtain

$$
\mathbb{P}\left\{\exists_{t \in[0, T]} \forall_{i \in\{1, \ldots, d\}} R_{i}(u, t)<0\right\} \leq \mathbb{P}\left\{\exists_{t \in[0, T]} \forall_{i \in\{1, \ldots, d\}} B_{i}\left(t^{2 H_{i}}\right)-c_{i} t>u\right\}
$$

where $B_{i}(t)$ are intependent Brownian motions. Since

$$
\lim _{t \rightarrow T} \frac{T^{2 H_{i}}-t^{2 H_{i}}}{T^{2 H_{1}}-t^{2 H_{1}}}=\frac{2 H_{i}}{2 H_{1}} \frac{T^{2 H_{i}-1}}{T^{2 H_{1}-1}}>0
$$

using Theorem 3.1, for some positive constant $C$, which does not depend on $u$ we can write

$$
\begin{aligned}
\mathbb{P}\left\{\exists_{t \in[0, T]} \forall_{i \in\{1, \ldots, d\}} B_{i}\left(t^{2 H_{i}}\right)-c_{i} t>u\right\} & \leq C \mathbb{P}\left\{\forall_{i \in\{1, \ldots, d\}} B_{i}\left(T^{2 H_{i}}\right)-c_{i} T>u\right\} \\
& =C \mathbb{P}\left\{\forall_{i \in\{1, \ldots, d\}} B_{H_{i}}(T)-c T>u\right\} \\
& =C \mathbb{P}\left\{\forall_{i \in\{1, \ldots, d\}} R_{i}(u, T)<0\right\} .
\end{aligned}
$$

## 4 Proofs

Let us note the following property of the function $\varepsilon_{\boldsymbol{S}}(t)$.
Lemma 4.1 If set $\boldsymbol{S}$ satisfies the cone condition with respect to the process $\boldsymbol{Z}(t)$ with some function $\varepsilon_{\boldsymbol{S}}(t)$, then for any constant $u>1$ set $u \boldsymbol{S}$ also satisfies the cone condition with respect to the process $\boldsymbol{Z}(t)$, and for any function $\varepsilon_{\boldsymbol{S}}(t)$ exists a function $\varepsilon_{u \boldsymbol{S}}(t)$ such that

$$
\varepsilon_{u \boldsymbol{S}}(t) \geq \varepsilon_{\boldsymbol{S}}(t)
$$

Proof of Lemma 4.1: Fix some $\boldsymbol{x} \in u \boldsymbol{S}$. Then we know that $\boldsymbol{y}=\boldsymbol{x} / u \in \boldsymbol{S}$. As $\boldsymbol{S}$ satisfies the cone condition with respect to the process $\boldsymbol{Z}(t)$, there exists some cone $V_{\boldsymbol{y}} \subset \boldsymbol{S}$ with vertex $\boldsymbol{y}$ such that $\mathbb{P}\left\{\boldsymbol{Z}(t) \in V_{\boldsymbol{y}}-\boldsymbol{y}\right\} \geq \varepsilon_{\boldsymbol{S}}(t)$. Hence, $u V_{\boldsymbol{y}} \subset u \boldsymbol{S}$. Note that using the properties of cone

$$
u V_{\boldsymbol{y}}=u\left(\boldsymbol{y}+\left(V_{\boldsymbol{y}}-\boldsymbol{y}\right)\right)=\boldsymbol{x}+u\left(V_{\boldsymbol{y}}-\boldsymbol{y}\right) \supset \boldsymbol{x}+\left(V_{\boldsymbol{y}}-\boldsymbol{y}\right)
$$

Hence, $\boldsymbol{x}+\left(V_{\boldsymbol{y}}-\boldsymbol{y}\right) \subset u \boldsymbol{S}$ is some cone with vertex $\boldsymbol{x}$, and

$$
\mathbb{P}\left\{\boldsymbol{Z}(t) \in u V_{\boldsymbol{y}}-\boldsymbol{x}\right\} \geq \mathbb{P}\left\{\boldsymbol{Z}(t) \in V_{\boldsymbol{y}}-\boldsymbol{y}\right\} \geq \varepsilon_{\boldsymbol{S}}(t)
$$

Proof of Theorem 1.3: Consider the first inequality. Define the following stopping moment

$$
\tau=\inf \left\{t \in L_{T}: \boldsymbol{Z}(t)-\boldsymbol{c}(t) \in u \boldsymbol{S}\right\}
$$

According to the strong Markov property

$$
\begin{aligned}
& \mathbb{P}\{\boldsymbol{Z}(T)-\boldsymbol{c}(T) \in u \boldsymbol{S}\} \\
& =\int_{L_{T}} \mathbb{P}\{\tau \in \mathrm{~d} t\} \int_{u \boldsymbol{S}} \mathbb{P}\{\boldsymbol{Z}(t)-\boldsymbol{c}(t) \in \mathrm{d} \boldsymbol{x} \mid \tau=t\} \\
& \times \mathbb{P}\{\boldsymbol{Z}(T)-\boldsymbol{c}(T) \in u \boldsymbol{S} \mid \boldsymbol{Z}(t)-\boldsymbol{c}(t)=\boldsymbol{x}\} .
\end{aligned}
$$

Using Lemma 4.1, $\boldsymbol{u} S$ satisfies the cone condition with respect to the process $\boldsymbol{Z}(t)$. Hence for all $\boldsymbol{x} \in u \boldsymbol{S}, t \in L_{T}$

$$
\begin{aligned}
& \mathbb{P}\{\boldsymbol{Z}(T)-\boldsymbol{c}(T) \in u \boldsymbol{S} \mid \boldsymbol{Z}(t)-\boldsymbol{c}(t)=\boldsymbol{x}\} \\
& \geq \mathbb{P}\left\{\boldsymbol{Z}(T)-\boldsymbol{c}(T) \in \boldsymbol{V}_{\boldsymbol{x}} \mid \boldsymbol{Z}(t)-\boldsymbol{c}(t)=\boldsymbol{x}\right\} \\
&=\mathbb{P}\left\{\boldsymbol{Z}(T-t)-(\boldsymbol{c}(T)-\boldsymbol{c}(t)) \in \boldsymbol{V}_{\boldsymbol{x}}-\boldsymbol{x}\right\} \\
&=\mathbb{P}\left\{\boldsymbol{Z}(1)-(\boldsymbol{c}(T)-\boldsymbol{c}(t)) / \sqrt{T-t} \in\left(\boldsymbol{V}_{\boldsymbol{x}}-\boldsymbol{x}\right) / \sqrt{T-t}\right\} \\
& \geq \mathbb{P}\left\{\sqrt{T} \boldsymbol{Z}(1) \in \boldsymbol{V}_{\boldsymbol{x}}-\boldsymbol{x}+\sqrt{T}(\boldsymbol{c}(T)-\boldsymbol{c}(t)) / \sqrt{T-t}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\mathbb{P}\left\{\boldsymbol{Z}(T) \in \boldsymbol{V}_{\boldsymbol{x}}-\boldsymbol{x}+\sqrt{T}(\boldsymbol{c}(T)-\boldsymbol{c}(t)) / \sqrt{T-t}\right\} \\
& =\int_{\boldsymbol{V}_{\boldsymbol{x}}-\boldsymbol{x}} \frac{1}{(2 \pi)^{\frac{d}{2}} \sqrt{|\Sigma|}} e^{-\frac{1}{2}\left(\tilde{\boldsymbol{x}}+\sqrt{T} \frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{T-t}}\right)^{\top} \Sigma^{-1}\left(\tilde{\boldsymbol{x}}+\sqrt{T} \frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{T-t}}\right)} \mathrm{d} \tilde{\boldsymbol{x}} \\
& \geq \int_{\boldsymbol{V}_{\boldsymbol{x}}-\boldsymbol{x}} \frac{1}{(2 \pi)^{\frac{d}{2}} \sqrt{|\Sigma|}} e^{-T\left(\frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{T-t}}\right)^{\top} \Sigma^{-1}\left(\frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{T-t}}\right)} e^{-\frac{1}{2}(\sqrt{2} \tilde{\boldsymbol{x}})^{\top} \Sigma^{-1}(\sqrt{2} \tilde{\boldsymbol{x}})} \mathrm{d} \tilde{\boldsymbol{x}} \\
& =e^{-T\left(\frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{T-t}}\right)^{\top} \Sigma^{-1}\left(\frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{T-t}}\right) \mathbb{P}\left\{\boldsymbol{Z}(T) \in \sqrt{2}\left(\boldsymbol{V}_{\boldsymbol{x}}-\boldsymbol{x}\right)\right\}} 2^{d / 2} \\
& \geq \frac{1}{2^{d / 2}} e^{-T\left(\frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{T-t})^{\top} \Sigma^{-1}\left(\frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{T-t}}\right)} \mathbb{P}\left\{\boldsymbol{Z}(T) \in \boldsymbol{V}_{\boldsymbol{x}}-\boldsymbol{x}\right\}\right.} \\
& \geq \frac{\mathfrak{C} \varepsilon_{u \boldsymbol{S}}}{2^{d / 2}} \geq \frac{\mathfrak{C} \varepsilon_{\boldsymbol{S}}}{2^{d / 2}},
\end{aligned}
$$

where $\boldsymbol{V}_{\boldsymbol{x}}$ is the cone from Definition 1.1. As the right part does not depend on $\boldsymbol{x}$ and $t$, we can write

$$
\begin{aligned}
& \mathbb{P}\{\boldsymbol{Z}(T)-\boldsymbol{c}(T) \in u \boldsymbol{S}\} \geq \frac{\mathfrak{C} \varepsilon_{\boldsymbol{S}}}{2^{d / 2}} \int_{L_{T}} \mathbb{P}\{\tau \\
&\quad \times \mathrm{d} t\} \\
& \times \int_{u \boldsymbol{S}} \mathbb{P}\{\boldsymbol{Z}(t)-\boldsymbol{c}(t) \in \mathrm{d} \boldsymbol{x} \mid \tau=t\} \\
&= \frac{\mathfrak{C} \varepsilon_{\boldsymbol{S}}}{2^{d / 2}} \mathbb{P}\left\{\exists_{t \in L_{T}} \boldsymbol{Z}(t)-\boldsymbol{c}(t) \in u \boldsymbol{S}\right\},
\end{aligned}
$$

hence, the first inequality holds. Consider the second one. Define a set

$$
\boldsymbol{a}^{+}=\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \boldsymbol{x} \geq \boldsymbol{a}\right\}
$$

and

$$
\boldsymbol{S}_{u}=\frac{1}{u} \boldsymbol{F}^{-1}\left(u \boldsymbol{a}^{+}\right) .
$$

Set $\boldsymbol{S}_{u}$ satisfies the cone condition with respect to the process $\boldsymbol{Z}(t)$ for $V_{\boldsymbol{x}}=\boldsymbol{x}^{+}$, as for any $\boldsymbol{y} \geq \boldsymbol{x} \in \boldsymbol{S}_{u}$

$$
\boldsymbol{F}(u \boldsymbol{y}) \geq \boldsymbol{F}(u \boldsymbol{x}) \geq u \boldsymbol{a}^{+},
$$

hence $\boldsymbol{y} \in \boldsymbol{S}_{u}$ and

$$
\varepsilon_{\boldsymbol{S}_{u}}(t)=\mathbb{P}\left\{\boldsymbol{X}(t) \in \boldsymbol{x}^{+}-\boldsymbol{x}\right\}=\mathbb{P}\left\{\boldsymbol{X}(t) \in[0,+\infty)^{d}\right\}
$$

does not depend on $u$. Applying the result above for the set $S_{u}$ we obtain

$$
\mathbb{P}\left\{\exists_{t \in L_{T}}: \boldsymbol{X}(t) \in u \boldsymbol{S}_{u}\right\} \leq \frac{2^{d / 2} \mathbb{P}\{\boldsymbol{X}(T) \in u \boldsymbol{S}\}}{\mathfrak{C}\left(L_{T}\right) \varepsilon_{\boldsymbol{S}_{u}}(T)}=\frac{2^{d / 2} \mathbb{P}\left\{\boldsymbol{X}(T) \in u \boldsymbol{S}_{u}\right\}}{\mathfrak{C}\left(L_{T}\right) \mathbb{P}\left\{\boldsymbol{X}(T) \in[0,+\infty)^{d}\right\}} .
$$

As the event $\left\{\boldsymbol{X}(t) \in u \boldsymbol{S}_{u}\right\}$ is equal to the event $\{\boldsymbol{F}(\boldsymbol{X}(t)-\boldsymbol{c}(t))>u \boldsymbol{a}\}$, this completes the proof.

Proof of Theorem 1.4: Define

$$
\varphi_{\boldsymbol{c}_{1}, \ldots, \boldsymbol{c}_{n}}(\boldsymbol{S}, \mathbb{T})=\mathbb{P}\left\{\exists_{\boldsymbol{t} \in \mathbb{T}}: \sum_{i=1}^{n}\left(\boldsymbol{Z}_{i}\left(t_{i}\right)-\boldsymbol{c}_{i}\left(t_{i}\right)\right) \in \boldsymbol{S}\right\}
$$

and

$$
\psi_{k}(\boldsymbol{S}):=\mathbb{P}\left\{\exists_{\boldsymbol{t} \in \mathbb{T}_{k}}: \sum_{i=1}^{k}\left(\boldsymbol{Z}_{i}\left(t_{i}\right)-\boldsymbol{c}_{i}\left(t_{i}\right)\right)+\sum_{i=k+1}^{n}\left(\boldsymbol{Z}_{i}\left(T_{i}\right)-\boldsymbol{c}_{i}\left(T_{i}\right)\right) \in \boldsymbol{S}\right\},
$$

where $\mathbb{T}_{k}=\left[0, T_{1}\right] \times \ldots \times\left[0, T_{k}\right]$. As in the previous section we are going to prove that the inequality

$$
\psi_{k}(u \boldsymbol{S}) \leq \frac{2^{d / 2} \psi_{k-1}(u \boldsymbol{S})}{\varepsilon_{\boldsymbol{S}}\left(T_{k}\right) \mathfrak{C}_{k}}
$$

takes place for any $k \in\{1, \ldots, n\}$. We can fix the trajectories of processes $\boldsymbol{Z}_{i}(t)$ called $\boldsymbol{x}_{i}(t)$, fix random vectors $\boldsymbol{Z}_{i}\left(T_{i}\right)$ called $\boldsymbol{x}_{i}$, and define the process

$$
\boldsymbol{Z}^{* k}\left(t, \boldsymbol{t}^{k}\right)=\boldsymbol{Z}_{k}(t)-\boldsymbol{c}_{k}(t)+\sum_{i=1}^{k-1}\left(\boldsymbol{x}_{i}\left(t_{i}\right)-\boldsymbol{c}_{i}\left(t_{i}\right)\right)+\sum_{i=k+1}^{n}\left(\boldsymbol{x}_{i}-\boldsymbol{c}_{i}\left(T_{i}\right)\right),
$$

where $\boldsymbol{t}^{k}=\left(t_{1}, \ldots, t_{k-1}\right) \in \mathbb{T}_{k-1}$.
As $\boldsymbol{Z}_{i}$ are independent processes, it is enough to show that for every set of trajectories $\boldsymbol{x}_{i}(t)$ and points $\boldsymbol{x}_{j}$, the inequality

$$
\psi^{*}(u \boldsymbol{S}) \leq \frac{2^{d / 2} \nu(u \boldsymbol{S})}{\varepsilon_{\boldsymbol{S}}\left(T_{k}\right) \mathfrak{C}_{k}}
$$

takes place, where

$$
\begin{aligned}
\psi^{*}(\boldsymbol{S}) & =\mathbb{P}\left\{\exists_{t \in\left[0, T_{k}\right]}: \boldsymbol{Z}^{* k}\left(t, \boldsymbol{t}^{k}\right) \in \boldsymbol{S} \text { for some } \boldsymbol{t}^{k} \in \mathbb{T}_{k-1}\right\}, \\
\nu(\boldsymbol{S}) & =\mathbb{P}\left\{\boldsymbol{Z}^{* k}\left(T_{k}, \boldsymbol{t}^{k}\right) \in \boldsymbol{S} \text { for some } \boldsymbol{t}^{k} \in \mathbb{T}_{k-1}\right\} .
\end{aligned}
$$

Define the following stopping moment:

$$
\tau_{k}=\inf \left\{t: \boldsymbol{Z}^{* k}\left(t, \boldsymbol{t}^{k}\right) \in u \boldsymbol{S} \text { for some } \boldsymbol{t}^{k} \in \mathbb{T}^{k}\right\}
$$

in case such set is not empty. Otherwise we put $\tau=\infty$. Define further a random vector

$$
\tilde{\boldsymbol{x}}_{k}= \begin{cases}\boldsymbol{x}^{*}, & \tau_{k} \leq T_{k}, \\ \mathbf{0}, & \text { otherwise }\end{cases}
$$

where $\boldsymbol{x}^{*}$ is any point from the following set:

$$
\bigcup_{\boldsymbol{t}^{k} \in \mathbb{T}^{k}}\left\{\boldsymbol{Z}^{* k}\left(\tau_{k}, \boldsymbol{t}^{k}\right)\right\} \bigcap u \boldsymbol{S}
$$

Using the total probability formula we obtain

$$
\begin{aligned}
& \nu(u \boldsymbol{S})=\int_{0}^{T_{k}} \mathbb{P}\left\{\tau_{k} \in \mathrm{~d} t\right\} \\
& \times \mathbb{P}\left\{\boldsymbol{Z}^{* k}\left(T_{k}, \boldsymbol{t}^{k}\right) \in u \boldsymbol{S} \text { for some } \boldsymbol{t}^{k} \in \mathbb{T}^{k} \mid \tau_{k}=t\right\} \\
& =\int_{0}^{T_{k}} \mathbb{P}\left\{\tau_{k} \in \mathrm{~d} t\right\} \int_{S} \mathbb{P}\left\{\tilde{\boldsymbol{x}}_{k} \in \mathrm{~d} \boldsymbol{x}_{0} \mid \tau_{k}=t\right\} \\
& \times \mathbb{P}\left\{\boldsymbol{Z}^{* k}\left(T_{k}, \boldsymbol{t}^{k}\right) \in u \boldsymbol{S} \text { for some } \boldsymbol{t}^{k} \in \mathbb{T}_{k-1} \mid \tau_{k}=t, \tilde{\boldsymbol{x}}_{k}=\boldsymbol{x}_{0}\right\} .
\end{aligned}
$$

For any $\boldsymbol{t}^{k} \in \mathbb{T}_{k-1}$ we have

$$
\boldsymbol{Z}^{* k}\left(T_{k}, \boldsymbol{t}^{k}\right)-\boldsymbol{Z}^{* k}\left(t, \boldsymbol{t}^{k}\right)=\boldsymbol{Z}_{k}\left(T_{k}\right)-\boldsymbol{Z}_{k}(t)-\left(\boldsymbol{c}_{k}\left(T_{k}\right)-\boldsymbol{c}_{k}(t)\right)
$$

Thus, using the same chain of inequalities as in Theorem 1.3 we obtain

$$
\begin{aligned}
& \mathbb{P}\left\{\boldsymbol{Z}^{* k}\left(T_{k}, \boldsymbol{t}^{k}\right) \in u \boldsymbol{S} \text { for some } \boldsymbol{t}^{k} \in \mathbb{T}^{k} \mid \tau_{k}=t, \tilde{\boldsymbol{x}}_{k}=\boldsymbol{x}_{0}\right\} \\
& \quad \geq \mathbb{P}\left\{\boldsymbol{Z}_{k}\left(T_{k}\right)-\boldsymbol{Z}_{k}(t)-\left(\boldsymbol{c}_{k}\left(T_{k}\right)-\boldsymbol{c}_{k}(t)\right) \in u \boldsymbol{S}-\boldsymbol{x}_{0}\right\} \\
& \quad \geq \frac{\mathfrak{C}_{k} \varepsilon_{\boldsymbol{S}}\left(T_{k}\right)}{2^{d / 2}},
\end{aligned}
$$

which completes the proof.
Proof of Theorem 3.1: Define a stopping moment

$$
\tau=\inf \left\{t \in L_{T}: \boldsymbol{Z}(\boldsymbol{f}(t))-\boldsymbol{c}(t) \in u \boldsymbol{S}\right\},
$$

in case such set is not empty. Otherwise we put $\tau=\infty$. According to the strong Markov property

$$
\begin{aligned}
& \mathbb{P}\{\boldsymbol{Z}(\boldsymbol{f}(T))-\boldsymbol{c}(T) \in u \boldsymbol{S}\} \\
& \quad=\int_{L_{T}} \mathbb{P}\{\tau \in \mathrm{~d} t\} \mathbb{P}\{\boldsymbol{Z}(\boldsymbol{f}(T))-\boldsymbol{c}(T) \in u \boldsymbol{S} \mid \tau=t\}
\end{aligned}
$$

$$
\begin{aligned}
&=\int_{L_{T}} \mathbb{P}\{\tau \in \mathrm{~d} t\} \int_{u \boldsymbol{S}} \mathbb{P}\{\boldsymbol{Z}(\boldsymbol{f}(t))-\boldsymbol{c}(t) \in \mathrm{d} \boldsymbol{x} \mid \tau=t\} \\
& \times \mathbb{P}\{\boldsymbol{Z}(\boldsymbol{f}(T))-\boldsymbol{c}(T) \in u \boldsymbol{S} \mid \boldsymbol{Z}(\boldsymbol{f}(t))-\boldsymbol{c}(t)=\boldsymbol{x}, \tau=t\}
\end{aligned}
$$

According to Lemma 4.1, $u \boldsymbol{S}$ satisfies the cone condition with respect to the process $\boldsymbol{Z}(t)$. Then

$$
\begin{aligned}
& \mathbb{P}\{\boldsymbol{Z}(\boldsymbol{f}(T))-\boldsymbol{c}(T) \in u \boldsymbol{S} \mid \boldsymbol{Z}(\boldsymbol{f}(t))-\boldsymbol{c}(t)=\boldsymbol{x}, \tau=t\} \\
& =\mathbb{P}\{\boldsymbol{Z}(\boldsymbol{f}(T))-\boldsymbol{c}(T) \in u \boldsymbol{S} \mid \boldsymbol{Z}(\boldsymbol{f}(t))-\boldsymbol{c}(t)=\boldsymbol{x}\} \\
& \geq \mathbb{P}\left\{\boldsymbol{Z}(\boldsymbol{f}(T))-\boldsymbol{c}(T) \in V_{\boldsymbol{x}} \mid \boldsymbol{Z}(\boldsymbol{f}(t))-\boldsymbol{c}(t)=\boldsymbol{x}\right\} \\
& =\mathbb{P}\left\{\boldsymbol{Z}(\boldsymbol{f}(T))-\boldsymbol{Z}(\boldsymbol{f}(t))-\boldsymbol{c}(T)+\boldsymbol{c}(t) \in V_{\boldsymbol{x}}-\boldsymbol{x}\right\} \\
& =\mathbb{P}\left\{\boldsymbol{Z}(\boldsymbol{f}(T)-\boldsymbol{f}(t))-(\boldsymbol{c}(T)-\boldsymbol{c}(t)) \in V_{\boldsymbol{x}}-\boldsymbol{x}\right\} \\
& =\mathbb{P}\left\{\boldsymbol{Z}(\boldsymbol{\delta}(t))-\frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{f_{1}(T)-f_{1}(t)}} \in \frac{V_{\boldsymbol{x}}-\boldsymbol{x}}{\sqrt{f_{1}(T)-f_{1}(t)}}\right\} \\
& \geq \mathbb{P}\left\{\boldsymbol{Z}(\boldsymbol{\delta}(t))-\frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{f_{1}(T)-f_{1}(t)}} \in \frac{V_{\boldsymbol{x}}-\boldsymbol{x}}{\sqrt{f_{1}(T)}}\right\} \\
& =\int_{\boldsymbol{y} \in \frac{V_{\boldsymbol{x}}-\boldsymbol{x}}{\sqrt{f_{1}(T)}}} \varphi_{\boldsymbol{\delta}(t)}\left(\boldsymbol{y}+\frac{\boldsymbol{c}(T)-\boldsymbol{c}(t)}{\sqrt{f_{1}(T)-f_{1}(t)}}\right) \mathrm{d} \boldsymbol{y} \\
& \geq \int_{\boldsymbol{y} \in \frac{V_{\boldsymbol{x}}-\boldsymbol{x}}{\sqrt{f_{1}(T)}}} \mathfrak{C}\left(L_{T}\right) \varphi_{\boldsymbol{\delta}(t)}(\sqrt{2} \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \\
& \geq \frac{\mathfrak{C}\left(L_{T}\right)}{2^{d / 2}} \mathbb{P}\left\{\boldsymbol{Z}(\boldsymbol{\delta}(t)) \in \frac{V_{\boldsymbol{x}}-\boldsymbol{x}}{\sqrt{f_{1}(T)}}\right\} \\
& \geq \frac{\mathfrak{C}\left(L_{T}\right)}{\left(2 f_{1}(T)\right)^{d / 2}} \mathbb{P}\left\{\boldsymbol{Z}(\boldsymbol{\delta}(t)) \in V_{\boldsymbol{x}}-\boldsymbol{x}\right\} \\
& =\frac{\mathfrak{C}\left(L_{T}\right)}{\left(2 f_{1}(T)\right)^{d / 2}} \mathbb{P}\left\{\boldsymbol{B}(\boldsymbol{\delta}(t)) \in A^{-1}\left(V_{\boldsymbol{x}}-\boldsymbol{x}\right)\right\} \\
& =\frac{\mathfrak{C}\left(L_{T}\right)}{\left(2 f_{1}(T)\right)^{d / 2}} \frac{1}{\sqrt{2 \pi \prod_{i=1}^{d} \delta_{i}(t)}} \int_{\boldsymbol{y} \in A^{-1}\left(V_{\boldsymbol{x}}-\boldsymbol{x}\right)} e^{-\frac{1}{2} \sum_{i=1}^{d} \frac{y_{i}^{2}}{\delta_{i}(t)}} \mathrm{d} \boldsymbol{y},
\end{aligned}
$$

where $\varphi_{\boldsymbol{\delta}(t)}$ is the pdf of $\boldsymbol{Z}(\boldsymbol{\delta}(t))$. Using that all the functions $\delta_{i}(t)$ are bounded and separated from zero for $t \in L_{T}$, there exists some constants $\delta, \Delta>0$, such that for all $i \in\{1, \ldots, d\}$ and all $t \in L_{T}$

$$
\delta \leq \delta_{i}(t) \leq \Delta
$$

Hence we obtain

$$
\begin{aligned}
\frac{1}{\sqrt{2 \pi \prod_{i=1}^{d} \delta_{i}(t)}} & \geq \frac{1}{\sqrt{2 \pi \prod_{i=1}^{d} \Delta}} \\
e^{-\frac{1}{2} \sum_{i=1}^{d} \frac{x_{i}^{2}}{\delta_{i}(t)}} & \geq e^{-\frac{1}{2} \sum_{i=1}^{d} \frac{x_{i}^{2}}{\delta}}
\end{aligned}
$$

and finally

$$
\begin{aligned}
& \mathbb{P}\{\boldsymbol{Z}(\boldsymbol{f}(T))-\boldsymbol{c}(T) \in u \boldsymbol{S} \mid \boldsymbol{Z}(\boldsymbol{f}(t))-\boldsymbol{c}(t)=x, \tau=t\} \\
& \geq \frac{\mathfrak{C}\left(L_{T}\right)}{\left(2 f_{1}(T)\right)^{d / 2}} \frac{1}{\sqrt{2 \pi \prod_{i=1}^{d} \Delta}} \int_{\boldsymbol{y} \in A^{-1}\left(V_{\boldsymbol{x}}-\boldsymbol{x}\right)} e^{-\frac{1}{2} \sum_{i=1}^{d} \frac{y_{i}^{2}}{\delta}} \mathrm{~d} \boldsymbol{y} \\
&=\frac{\mathfrak{C}\left(L_{T}\right)}{\left(2 f_{1}(T)\right)^{d / 2}} \frac{\sqrt{\prod_{i=1}^{d} \delta}}{\sqrt{\prod_{i=1}^{d} \Delta}} \mathbb{P}\left\{\boldsymbol{B}(\delta) \in A^{-1}\left(V_{\boldsymbol{x}}-\boldsymbol{x}\right)\right\} \\
& \geq \frac{\mathfrak{C}\left(L_{T}\right)}{\left(2 f_{1}(T)\right)^{d / 2}} \frac{\sqrt{\prod_{i=1}^{d} \delta}}{\sqrt{\prod_{i=1}^{d} \Delta}} \varepsilon_{\boldsymbol{S}}(\delta) .
\end{aligned}
$$

Hence the claim follows.
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