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SUMMARY 

The innate immune system is the first line of defense against invading pathogens. Innate immune cells 
are classified into subpopulations that show high plasticity to modulate their functions in response to 
external stimuli. Recently, the reprogramming of innate immune cells has been described to afford 
protection against infections, a process named “training”. Histone deacetylases (HDACs) form a family 
of enzymes comprising classical HDACs (HDAC1-11) and sirtuins (SIRT1-7). HDACs regulate metabolic 
and immunologic pathways. Inhibition of HDACs has a context-dependent effect with reports showing 
either pro-inflammatory or anti-inflammatory effects. While HDACs share common location and 
targets, their crosstalk is poorly understood. In this project, we combined different approaches using 
propionate as an inhibitor of HDACs (HDACi), sirtuin knockout mice and a model of trained immunity 
to study the modulation of innate immune responses and host defenses. 

Propionate is a short-chain fatty acid with anti-inflammatory properties produced by the gut 
microbiota during fiber fermentation. Since inflammatory responses are required to fight pathogens, 
we tested whether food supplementation with propionate increases susceptibility to infection. 
Propionate reduced the production of inflammatory cytokines by innate and adaptive immune cells. 
However, propionate had no effect on the survival of mice in a panel of preclinical models of infections 
and toxic shock. These observations support the safety of using propionate-based therapies in the 
treatment of inflammatory diseases without increasing the risk of infections. 

In the second part, we characterized the innate immune status of mouse lines deficient in SIRT2, SIRT3, 
SIRT5, SIRT2/3 and SIRT3/5. We show that SIRT2 deficiency increased phagocytosis by macrophages 
and protected from staphylococcal infection, while SIRT3 and SIRT5 deficiencies had no effect on host 
susceptibility to infections. SIRT2/3 and SIRT3/5 deficiencies increased cytokine production. SIRT2/3 
deficiency reduced glycolysis and protected mice from endotoxemia. SIRT3/5 deficiency increased the 
production of reactive oxygen species (ROS) and modulated immune cell frequencies in mice with little 
effect on host responses to infections. Altogether, our results suggest a crosstalk between sirtuins 
affecting innate immune responses. 

In the last part, we analyzed the breadth of protection and the cellular mechanisms underlying the 
protection conferred by trained immunity. We show that training with a fungal cell wall preparation 
rich in ß-glucan protected from systemic, peritoneal, gastrointestinal and pulmonary infections. 
Training increased the number of bone marrow and splenic hematopoietic progenitors as well as 
blood monocytes and neutrophils. In vitro, training increased macrophage effector functions. Thus, 
training afforded a broad protection by increasing the number and the reactivity of innate immune 
cells. 

Overall, our study uncovers crosstalk between sirtuins affecting innate immune responses that should 
be considered during the development of therapeutic drugs. Moreover, they support the 
development of drugs to target cells and cellular pathways involved in trained immunity to fight 
against infectious and inflammatory diseases. 
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RÉSUMÉ 

Le système immunitaire inné représente la première ligne de défense contre l’invasion de pathogènes. 
Les cellules immunitaires innées expriment des récepteurs leur permettant de reconnaître un grand 
nombre de structures microbiennes et sont capables de moduler leur fonctionnalité en réponse à des 
stimuli externes. Des études récentes montrent que la reprogrammation des cellules immunitaires 
innées, un processus appelé « training », protège des infections. Les déacétylases d’histones (HDACs) 
forment une famille d’enzymes composée de 18 membres: HDAC1-11 et SIRT1-7. Les HDACs régulent 
des voies métaboliques et immunologiques. L’inhibition des HDACs induit une réponse pro-
inflammatoire ou anti-inflammatoire selon le type de cellule, d’organe et de maladie étudié. Alors que 
la localisation et les cibles des HDACs se chevauchent, l’interaction entre HDACs est méconnue. Dans 
ce projet, nous avons étudié l’impact du propionate comme inhibiteur d’HDAC1-11, de déficiences en 
sirtuines (SIRT) et du training sur la réponse immunitaire innée et les défenses de l’hôte. 

Le propionate, un acide gras à chaîne courte avec des propriétés anti-inflammatoires, est produit par 
les bactéries intestinales durant la fermentation de fibres. La réponse inflammatoire étant nécessaire 
à l’élimination de pathogènes, le propionate pourrait augmenter la susceptibilité aux infections. Dans 
nos expériences, le propionate inhibait la production de cytokines inflammatoires par les cellules 
immunitaires innées et adaptatives. Cependant, le propionate n’influençait pas la survie des souris 
dans des modèles d’infection et de choc toxique. Ces observations suggèrent que des thérapies 
utilisant du propionate dans le traitement de maladies inflammatoires n’augmentent pas le risque 
infectieux. 

Dans la deuxième partie de ce travail, nous avons caractérisé des lignées de souris déficientes en 
SIRT2, SIRT3, SIRT5, SIRT2/3 et SIRT3/5 en terme de réponse immunitaire innée. Nous avons montré 
que la déficience en SIRT2 augmentait la phagocytose et protégeait les souris dans un modèle 
d’infection chronique à Staphylococcus aureus, alors que les déficiences en SIRT3 et SIRT5 n’avaient 
aucun effet sur la réponse anti-infectieuse. Les déficiences en SIRT2/3 et SIRT3/5 augmentaient la 
production de cytokines. La déficience en SIRT2/3 réduisait la glycolyse et protégeait de 
l’endotoxémie. La déficience en SIRT3/5 augmentait la production d’espèces réactives d’oxygène par 
les mitochondries et modulait les proportions de cellules immunitaires sans influencer la survie dans 
des modèles d’infection. En résumé, nos résultats montrent une interaction entre sirtuines affectant 
la réponse immunitaire innée.  

Dans la dernière partie de cette thèse, nous avons analysé l’ampleur et les mécanismes cellulaires de 
la protection médiée par le training. Nous avons montré que le training induit par un composé 
fongique riche en ß-glucan protégeait d’infections systémiques, péritonéale, gastro-intestinale et 
pulmonaires. Le training augmentait le nombre de progéniteurs hématopoïétiques dans la moelle 
osseuse et la rate ainsi que de monocytes et neutrophiles dans le sang. In vitro, le training augmentait 
les fonctions effectrices des macrophages. Par conséquent, la protection induite par le training résulte 
de l’augmentation du nombre et de la réactivité des cellules immunitaires innées. 

Dans l’ensemble, nos études révèlent des interactions entre sirtuines influençant la réponse 
immunitaire innée qu’il est important de considérer lors du développement de médicaments. De plus, 
nos résultats montrent que les cellules et les voies de signalisation impliquées dans le training sont 
des cibles intéressantes pour le traitement de maladies infectieuses et inflammatoires. 
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RÉSUMÉ DESTINÉ À UN LARGE PUBLIC 

Le système immunitaire regroupe des barrières physiques (par exemple notre peau), des composés 
humoraux (les anticorps) et des cellules immunitaires (les globules blancs). Ces éléments protègent 
notre organisme face aux microbes. Les cellules immunitaires expriment des récepteurs reconnaissant 
les microbes, ce qui les active afin de mettre en place des mécanismes de défense. Les cellules 
immunitaires dites « innées » reconnaissent un large éventail de microbes. Au contraire, les cellules 
immunitaires dites « adaptives », connues comme étant les lymphocytes, reconnaissent des 
structures spécifiques à chaque microbe et génèrent des cellules mémoires, notamment lors de la 
vaccination, permettant une réponse rapide et efficace en cas de réexposition au même microbe. 

Des études récentes ont montré que les cellules immunitaires innées peuvent aussi moduler leur 
réactivité selon les signaux qu’elles reçoivent de microbes ou d’autres cellule, augmentant ainsi leur 
réponse face à un agent infectieux. Ce phénomène est appelé « training », comme un apprentissage 
des cellules immunitaires innées à éliminer les microbes extrêmement rapidement. 

Dans ce travail, nous avons étudié différents mécanismes modulant la réponse des cellules 
immunitaires innées et permettant leur apprentissage. Dans un premier temps, nous nous sommes 
focalisés sur une famille d’enzymes appelées les déacétylases d’histone (HDACs) et qui est composée 
de 11 HDACs (HDAC1-11) et de 7 sirtuines (SIRT1-7). Ces enzymes modifient d’autres protéines et 
régulent différents processus cellulaires. Nous avons montré que la répression d’HDAC1-11 avec un 
inhibiteur naturel produit par les bactéries de l’intestin (i.e. le propionate) ou l’absence de sirtuines 
chez des souris modifiées génétiquement influençait marginalement la fonction des cellules 
immunitaires et la survie des souris dans des modèles d’infections. Cependant, les souris chez 
lesquelles nous avons inactivé deux sirtuines (SIRT2/3 ou SIRT3/5) avaient une réponse immunitaire 
augmentée. Globalement, nos résultats suggèrent que les sirtuines peuvent avoir des activités 
complémentaires et que des médicaments ciblant plusieurs sirtuines, qui sont actuellement en essai 
clinique, pourraient induire des effets non anticipés lors de l’étude d’une seule sirtuine. 

Par la suite, nous nous sommes concentrés sur les mécanismes d’apprentissage des cellules 
immunitaires innées. Nous avons montré que l’injection d’un composé de la paroi des champignons à 
des souris induit le training, ce qui les protégeait contre un grand nombre d’infections telles que la 
septicémie, la péritonite, la pneumonie et la gastro-entérite, et ceci pour une longue période. Ce 
traitement augmentait le nombre de cellules immunitaires innées dans le sang et augmentait la 
réactivité de ces cellules face à des microbes pathogènes. 

Dans l’ensemble, ce travail démontre que les sirtuines peuvent, sous certaines conditions, moduler la 
réponse immunitaire innée et que le training affecte tant le nombre que la fonctionnalité des cellules 
immunitaires innées. Ainsi, nous avons identifié des cibles attractives pour le développement de 
nouveaux médicaments visant à traiter les infections et les maladies inflammatoires chroniques. 
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MAIN ABBREVIATIONS 

ATP Adenosine triphosphate 

BCG Bacillus Calmette-Guérin 

CDS Cytosolic DNA sensor 

CLP Cecal ligation and puncture 

CLR C-type lectin receptor 

CMP Common myeloid progenitor 

CSF Colony-stimulating factor 

DAMP Danger associated molecular pattern 

DC Dendritic cells 

DNA Deoxyribonucleic acid 

ETC Electron transport chain 

FAO Fatty acid oxidation 

FDA Food and Drug Administration (US) 

FOXO Forkhead transcription factor of class O 

Foxp3 Forkhead box protein 3 

G-CSF Granulocyte colony-stimulating factor 

GM-CSF Granulocyte-macrophage colony-stimulating factor 

GPCR G-protein coupled receptor 

GSDMD Gasdermin D 

HAT Histone acetyltransferase 

HDAC Histone deacetylase 

HDACi Inhibitor or histone deacetylase 

HFD High fat diet 

HIF-1α Hypoxia inducible factor 1α 

HIV Human immunodeficiency virus 

HSC Hematopoietic stem cell 

IDH Isocitrate dehydrogenase 

IFN Interferon 

IL Interleukin 

ILC Innate lymphoid cell 

LPS Lipopolysaccharide 

LT-HSC Long-term hematopoietic stem cell 

MAMP Microbial-associated molecular pattern 

M-CSF Macrophage colony-stimulating factor 

MDSC Myeloid-derived suppressor cell 

MPP Multipotent progenitor 

NET Neutrophil extracellular trap 

NF-κB Nuclear factor κB 
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NK Natural killer cell 

NLR NOD-like receptor 

OXPHOS Oxidative phosphorylation 

PRR Pattern recognition receptor 

RLR RIG-I-like receptor 

RNA Ribonucleic acid 

ROS Reactive oxygen species 

SCFA Short chain fatty acid 

SIRT Sirtuin 

SOD Superoxide dismutase 

ST-HSC Short-term hematopoietic stem cell 

TCA Tricarboxylic acid cycle (Krebs cycle) 

TGF-β Transforming growth factor β 

TLR Toll-like receptor 

TNF Tumor necrosis factor 
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1 INTRODUCTION 

1.1 Innate immunity 
Mammals are constantly exposed to potentially harmful microbes. The innate immune system 

represents the first line of defense with constitutive barriers, specialized cells and soluble mediators. 

Innate immune cells express pattern recognition receptors (PRRs) that sense the presence of microbial 

associated molecular patterns (MAMPs) or danger associated molecular patterns (DAMPs) released 

by injured or dying cells [1, 2]. To sense the broadest possible range of signals, PRRs are expressed at 

the surface (Toll-like receptors (TLRs) and C-type lectin receptors (CLRs)), in endosomes (TLRs) and in 

the cytoplasm (NOD-like receptors (NLRs), RIG-I like receptors (RLRs) and cytosolic DNA sensors 

(CDSs)) [3, 4]. PRRs exhibit some specificity towards different biochemical structures accounting for 

the overall vast panel of recognized microorganisms. When PRRs bind their ligands, they initiate a 

signaling cascade leading to the production of effectors molecules such as interleukins, interferons, 

chemokines, growth factors and antimicrobial molecules and the establishment of effector functions. 

Innate immune cells eradicate invading microorganisms through phagocytosis and killing, and 

stimulate the recruitment of innate and adaptive immune cells [5]. Innate immune cells are also 

instrumental for inflammation resolution and tissue repair [6]. Therefore, their activity has to be 

tightly regulated to avoid imbalanced, life-threatening, immune responses [7, 8].  

1.1.1 Innate immune cells 

The innate immune system is evolutionary ancient since it is present in all multicellular organisms from 

mammals to plants, and to crustaceans and insects. Innate immune cells were first described in the 

19th century by Metchnikoff and Ehrlich [9] and classified as phagocytes and granulocytes based on 

their morphology observed using a microscope and on functional tests. Further studies on cellular 

ontogeny subdivided these cells into basophils, dendritic cells (DCs), eosinophils, mast cells, 

monocytes, macrophages and neutrophils. Innate immune cells were described to originate from 

common myeloid progenitors (CMPs) to terminally differentiated cells with little plasticity and no 
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memory. However, these ancient paradigms are constantly challenged, for instance following the 

identification of lymphoid cells with innate features (i.e. innate lymphoid cells (ILCs) including natural 

killer (NK) cells) [10] and memory characteristics in innate immune cells (see part 1.4 Trained 

immunity) [11]. Moreover, single cell analyses revealed that each group of innate immune cells shows 

substantial plasticity giving rise to heterogeneous cell populations that can be subdivided according 

to functional, metabolic and phenotypic variants [12]. Finally, accounting for the overall complex and 

diverse landscape of innate immune cells [13], novel cell types are regularly characterized, for example 

ILCs, myeloid-derived suppressor cells (MDSCs) and plasmacytoid DCs (pDCs) that all play a role in 

inflammation and infections. 

Innate immune cells are tissue-resident or patrolling cells with different origins dictating their 

localization and function. Most tissue-resident macrophages and skin Langerhans cells originate from 

the yolk sac or derive from fetal liver monocytes during embryonic development and have self-

maintaining abilities during adulthood [14, 15]. Other immune cells develop from self-renewing and 

multipotent hematopoietic stem cells (HSCs) and progenitors present in the bone marrow [16] (Figure 

1). HSCs comprise long-term HSCs (LT-HSCs) that are mainly quiescent under steady-state [17] and 

give rise to short-term HSCs (ST-HSCs) with limited self-renewal potential and multipotent progenitors 

(MPPs) that are biased towards a specific cell lineage [16, 18]. According to mathematical and 

experimental models, LT-HSC undergo four divisions before losing their self-renewal and repopulation 

potentials [19]. At steady-state, HSCs poorly contribute to the production of blood cells, which is 

mainly supported by MPPs [20, 21]. The MPP pool comprises myeloid-biased (MPP2 and MPP3) and 

lymphoid biased (MPP4) cells [18]. Despite this lineage bias, MPPs maintain some plasticity to 

differentiate into both common myeloid progenitors (CMPs) and common lymphoid progenitors. 

CMPs and common lymphoid progenitors are lineage restricted progenitors that undergo successive 

maturation states to ultimately give rise to all cells circulating in the bloodstream [22, 23]. At 

homeostasis, the bone marrow releases mainly mature myeloid cells and immature B cells, but also 
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progenitors of T cells and DCs that will differentiate in the thymus or during their migration to 

peripheral tissues. 

 

In this work, we mainly focused on neutrophils and macrophages. Neutrophils are quickly and 

massively recruited to the site of infection where they activate effector functions including 

degranulation, phagocytosis, production of reactive oxygen species (ROS) and release of neutrophil 

extracellular traps (NETs) [24]. NETs are composed of chromatin scaffolds containing histones and 

trapping antimicrobial peptides and enzymes (elastase, myeloperoxidase) that immobilize and kill 

pathogens [25]. Neutrophils display some degree of diversity with multiple activation states and 

functions in both inflammation and tissue repair [26]. Being unable to proliferate, neutrophils rely for 

 

Figure 1: Hematopoiesis of immune cells. Hematopoietic stem cells (HSC) differentiate into lineage-
restricted multipotent progenitors (MPPs) that give rise to common myeloid progenitors (CMPs) 
and lymphoid-primed-multipotent progenitors (LMPPs). These progenitors further differentiate 
into lineage-biased progenitors: megakaryocyte-erythrocyte progenitors (MEPs), granulocyte-
macrophage progenitors (GMPs) and common lymphoid progenitors (CLPs). Finally, these cells 
generate mature innate and adaptive immune cells. 
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their heterogeneity on the subsequent activation and silencing of genes during their maturation. 

These genetic and epigenetic modifications are believed to underlie the heterogeneity of neutrophils 

with additional alterations according to environmental signals. Since the lifespan of neutrophils in the 

blood is under 24 hours, the mouse bone marrow produces daily an estimate of 107 mature 

neutrophils that egress into blood [26]. The release of neutrophils from the bone marrow is regulated 

by two surface molecules: CXC-chemokine receptor 2 (CXCR2) and CXCR4 [27]. Bone marrow stromal 

cells express CXC-chemokine ligand 12 (CXCL12) that interacts with CXCR4 expressed by pre-

neutrophils and retains them in the bone marrow [28]. Mature neutrophils downregulate CXCR4 to 

leave the bone marrow and upregulate CXCR2 to sense chemoattractants (CXCL1-8) leading to their 

mobilization into tissues [27]. Neutrophils not recruited to organs within a day become “aged” with a 

hyper-reactive phenotype [29] and are eliminated from the circulation. Aged neutrophils upregulate 

CXCR4 that leads them back to the bone marrow triggering their removal and the release of young 

neutrophils [30]. These cycles of release and clearance follow a circadian rhythm at steady-state based 

on the need of the organism, including protection against pathogens during the active period and 

tissue regeneration during the resting period [31].  

Macrophages form a family of specialized tissue-resident cells, including microglia, Kupffer 

cells, osteoclasts, peritoneal macrophages, red pulp macrophages and alveolar macrophages. 

Contrary to the long believed assumption that all tissue macrophages originate from circulating blood 

monocytes in adults, some tissue macrophages (microglia, alveolar macrophages and part of Kupffer 

cells) are long-lived self-maintaining cells seeded during fetal development by early embryonic 

precursors [32]. Nonetheless, blood monocytes are the main source of cells to increase the 

macrophage pool during an infection [33]. Macrophages are professional phagocytes constantly 

sampling their environment for MAMPs/DAMPs [34]. Numerous studies have highlighted the plasticity 

of macrophages. According to the signals they encounter, macrophages are activated to generate 

proinflammatory or anti-inflammatory responses through the production of molecules among which 

cytokines, ROS, reactive nitrogen species (RNS) and enzymes (arginase, indoleamine 2,3-dioxygenase 
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(IDO)). This led to the concept of M1-M2 macrophage polarization, paralleling the concept of T-helper 

(Th) cell polarization [35]. Macrophages activated with LPS (± IFNγ) are known as classically activated 

or M1 macrophages while macrophages activated with IL-4 and IL-13 are known as alternatively 

activated or M2 macrophages. M1 macrophages display powerful inflammatory and antimicrobial 

activities, while M2 macrophages are involved in the resolution of inflammation and promote adipose 

tissue homeostasis, tissue repair and resistance to helminth infection [36]. M1 polarizing signals 

activate STAT1/5, IRF5 and NF-κB transcription factors to regulate the expression of genes [37, 38], 

while M2 polarizing signals mainly induce STAT3/6 and IRF4 transcription factors [39, 40]. The resulting 

gene expression patterns induce different metabolic states dictating macrophage phenotype [41]. M1 

macrophages shift their metabolism towards glycolysis comparably to cancer and activated T cells in 

a process called Warburg effect [42], while M2 macrophages generate ATP mainly through oxidative 

phosphorylation (OXPHOS) accounting for their role in restoring homeostasis [43]. Obviously, the M1 

and the M2 polarization states of macrophages are only the extremes of a continuum of activations 

states [44, 45]. During an infection, both M1 and M2 macrophages are important to clear the pathogen 

and to restore homeostasis. Numerous diseases have been linked with an unbalanced proportion of 

proinflammatory and anti-inflammatory macrophages inducing persistent states of hyper-

inflammation or hypo-inflammation [46]. 

1.1.2 Pattern recognition receptors (PRRs) 

PRRs are expressed by progenitors, immature and mature immune cells [47] and non-immune cells 

(endothelial, epithelial and stromal cells) [3, 48]. Each cell type expresses a specific set of receptors at 

steady-state that can be modulated during inflammatory conditions. The intracellular pathways 

activated by the interaction between PRRs and MAMPs/DAMPs are partly or fully shared between 

PRRs accounting for similar immune responses to structurally different pathogens. Moreover, one 

MAMP/DAMP can be recognized by multiple PRRs and some PRRs show crosstalk leading to synergistic 

effects. Therefore, the activation of one PRR may be required for the full activation of another PRR or 
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its pathway [49]. We describe here the main families of PRRs and some of their molecular features 

and targets (Figure 2, Table 1). 

 

 

Figure 2: Representation of the five main families of pattern recognition receptors (PRRs). Toll-
like receptors (TLRs), C-type lectin receptors (CLRs), RIG-I like receptors (RLRs), NOD-like receptors 
(NLRs) and cytosolic DNA sensors (CDSs) are grouped based on functional and structural similarities. 

 

TLRs. TLRs were the first PRRs described in the 1980s [50]. The TLR family comprises 10 members in 

human (TLR1-10) and 12 in mouse (TLR1-9 and TLR11-13) [51]. TLRs are expressed at the cell surface 

(TLR1-2, TLR4-6 and TLR10) or in endosomes (TLR3, TLR7-9 and TLR11-13) as homo- or heterodimers. 

Surface TLRs mainly recognize microbial cell wall structures (lipopolysaccharide (LPS), lipoteich acid, 

β-glucans, mannans, flagellin) and endosomal TLRs sense microbial nucleic acids (DNA or RNA). Upon 

ligand binding, TLRs recruit adaptor proteins (MyD88, MAL, TRIF, TIRAP or TRAM) to the cell 

membrane [52]. This interaction leads to the activation of mitogen-activated protein kinases (MAPKs), 
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nuclear factor κB (NF-κB) and interferon (IFN) regulatory factors (IRF) signaling pathways controlling 

the production of cytokines [53].  

 

Table 1: Structures recognized by PRRs. 

 PRR Ligand Pathogen or organism 

CDS cGAS DNA Microbes, self 

 AIM2 DNA Microbes, self 

CLR DC-SIGN Mannose, N-mannan HIV, fungi 

 Dectin-1 β-glucans Fungi 

 Dectin-2 α-mannans, glycoproteins Fungi, mycobacteria 

 Mincle α-mannose Fungi, mycobacteria 

NLR NAIP5 Flagellin Intracellular bacteria 

 NLRC4 Flagellin Intracellular bacteria 

 NLRP3 ATP, crystals, pore forming 
toxins, K+ efflux, Ca2+ 
mobilization, cathepsin, ROS 

Bacteria, viruses, self 

 NOD2 MDP Bacteria 

RLR LGP2 Unknown RNA viruses 

 MDA5 Long dsRNA RNA viruses 

 RIG-I Short dsRNA RNA and DNA viruses 

TLR TLR2/6 Lipopetides, zymosan Gram positive bacteria, fungi 

 TRL3 dsRNA Viruses 

 TLR4 LPS Gram negative bacteria 

 TLR5 Flagellin Bacteria 

 TLR7, 8 ssRNA Viruses 

 TLR9 CpG ODN Bacteria, viruses 

DNA: deoxyribonucleic acid; RNA: ribonucleic acid; ATP: adenosine triphosphate; MDP: muramyl dipeptide; 
dsRNA: double stranded RNA; ssRNA: single stranded RNA; CpG ODN: CpG oligodeoxynucleotides. 

 

NLRs. NLRs are with TLRs the PRRs that have generated the greatest interest. The family of NLRs 

comprises intracellular receptors sharing conserved structural domains. The human genome encodes 

for 22 NLRs and over 30 Nlr genes have been described in mice [54]. NLRs are involved in the detection 
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of intracellular bacteria [54], viral components, and products of sterile inflammation [55, 56]. NLRs are 

expressed in the cytoplasm at steady-state in an auto-inhibitory conformation that upon stimulation 

turns active and allows the oligomerization of the molecules. Triggering NLRs leads either to the direct 

activation of downstream NF-κB or MAPK signaling pathways or to the activation of the receptor-

related multiprotein complex called inflammasome [57, 58]. The two best described inflammasomes, 

NLRC4 and NLRP3, do not act as direct receptors of MAMPs/DAMPs. Instead, their activation is 

initiated through indirect mechanisms. The NLRC4 inflammasome requires the sensing of flagellin by 

NAIP5 which forms a platform enabling NLRC4 oligomerization [59]. NLRP3 oligomerization is initiated 

by a broad range of MAMPs/DAMPs (ATP, crystals, pore forming toxins, K+ efflux, Ca2+ mobilization, 

cathepsin and ROS among others), suggesting that NLRP3 does not directly interact with these signals 

but responds to general stress signals (Figure 3). Oligomerized NLRs recruit trough their caspase 

recruitment domain (CARD) or pyrin domain (PYD) the adaptor protein apoptosis-associated speck-

like protein containing a CARD (ASC) that in turn recruits pro-caspase-1 protease through CARD-CARD 

interaction [60]. Autoproteolysis of pro-caspase-1 leads to its activation into caspase-1 that cleaves its 

substrate gasdermin D (GSDMD) into C-terminal GSDMD (GSDMD-C) and GSDMD-N, and pro-

interleukin 1β (IL-1β) and pro-IL-18 into IL-1β and IL-18. GSMD-Ns oligomerize and form pores in cell 

membrane, allowing the release of IL-1β and IL-18. The pores also allow the release of other 

intracellular small molecules and mediate pyroptosis, a programmed cell death [61]. Besides the 

canonical inflammasomes decribed above, non-canonical inflammasomes can also induce pyroptosis 

and NLRP3 inflammasome activation (Figure 3). To trigger non-canonical inflammasome, intracellular 

LPS activates mouse caspase-11 or human caspase-4 and 5 that cleave GSDMD and induce pore 

formation. This leads to pyroptosis and an efflux of K+ that triggers NLRP3 inflammasome, caspase-1 

activation and pro-IL-1β and pro-IL-18 maturation and secretion [62]. 
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Figure 3: Canonical and non-canonical inflammasome activation. Signal 1 (PAMPs, DAMPs) is sensed 
by PRRs or TNF receptor (TNF-R) activating NF-κ signaling and enhancing the transcription of 
inflammasome components (caspases, NLRP3, Asc), gasdermin D (GSDMD) and pro-cytokines (IL-1β 
and IL-18). Signal 2 (ATP, crystals, ROS, K+ efflux,…) induces canonical inflammasome oligomerization 
and pro-caspase-1 autoproteolysis. Active caspase 1 cleaves pro-IL-1β and pro-IL-18 into their mature 
form and GSDMD. Cytosolic LPS activates non-canonical inflammasomes (caspase-11 in mouse, 
caspases-4 and 5 in human) that cleave GSDMD leading to N-terminal GSDMD (GSDMD-N) pore 
formation and pyroptosis.  

 

CLRs. CLRs are represented by over 1’000 receptors subdivided in 17 subfamilies according to their 

structure [63]. CLRs are either soluble or membrane-bound at the cell surface. Soluble CLRs, including 

collectins (Mannose binding lectin (MBL), surfactants) opsonize microorganisms to promote 

phagocytosis [64]. Membrane-bound CLRs are well known to interact with fungal structures, but they 

also recognize DAMPs and motifs from bacteria, viruses and parasites [65]. Indeed, dectin-1, dectin-2 

and mincle are membrane-bound CLRs recognizing polysaccharides expressed at the surface of fungi, 

bacteria or viruses. Dectin-1 forms a homodimer to bind β-glucans, the most abundant 

polysaccharides of fungal cell walls. Dectin-2 and mincle interact with dectin-3 as heterodimers to bind 

mannans [66]. All three dimers signal through their intrinsic or adaptor-recruited immunoreceptor 

tyrosine-based activation motifs (ITAMs) to activate the SYK kinase and induce an intracellular 

signaling cascade [67]. These pathways lead to the activation of NF-κB or nuclear factor of activated T 
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cells (NF-AT) inducing the production of pro-inflammatory or regulatory cytokines, respectively. CLRs 

can also induce the production of ROS promoting the activation of the NLRP3 inflammasome that 

controls the maturation and secretion of IL-1β. Moreover, dectin-1 was described to form a non-

canonical inflammasome with SYK, caspase-8 and Mucosa-associated lymphoid tissue lymphoma 

translocation protein 1 (MALT1) to promote IL-1β maturation [68]. 

RLRs. RLRs play a major role during viral infection. The RLR family comprises two functional receptors, 

retinoic acid inducible gene I (RIG-I) and melanoma differentiation associated gene 5 (MDA5), and one 

regulatory receptor, laboratory of genetics and physiology 2 (LGP2) [69]. The three receptors have 

different affinities for viral double-stranded RNA (dsRNA) structures implying that one virus can be 

recognized by one or multiple RLRs [70]. The detection of viral dsRNA induces a conformational change 

and activates RLRs. Activated RIG-I and MDA5 bind their adaptor protein MAVS (also known as IPS-

1/VISA/Cardif) to induce a signaling cascade leading to the production of type I IFNs and other 

cytokines to mount antiviral host defense mechanisms [71]. The expression of RLRs is upregulated 

during a viral infection through IFN-dependent and independent signals leading to an increased 

sensitivity in viral detection [72]. 

CDSs. The presence of DNA in the cytosol underlies the presence of an invasive microorganism or 

cellular stress. These nucleic acid structures are sensed by CDSs that comprises various intracellular 

proteins that can be structurally unrelated among which absent in melanoma 2 (AIM2), cyclic GMP-

AMP synthase (cGAS), DAI, DDX41, DHX9, DHX36, IFI16 [73]. AIM2 and cGAS are reported to directly 

induce the production of type I IFNs [74, 75]. Moreover, after induction with type I IFNs, AIM2 forms 

an inflammasome allowing a concerted mode of action between cGAS and AIM2 [76]. CDSs also 

support other PRRs to induce innate responses. For instance, the RNA polymerase III converts cytosolic 

dsDNA rich in AT into RNA recognized by RIG-I [77, 78]. 
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1.1.3 Cytokines in defense mechanisms 

The recruitment and activation of immune cells are controlled by intercellular activating and inhibiting 

signaling molecules called cytokines acting in autocrine, paracrine and endocrine fashion [79]. 

Cytokines include colony-stimulating factors (CSF), chemokines, interferons (IFNs), interleukins (ILs) 

and tumor necrosis factor (TNF) and transforming growth factor beta (TGF-β) families [80]. The 

magnitude and temporality of cytokine production is cytokine, pathogen and signaling-dependent. 

During an uncontrolled infection, cytokines travel through the bloodstream to reach the bone marrow, 

where they induce the proliferation and differentiation of myeloid cells in a process called “emergency 

myelopoiesis” [81]. This process leads to the egress of a large number of mature and immature innate 

immune cells from the bone marrow to fight pathogens and replace dying leukocytes. Progenitors 

migrate to lymphoid tissues, including spleen and liver, where they promote extramedullary 

hematopoiesis niches [82]. 

CSFs promotes myelopoiesis towards a specific cell type, for instance granulocyte-CSF (G-CSF) 

and macrophage-CSF (M-CSF) bias cell differentiation towards granulocytes and macrophages, 

respectively [83]. Chemokines are divided in C, CC, CXC, CX3C and C subfamilies according to the 

position of the N-terminal cysteine (Figure 4) [84]. Chemokine receptors allow the migration of target 

cells through chemokine gradients [85]. Immune cell subpopulations express specific panels of 

chemokine receptors and modulate their expression upon environmental cues suggesting a dynamic 

migration pattern [86-88]. During the acute phase of an infection, CXCL1-8 and CCLs bind CXCR2 

expressed by neutrophils and CCR2 expressed by inflammatory monocytes, respectively.  

 

Figure 4: Cysteine and disulfide bonds in chemokine subfamilies. C: cysteine; X: amino acid other 
than cysteine. 
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TNF, IFNs and ILs recruit and activate immune cells in a cytokine, cell and context dependent 

manner. TNF, originally known as cachectin, is one of the first cytokines produced during an infection. 

The main source of TNF is monocytes/macrophages, while it is also produced at low levels by other 

cell types such as dendritic cells, mast cells, lymphoid cells, endothelial cells, cardiomyocyte and, 

adipocytes. TNF acts through two receptors: TNFR1 expressed in most tissues and TNFR2 expressed 

mainly by immune cells [89]. Accordingly, TNF is involved in systemic inflammation and has broad 

biological roles including acute phase response, fever, apoptotic cell death and vasodilatation [90].  

Type I IFNs (IFNα, β, κ, ε, τ, ω, χ) and type III (IFNλ1-3, i.e. IL-29/28A/28B) are mainly associated 

with antiviral mechanisms while type II IFN (IFNγ) plays a major role in the fight against bacterial, 

fungal and parasitic infections [91]. IFNα and IFNβ are mainly produced by pDCs and fibroblasts, 

respectively, albeit lymphocytes, macrophages, endothelial cells and osteoclasts can also produce 

type I IFNs. Nearly all cells of the body have receptors to sense IFNα and IFNβ enabling them to reduce 

viral replication. IFNγ is produced primarily by activated T-cells and NK cells and acts as a potent 

activator of macrophage functions.  

Since more than 40 ILs have been described, we will not discuss all of them but just pinpoint to 

some important features. Of note, the family of ILs also include the chemokine CXCL8 (IL-8) and the 

type III IFNs mentioned above (IL-29/28A/28B). ILs have pleiotropic activities and act locally or 

systemically. ILs are particularly important to shape innate and adaptive immune responses by 

mediating pro-inflammatory, anti-inflammatory and regulatory functions. IL-1β, IL-12 and IL-18 are 

pro-inflammatory cytokines that activate antimicrobial functions and promote immune cell 

proliferation and differentiation. IL-6 activates macrophages and lymphocytes and is a main driver of 

the acute phase response [92]. TGF-β, IL-10 and IL-1RA counterbalance pro-inflammatory responses 

by promoting an alternative activation of immune cells with anti-inflammatory and tissue repair 

properties or by blocking the activity of inflammatory cytokines. ILs are also determinant in the 

differentiation of naïve CD4 T cells into T helper cells (Th1, Th2, Th17) and T regulatory (Treg) cells 
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through IL-12 (Th1), IL-2 and IL-4, (Th2), IL-6, IL-21, IL-23 and TGF-β (Th17) and IL-10 and TGF-β (Treg). 

Th1, Th2 and Th17 cells are characterized by the production of IL-2, TNF and IFNγ (Th1), IL-4, IL-5, IL-

6, IL-13 and IL-25 (Th2) and IL-17, IL-21 and IL-22 (Th17). These mediators are important to fight 

against intracellular pathogens (Th1), extracellular parasites (Th2) and extracellular bacteria and fungi 

(Th17). Treg cells produce IL-10, IL-35 and TGF-β to regulate immune responses and induce immune 

tolerance. The speed at which cytokine genes are transcribed depends on the signaling cascade, but 

also on their chromatin conformation. The promoters of primary response genes, i.e. genes rapidly 

expressed in response to a signal such as TNF and IL1 genes, are in a state of constitutive open 

chromatin allowing a quick transcriptional response [93]. Secondary response genes such as IL6 and 

IL12 genes require nucleosome remodeling to enable transcription. 

 Improper control of pathogens and dysregulation of the immune system with an imbalance 

between pro- and anti-inflammatory contributions can lead to organs failure and a clinical syndrome 

known as sepsis [94]. According to a consensus definition released in 2016, sepsis is defined as a “life-

threatening organ dysfunction due to a dysregulated host response to infection” [95]. Sepsis is the 

leading cause of death from infection affecting an estimate of 20-30 million people per year worldwide 

with around 20% mortality during the first days after sepsis onset [96]. Moreover, sepsis survivors 

suffer from long-term sequelae. Unfortunately, sepsis incidence is rising due to aging of the population 

and increasing burden of chronic diseases, number of immunocompromised patients, use of invasive 

procedures for treatments and resistance of microorganisms to antimicrobials. Susceptibility to sepsis 

is influenced by the pathogen (type, load, virulence, infectivity, antimicrobial resistance), the host 

(age, sex, genetic, immune status, comorbidities, nutrition, vaccine, medication) and the environment 

(temperature, pollution, nutritional context, health care access, therapy). Patients with sepsis show a 

concomitant inflammatory and immunoparalysis status associated with important metabolic 

disturbances [97]. Current research based on single-cell techniques aims at unravelling the immune 

cells involved in sepsis, characterizing their metabolism, functionality and genetic or epigenetic 

markers to use them as biomarkers or targets for sepsis adjunctive therapies [98].  
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1.2 Histone deacetylases (HDACs) 
Acetylation of histone tails is a major epigenetic modification affecting chromatin structure, 

recruitment of chromatin-binding proteins and gene transcription [99]. Histone acetylation is a 

dynamic process regulated by histone acetyl transferases (HATs) and histone deacetylases (HDACs). 

Histones acetylation is linked to transcriptionally active chromatin (euchromatin) with facilitated 

recruitment of polymerase II (Pol II) and its coactivators, while deacetylation compacts the chromatin 

(heterochromatin) and represses gene transcription (Figure 5) [100]. Mammalian genomes encode for 

eighteen HDACs divided in eleven Zn+-dependent classical HDACs (HDAC1-11) and seven NAD+-

dependent sirtuins (SIRT1-7). HDACs have been further divided in five classes according to their 

sequence homologies to yeast proteins, their localization and their enzymatic activity [101]. Class I 

HDACs (HDACs 1, 2, 3, 8) are homologous to yeast Rpd3, class IIa (HDACs 4, 5, 7, 9) and class IIb HDACs 

(HDACs 6, 10) to Hda1, class III sirtuins (SIRT 1-7, see section 1.3) to Sir2. Class IV HDAC (HDAC 11), the 

smallest HDAC, has similarities with both class I and II HDACs. All classical HDACs are mainly located in 

the nucleus although class II HDACs can shuttle to the cytoplasm (Table 2). Sirtuins are located in the 

nucleus, cytoplasm or mitochondria. Albeit HDACs were first reported to target histones, it has 

become clear that they also target thousands of non-histone proteins and catalyze other protein 

modifications including succinylation, malonylation and glutarylation [102]. Therefore, HDACs 

regulate numerous biological processes linked to epigenetics, metabolism and immunity [103]. 

 

Figure 5: Histone acetylation and deacetylation regulate chromatin opening and pendant gene 
transcription. Acetylation by histone acetyltranferases (HATs) opens chromatin leading to 
recruitment of polymerase II (Pol II) and its coactivators and enables gene transcription. Histone 
deacetylases (HDACs) remove acetyl groups from histones hindering gene transcription. Ac: 
acetylation. Adapted from [104]. 
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Table 2: Localization and knocking out of HDACs in mouse. 

Class Enzyme Localization Enzymatic activity KO mouse phenotype 

Class I HDAC 1 Nucleus Deacetylase, decrotonylase Embryonic lethal [105] 
 HDAC 2 Nucleus Deacetylase, decrotonylase Perinatal lethal [105] 
 HDAC 3 Nucleus Deacetylase, decrotonylase Embryonic lethal [106, 

107] 
 HDAC 8 Nucleus Deacetylase, de-fatty-acylase Perinatal lethal [108] 
Class IIa HDAC 4 Nucleus / Cytoplasm Deacetylase Perinatal lethal [109] 
 HDAC 5 Nucleus / Cytoplasm Deacetylase Viable [110] 
 HDAC 7 Nucleus / Cytoplasm Deacetylase Embryonic lethal [111] 
 HDAC 9 Nucleus / Cytoplasm Deacetylase Viable [112] 
Class IIb HDAC 6 Cytoplasm / Nucleus Deacetylase Viable [113] 
 HDAC 10 Cytoplasm / Nucleus Deacetylase Not reported  
Class III SIRT 1 Nucleus Deacetylase, decrotonylase Perinatal lethal [114] 
 SIRT 2 Cytoplasm / Nucleus Deacetylase, demyristylase, 

decrotonylase 
Viable [115] 

 SIRT 3 Mitochondria Deacetylase, decrotonylase Viable [116] 
 SIRT 4 Mitochondria ADP-ribosyltransferase, 

lipoamidase 
Viable [117] 

 SIRT 5 Mitochondria Deacetylase, demalonylase, 
desuccinylase, deglutarylase 

Viable [118] 

 SIRT 6 Nucleus Deacetylase, ADP-
ribosyltransferase, deacylase 

30-day lethal [119] 

 SIRT 7 Nucleolus Deacetylase Viable, short lifespan 
[120] 

Class IV HDAC 11 Nucleus Deacetylase, demyristoylase Viable [121] 

 

1.2.1 Role of classical HDACs 

Despite their chromatin remodeling function, HDACs lack a DNA binding motif requiring their 

integration in multiprotein complexes to modulate histone acetylation supporting an interaction and 

possible regulation of non-histone proteins. Class I HDACs interact with nuclear proteins to form 

activating or inhibiting complexes and directly affect the transcription of HDAC-specific gene subsets 

[122]. HDAC1 and HDAC2 have some redundant functions and can substitute each other. They play a 

role in cell cycle regulation, DNA damage repair and cell development appraised by the observation 

that germline deletion of any class I HDAC in mouse is lethal (Table 2). Class IIa HDACs have a 

structurally larger catalytic site compared to other HDACs and are therefore unable to produce an 
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effective deacetylation reaction [123]. However, class IIa HDACs were not silenced during evolution 

and are hypothesized to repress gene expression independently of their catalytic site, for instance by 

serving as a scaffold for the recruitment of proteins including HDACs of other classes.  

HDAC6 is the best-described class IIb HDAC promoting DNA repair in the nucleus and 

deacetylating tubulin in the cytoplasm [124, 125]. Tubulin acetylation stabilizes the microtubule 

network linking the activity of HDAC6 to cell motility but also to defective intracellular transport 

underlying neurodegenerative diseases [126]. HDAC10, the second class IIb HDAC, promotes 

autophagy and polyamine metabolism by directly deacetylating components of these pathways [127, 

128]. The characterization of HDAC11, the only class IV HDAC, is elusive with little knowledge on 

possible targets. HDAC11 has been reported to promote inflammation in immune cells and to reduce 

lipid oxidation [121, 129]. Mice deficient in HDAC11 show a decreased weight gain when fed a high fat 

diet (HFD). 

1.2.2 Classical HDACs in innate immune cells and during infections 

MAMPs/DAMPs affect the expression of HDACs in an enzyme, cell and stimulus-dependent manner 

[130, 131]. In macrophages, LPS rapidly upregulates HDAC1 and HDAC9 expression and transiently 

reduces the expression of HDACs 4-8 and HDACs 10-11 [130]. However, measuring the impact of 

HDACs on cellular immune responses is complex and controversial results have been reported. HDACs 

affect multiple cellular pathways with complex stimulatory and inhibitory networks omitted in studies 

focusing one specific pathway or molecule. Moreover, HDACs have been mainly studied using 

inhibitory (pan) drugs (HDACi, see section 1.2.3) with limited understanding on the mechanism of 

action and the impact on other cellular components, at the expense of targeting specific HDACs. 

Dynamic epigenetic modifications play an important role during immune cell development 

and lineage commitment for subsequent activation and silencing of specific genes. HSCs show 

increased histone acetylation in line with low levels of HDACs. Several HDACs are expressed in 

progenitors at different stages of immune cell development accounting for progenitor-specific 
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acetylation patterns [132]. Inhibiting single or multiple HDACs affects cell development and progenitor 

commitment. HDACi promote the development of monocytes and granulocytes over erythrocytes 

[133] and impair the maturation of DCs [134]. Class I HDACs promote cell proliferation and deficiency 

in either HDAC 1, 2 or 3 results in cell cycle arrest and impaired cellular differentiation [135, 136]. Mice 

deficient in HDAC 1-4 show cell proliferation defects during development and are non-viable [137]. 

The role of HDACs in immune cell development implies that their expression is tightly regulated at the 

transcriptional and post-translational levels [138]. 

In macrophages, inhibition of HDACs reduces bacterial phagocytosis and killing and decreases 

cytokine production [139, 140]. HDACi powerfully inhibit the expression of secondary response genes 

encoding for inflammatory cytokines (IL6, IL12b) but marginally impact on the expression of the 

primary response genes TNF and IFNb [141, 142]. HDAC3 promotes M1 over M2 polarization of 

macrophages by repressing the expression of M2 related genes [143, 144]. However, HDAC11 and 

HDAC6 inhibit the production of IL-10 in a concerted way [145]. Treatment of neutrophils with HDACi 

before stimulation induces hyperacetylated NETs with increased capacity to activate macrophages 

[146]. HDAC11 limits neutrophil migration, phagocytosis and production of inflammatory cytokines 

[147]. HDAC11 was also proposed to regulate the expansion and function of MDSCs in tumor models. 

However, HDAC11 suppression concomitantly increases the inflammatory response of neutrophils 

and the immunosuppressive phenotype of MDSCs [148]. 

1.2.3 Classical HDAC inhibitors (HDACi) 

An epigenetic mark found in multiple cancers is the loss of acetylation on histone 4 at lysine 16 (H4K16) 

[149]. Overexpression or mutation of multiple HDACs are observed in tumors and often associated 

with disease progression and poor patient outcome [150]. Dysregulated HDAC expression is generally 

associated with altered gene expression and aberrant cell functionality. However, contradictory 

observation have been reported in the literature, suggesting HDAC and cell type-dependent effects 

[151]. Besides tumorigenesis, several HDACs have been associated with neurodegenerative diseases. 
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Histone acetylation is important in memory formation with dynamic variations upon neuronal activity 

[152]. Overexpression of HDAC2 impairs synaptic plasticity and memory formation while HDAC2 

deficiency reverses the phenotype [153]. Patients with Alzheimer’s diseases have increased levels of 

HDAC2 [154] while HDAC5 and HDAC9 are linked to schizophrenia [155, 156]. These findings support 

the clinical development of HDACi, with numerous molecules in the pipeline. 

Valproic acid (VPA) was first synthesized in 1882 and licensed to treat epilepsy and bipolar 

disorder in 1967 in France, then approved by the Food and Drug Administration (FDA) in 1978. VPA 

was shown later to inhibit HDACs [157] and thus represents the first HDACi ever marketed for clinical 

applications. More recently, HDACi have been developed primarily as anticancer agents. The second 

marketed HDACi is SAHA (also called vorinostat), approved by the FDA in 2006 for the treatment of 

cutaneous T cell lymphoma [158]. Three other HDACi have been approved since then: romidepsin and 

belinostat for the treatment of cutaneous and/or peripheral T-cell lymphoma, and panobinostat as a 

third line treatment for multiple myeloma [159]. Many other HDACi are tested in clinical trials, 

including the short-chain fatty acids (SCFAs) produced by the gut microbiota (see section 1.2.4). The 

small number of approved drugs is linked to the limited understanding of their mechanisms of action 

and to side effects due to the large number of processes impacted by HDACs [160]. Current research 

aims at developing not only HDAC-specific inhibitors and pan-HADCi, but also inhibitors targeting the 

multiprotein complexes HDACs are part of [161]. However, it is important to test the effect of HDACi 

on non-targeted diseases and opportunistic infections to foresee possible adverse reactions (reviewed 

in [104]). 

 HDACi are protective in murine models of cecal ligation (CLP) and puncture with decreased 

mortality [162], lung injury [163] and memory loss in survivors [164]. Mice treated with VPA are 

protected against lethal CLP, and lipopeptide or LPS-induced toxic shock, but are more sensitive to 

non-severe infections with Klebisella pneumoniae and Candida albicans [141, 165]. In viral infections 

with human immunodeficiency virus (HIV) or herpesvirus, inhibition of HDACs reverses viral latency 
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and accelerate viral replication [166, 167]. Therefore, HDACi are promising latency-reversing agents 

to purge HIV reservoir. Other HDACi directly abrogated viral replication [168-170].  

1.2.4 Short chain fatty acids (SCFAs) inhibit HDACs 

SCFAs are chemically defined as organic molecules with a backbone of one to six carbons. SCFAs are 

abundant metabolites of the mammalian gut, primarily produced by the fermentation of complex 

carbohydrates in the large intestine by the gut microbiota [171]. The most abundant SCFAs in human 

are acetate (C2), propionate (C3) and butyrate (C4) (Figure 6), reaching all together 50-100 mM in the 

colonic lumen [172]. Most of SCFAs are absorbed in the colon since only 5-10% of their production are 

found in the feces [173]. SCFAs can enter the portal circulation to act as a source of SCFAs in the 

bloodstream and reach any tissue. At the cellular level, SCFAs are sensed by membrane bound G 

protein coupled receptors (GCPRs), or enter the cell through passive diffusion or active transport 

[174]. SCFAs increase the acetylation of histones, with butyrate exhibiting the strongest activity [175-

177]. SCFAs act as HDACi by reducing HDAC expression or through direct binding to HDACs [178, 179]. 

Butyrate is mainly used as an energy source in the colon while propionate is metabolized in 

the liver, leading to rather low concentrations of these SCFAs in the blood when compared to acetate. 

Acetate crosses the blood brain barrier (BBB) to regulate satiety [180]. From an immunological 

perspective, SCFAs are immunosuppressive compounds. SCFAs binding to the GPCRs GPR41, GPR43 

and GPR109a inhibit p38 and c-Jun N-terminal kinase (JNK) MAPK pathways to reduce pro-

inflammatory cytokine production while enhancing the release of anti-inflammatory cytokines [181, 

182]. GPR43 and GPR109a deficient mice exhibit increased production of inflammatory mediators and 

recruitment of immune cells, mainly granulocytes, in the intestine [181, 183].  

SCFAs maintain homeostasis and reduce inflammation in multiple tissues and cell types 

(Figure 6). In the gut, SCFAs promote epithelial barrier integrity and the production of mucus by goblet 

cells [184]. The mucus layer creates a gradient of SCFAs decreasing from the lumen to the laminal 

surface enabling epithelial cells to sense variations in overall SCFAs concentration. SCFAs also interact 



36 

 

with the immune cells present in the lamina propria. Butyrate modulates histone acetylation and 

reduces the secretion of pro-inflammatory cytokines by macrophages [185]. Butyrate reduces the 

glycolytic capacity and mTOR activation in macrophages but promotes bacterial killing through histone 

acetylation-mediated increased production of antimicrobial effector molecules [186]. Butyrate and 

propionate, acting as HDACi on HDAC6 and HDAC9, increase the acetylation of the transcription factor 

forkhead box 3 (Foxp3) to promote the proliferation and the suppressive function of Tregs [187, 188]. 

The homeostatic effects of SCFAs are transmitted to the offspring reinforcing the notion that SCFAs 

act as epigenetic modulators [189].  

 

 

Figure 6: Impact of short chain fatty acids (SCFAs) on organs and immune cells. The main SCFAs 
are propionate, acetate and butyrate. SCFAs promote mucus production and the integrity of the 
epithelial barrier in the gut protecting the organism from pathogen invasion and keeping the 
microbiota at distance from the cells. SCFAs circulate through the bloodstream to maintain insulin 
sensitivity and reduce fat storage in the liver. Acetate is transported to the brain where it promotes 
the feeling of satiety and induces the maturation of microglia. In the bone marrow, SCFAs promote 
granulopoiesis in detriment of DC maturation. At the cellular level, SCFAs reduce the pro-
inflammatory profile of immune cells and promote the secretion of anti-inflammatory cytokines. In 
T cells, SCFAs promote regulatory T cells (Tregs) proliferation and activity.  
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The immunosuppressive effects of SCFAs promoted their study in inflammatory diseases and 

in carcinogenesis [190], and treatments are in development with SCFAs supplementation or drugs 

targeting GPR41 and GPR43. Oral supplementation of butyrate reduces NF-κB activation, increases 

the number of Tregs and protects mice against colitis [191, 192]. SCFAs are also protective against 

colonic cancer through their HDACi activity and as an unfavorable source of energy for cancer cells 

that mainly use glucose [180]. The dissemination of SCFAs in the organism leads to its protective effect 

on distal organs, including liver, lungs and brain. Supplementation with butyrate of mice fed with HFD 

increases insulin sensitivity and protects against obesity [193]. SCFAs reduce the severity of airway 

allergic diseases including asthma by downregulating the Th2 and DC responses and neutrophil 

recruitment in the lungs [194-196]. Butyrate has shown controversial results in cancer prevention 

[197, 198] and recent research suggests that the individual response to butyrate treatment could be 

microbiota dependent [199]. The anti-inflammatory effect of SCFAs questions their impact on 

infectious diseases. Acetate and butyrate are protective during infection with Citrobacter rodentium 

[186, 200]. SCFAs show a protective effect against major foodborne pathogens including Salmonella 

spp, Escherichia coli, Shigella spp and Listeria monocytogenes [201]. The protective effect of SCFAs 

could be mediated by direct inhibition of bacterial growth, promotion of antimicrobial function of 

immune cells or maintenance of epithelial barrier integrity [186]. 

1.3 Sirtuins (SIRT) 
The human and murine genomes encode for seven sirtuins mainly located in the nucleus (SIRT1, SIRT6 

and SIRT7), the cytoplasm (SIRT2) and the mitochondria (SIRT3, SIRT4 and SIRT5). However, many 

sirtuins have been observed in other organelles implying that they can shuttle between subcellular 

compartments [202]. Although sirtuins were first described as deacetylases, several sirtuins have a 

weak deacetylation activity and preferably remove other functional groups including succinyl, 

malonyl, acyl and glutaryl. Sirtuins target thousands of histone and non-histone proteins and affect 

multiple cellular pathways.  
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Sirtuins gained interest in the 90’s when their yeast homologs, the SIR proteins, were shown 

to increase the lifespan of Saccharomyces cerevisiae [203, 204]. This effect was later linked to caloric 

restriction in yeast [205] and generalized to other organisms including Drosophila [206] and mice [207, 

208]. During caloric restriction, the metabolism of carbohydrates and fats is altered leading to an 

increased level of intracellular NAD+ and promoting the activity of sirtuins [209]. In mice, caloric 

restriction increases the expression of sirtuins while feeding HFD decreases their expression in muscle 

and heart tissues. Yet, caloric restriction increases the lifespan of organisms independently of sirtuin 

expression [210, 211]. In humans, multiple studies addressed the association between genetic 

variations in Sirtuin genes and longevity with controversial results. SIRT1 and SIRT3 were decreased 

with age and few allelic variations were linked to a reduction of age-associated diseases with no 

correlation with mortality [212, 213]. As we will summarize later, sirtuins act both as inducers and 

inhibitors of oncologic and inflammatory diseases, which prompted the development of sirtuin 

modulators. Multiple clinical trials are currently testing the potential of sirtuin activators, the most 

studied being resveratrol, for the treatment of inflammatory and metabolic disorders with 

encouraging results [214]. Overall, sirtuins are promising targets to alleviate age-associated diseases, 

without affecting lifespan. Since numerous observations from in vitro studies and in vivo preclinical 

models use pharmacological modulators of sirtuins, we will first briefly summarize the development 

of activators and inhibitors of sirtuins. 

1.3.1 Modulation of sirtuins 

Resveratrol is a polyphenolic compound naturally occurring in grapes and berries identified by high-

throughput screening as an activator of human SIRT1 and of yeast Sir2 that increases the lifespan of 

S. cerevisiae [215]. In mice and humans, resveratrol increases the expression and activity of SIRT1 

[216] and SIRT3 [217] to promote homeostasis and reduce inflammation. In fact, resveratrol quickly 

attracted the attention of not only the scientific community but also of the media, the public and the 

industry following its possible role in protecting people consuming animal fat from cardiovascular 

disease, a phenomenon known as the French paradox [218]. Overall, resveratrol has been suggested 
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to exert anticancer, cardioprotective, anti-inflammatory, antidiabetic and neuroprotective effects. 

Synthetic resveratrol derivatives and additional screenings identified small molecules activator of 

sirtuins that increase mitochondrial biogenesis, improve insulin sensitivity, lower plasma glucose and 

cholesterol and protect from atherosclerosis [219-222]. Numerous clinical trials are in progress to test 

the usage of resveratrol or its derivatives in age-associated inflammatory diseases. Overall, this field 

is largely focused on SIRT1 activation with few compounds targeting other sirtuins directly or indirectly 

through SIRT1 activation.  

Sirtuins have a pathogenic role in several diseases. By testing natural compounds and small 

molecule libraries and by rational drug design, sirtuin inhibitors have been developed with the 

potential to target dysregulated sirtuin expression and/or activity. The majority of the compounds 

available today inhibit SIRT1 and SIRT2. They include the physiologic inhibitor nicotinamide, the 

hydroxynaphthaldehyde (sirtinol, salermide and cambinol), derivatives of splitomicin, the indole 

derivative EX 527 and tenovins (Table 3). While these inhibitors act through different mechanisms, 

they have in common anti-tumor activity in vitro, which have been confirmed in animal models for 

cambinol and tenovins [219]. The inhibitors are designed to bind selectively the catalytic domain of 

sirtuins [223]. However, depending on the dose used, inhibitors affect multiple sirtuins. Additionally, 

inhibiting the activity of one sirtuin may modulate pathways ultimately affecting the expression and 

function of other sirtuins. Given the broad range of biological processes that sirtuins influence on, this 

limitation may give rise to important side effects in vivo. Moreover, the role of sirtuins in infections is 

largely uncharacterized. Therefore, considering the anti-inflammatory properties of some sirtuins, the 

newly developed drugs should be tested for their effect on infections to overrule the risk of infections 

during treatment.  
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Table 3: Selection of sirtuins modulators. 

Molecule Sirtuin(s) Concentration (μM) Effect Clinical trial Ref 

Activators      

 Resveratrol SIRT1 5  ↑ cancer cell death Phase III [224] 
 SIRT3 50  ↑ autophagy  [225] 
 SIRT5 50  ↓ inflammation  [226] 
 SRT2104 SIRT1 3 ↑ neuroprotection 

↓ inflammation  
Phase IIb [227] 

 UBCS039 SIRT6 75-100 ↑ cancer cell death  no [228] 
 SIRT5 100   [229] 
Inhibitors  IC50    

 AGK2 SIRT2 3.5 ↑ neuroprotection no [230] 
 SIRT1, SIRT3 > 50    
 AK-7 SIRT2 15.5 ↑ neuroprotection no [230] 
 SIRT1, SIRT3 > 50    
 Cambinol SIRT1 56 ↑ cancer cell death no [230] 
 SIRT2 59 ↓ inflammation   
 SIRT5 42% at 300    
 EX-527 SIRT1 0.1-1  ↑ inflammation no [230] 
 SIRT2, SIRT3 20-49 μM    
 Nicotinamide SIRT1, SIRT2 100-120 μM ↑ cancer cell death Phase III [231] 
 SIRT3 50 μM    
 SIRT5, SIRT6 150-184 μM    
 Sirtinol SIRT1 38-131 μM ↑ cancer cell death no [232] 
 SIRT2 38-58 μM ↓ gluconeogenesis   
 SIRT3 24% at 50 μM    
 Tenovin-6 SIRT1 37.5 μM ↑ cancer cell death no [233] 
 SIRT2 10.4 μM ↑ p53   

Information on clinical trials obtained from https://clinicaltrials.gov, on May 1st 2019.  

1.3.2 Targets of sirtuins 

Sirtuins promote cellular homeostasis by modulating epigenetic, inflammatory and metabolic 

pathways. Several studies have applied mass spectrometry techniques to assess protein modifications 

in wild type and sirtuin deficient cells [234, 235]. These studies revealed thousands of differentially 

regulated genes and proteins between wild type and deficient cells with as many potential targets for 

sirtuins. However, the observed phenotype might change drastically according to the method used to 

target sirtuins, for instance by using small-interfering RNA (siRNA), short hairpin RNA (shRNA), cells 

isolated from whole body or conditional knockout mice or drugs targeting sirtuins. Moreover, sirtuins 

share targets and the deletion of one sirtuin may be compensated by others. We present here some 

commonly admitted targets and cellular roles for sirtuins (Figure 7). 
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Figure 7: Sirtuins target unique and shared proteins to modulate gene expression, homeostasis, 
metabolism and inflammation. The seven sirtuins are mainly localized in the nucleus (SIRT1, SIRT6, 
SIRT7), the cytoplasm (SIRT2) and the mitochondria (SIRT3, SIRT4, SIRT5). Among others, sirtuins 
regulate gene transcription (Pol I), DNA repair, transcription factors (yellow), structural proteins 
(tubulin network), metabolic pathways (orange), electron transport chain (ECT) components (green) 
and ROS detoxifying enzymes (pink). Several sirtuins may target similar enzymes to affect common 
cellular pathways. Ac: acetyl; AceCS: acetyl-CoA synthetase; CSP1: carbamoyl phosphate synthase 
1; FOXO: forkhead box protein O; GDH: glutamate dehydrogenase;HIF-1α: hypoxia inducible factor 
1α; IDH: isocitrate dehydrogenase; NF-κB: nuclear factor κB; Pol I: polymerase I; ROS: reactive 
oxygen species; SOD: superoxide dismutase; I, II, III: ECT complex I, II, III. 

 

SIRT1. The nuclear SIRT1 is the most extensively studied sirtuin with numerous identified targets 

including histones H1, H3 and H4 and the transcription factors NF-κB, forkhead box protein O 1 

(FOXO1) and FOXO3 [236]. SIRT1 acts directly on gene expression and impacts on inflammatory, 

metabolic and cellular survival pathways. During caloric restriction, the expression of SIRT1 is 

upregulated to promote autophagy and hinder glycolysis by repressing hypoxia inducible factor 1α 

(HIF-1α) mediated gene expression [237, 238]. On the contrary, SIRT1 was suggested to stabilize HIF-

1α during hypoxia to promote glycolysis and cell survival [239]. SIRT1 was reported to both sensitize 
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and protect cells to TNF-induced apoptosis through inhibition of NF-κB and FOXO1, respectively [240, 

241]. SIRT1 promotes mitochondrial homeostasis by activating the peroxisome proliferator-activated 

receptor γ coactivator-1α (PGC-1α) possibly linking the activity of SIRT1 to mitochondrial sirtuins [242]. 

In tumorigenesis, SIRT1 has deleterious and protective effects by inactivating tumor suppressors but 

also reducing DNA damage [243]. These results suggest a cell-type and context dependent effect for 

SIRT1 with regulatory mechanisms by other nuclear proteins. 

SIRT2. SIRT2 is the only sirtuin primarily located in the cytoplasm where it deacetylates tubulin [244]. 

Tubulin deacetylation decreases tubulin stability and renders microtubules more prone to mechanical 

breaks [245], linking SIRT2 to axonal degeneration in neurons [246], inhibition of mitosis, and NLRP3 

inflammasome assembly [247, 248]. SIRT2 has been reported to translocate into the nucleus during 

the G2/M phase, where it deacetylates histones H3 and H4 [249, 250], NF-κB and members of FOXO 

transcription factor family [251, 252]. SIRT2 interacts with and deacetylates p65 to regulate the 

expression of NF-κB dependent genes, with reports suggesting both activating and inhibiting 

outcomes [240, 252, 253]. SIRT2 deacetylates FOXO3 which promotes the transcription of ROS 

detoxifying enzymes and inhibits oxidative stress [251]. SIRT2 deacetylates FOXO1, reducing adipocyte 

differentiation [254], promoting autophagy [255] and inducing gluconeogenesis [256]. SIRT2 

deacetylates and promotes signaling of MAPK phosphatase-1 (MKP-1), enhancing the production of 

inflammatory mediators[257, 258].  

SIRT3. SIRT3 is the main mitochondrial deacetylase and is highly expressed in mitochondria-rich 

tissues including liver, heart and brown adipose tissue. SIRT3 maintains cellular homeostasis by 

binding to and activating the ROS detoxifying enzymes superoxide dismutase (SOD) 2 and isocitrate 

dehydrogenase (IDH) 2 [259, 260]. Reduction of ROS destabilizes HIF-1α [261] promoting OXPHOS for 

energy production. SIRT3 directly targets other metabolic enzymes including acetyl-CoA synthase 

(AceCS) [262], and interacts with components of the electron transport chain (ETC) complex I [263] to 

sustain ATP production. SIRT3 modulates thermogenesis in brown adipose tissue by deacetylating 
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uncoupling protein 1 (UCP1) to increase mitochondrial inner membrane conductance and to produce 

heat [264]. During stress, SIRT3 activates optic atrophy 1 (OPA1) protein to promote mitochondrial 

fusion [265] and heat-shock protein 10 (Hsp10) to control folding and function of fatty acid oxidation 

(FAO) enzymes [266]. SIRT3 also induces nuclear translocation of PGC-1α [267] and FOXO3 [268] and 

the expression of their target genes to promote mitochondrial functions.  

SIRT4. The mitochondrial SIRT4 is one of the least studied sirtuins. SIRT4 downregulates glutamine 

metabolism through inhibition of glutamate dehydrogenase (GDH) [269, 270]. This mechanism 

promotes DNA damage repair, which in turn activates SIRT4 in a positive feedback loop [270], and 

reduces insulin secretion [117]. More recently, SIRT4 was reported to promote leucine metabolism, a 

second pathway downregulating insulin secretion [271]. 

SIRT5. SIRT5 mainly localizes in the mitochondria where it exerts a major desuccinylation activity and 

shows a weak deacetylase activity [272]. SIRT5 was first shown to target and activate carbamoyl 

phosphate synthase 1 (CPS1) to regulate the urea cycle [273]. SIRT5 can localize both inside and 

outside the mitochondria and regulates the succinylation state of 12% of all cellular succinylation sites 

[274]. SIRT5 targets multiple metabolic enzymes including components of FAO and ETC in the 

mitochondrial matrix [272, 275, 276] and glycolytic enzymes in the cytoplasm [277]. SIRT5 activates 

ammonia detoxifying enzymes and, like SIRT3, ROS detoxifying enzymes including SOD2, its cytosolic 

homolog SOD1, and IDH2 [278-280]. During starvation, SIRT5 promotes mitochondrial fusion 

sustaining OXPHOS [281] but also deacetylates STAT3 to inhibit its mitochondrial translocation and 

metabolic regulation [282]. 

SIRT6. SIRT6 targets histone H3 thus increasing genomic stability and decreasing gene expression 

[283, 284]. Like SIRT1 and SIRT2, SIRT6 targets FOXO1 and FOXO3 and represses FOXO-mediated gene 

expression [285]. SIRT6 represses HIF-1α to promote OXPHOS over glycolysis [286]. SIRT6 also 

maintains lipid homeostasis through repression of the lipogenic transcription factors SREBP1 and 

SREBP2, and activation of the AMP-activated protein kinase (AMPK) [287].  
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SIRT7. SIRT7 interacts with RNA polymerase (Pol) I and promotes its transcriptional activity [288]. 

Further studies showed that SIRT7 potentially interacts with Pol II and Pol III [289, 290]. SIRT7 directly 

impacts on DNA damage repair through histone modification and presence in multi-protein chromatin 

remodeling complexes [291, 292]. SIRT7 targets transcription factors including osterix (osx) to 

promote bone formation [293]. 

1.3.3 Sirtuins in immune cells 

Hematopoietic progenitors and mature immune cells express all sirtuins at different levels as 

illustrated in Figure 8 with embryonic stem cell (ESC), HSC and CMP. The nuclear sirtuins SIRT1, 6 and 

7 play an important role during development and their deletion in mice is lethal (Table 2, [294]). SIRT1 

is highly expressed in stem cells [295] where it maintains stemness by directly targeting p53 

translocation to the nucleus and by modulating gene expression pattern through chromatin silencing 

and through FOXO activation [296-298]. SIRT6 regulates HSC proliferation through epigenetic control 

of the Wnt signaling pathway [299] while SIRT7 controls HSC differentiation by enhancing 

mitochondrial stability [300]. 

The expression and potential role of mitochondrial sirtuins depends on mitochondrial mass. 

ESC and HSC rely mainly on glycolysis for energy production with little OXPHOS [301]. However, 

mitochondria are important to maintain HSC through mitophagy with a continuous mitochondrial 

biogenesis and are required for the differentiation of HSC into progenitor cells, mainly lymphoid-

biased progenitors [302]. In line, SIRT3 is expressed at higher level in CLP than in myeloid progenitors 

[303]. During adulthood, SIRT2 and SIRT3, but not SIRT1, promote the maintenance of HSC by reducing 

oxidative stress and NLRP3 inflammasome activation [304, 305]. As we will see later, in this project, 

we focused on the role of SIRT2, SIRT3 and SIRT5 in innate immune cells, mainly macrophages and 

neutrophils. 
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Figure 8: Expression of sirtuins in 
embryonic stem cell (ESCs), 
hematopoietic stem cells (HSCs) 
and common myeloid progenitors 
(CMPs). Data extracted from 
biogps.org 

 

Macrophages. The role of SIRT2 in macrophages is controversial with reports of pro-inflammatory 

and anti-inflammatory profiles, and no impact. SIRT2 promotes a M1 phenotype with increased NF-

κB activation, iNOS expression and ROS production while decreasing arginase-1 transcription [306]. In 

contrary, SIRT2 deacetylates p65, inhibits NF-κB activity and reduces the transcription of NF-κB target 

genes and the pro-inflammatory response in macrophages [115]. SIRT2 activity has been associated 

with reduced TLR signaling and the establishment of a tolerant phenotype [307]. SIRT2 deacetylates 

tubulin in macrophages, and inhibition of SIRT2 promotes NLRP3 assembly and subsequent IL-1β 

secretion [248]. Finally, it has been shown in the laboratory that selective inhibitors of SIRT2, AK-7 and 

AGK2, do not modulate cytokine production by macrophages exposed to various TLR ligands [230].  

SIRT3 induces a M2 phenotype in macrophages by promoting mitochondrial function and 

reducing ROS levels. Peritoneal macrophages deficient in SIRT3 produce higher levels of pro-

inflammatory cytokines and ROS [308, 309]. This effect is linked to a decreased SOD2 activity and 

OXPHOS, and increased inflammasome activation in SIRT3 deficient cells. In line, SIRT3 promotes 

autophagy which reduces NLRP3 inflammasome activation and consequently IL-1β secretion [310]. 

SIRT3 deacetylates the autophagy component ATG5, promotes autophagosome formation and 

antimicrobial defenses in macrophages incubated with Mycobacterium tuberculosis [311]. SIRT3 also 

reduces the accumulation of lipid in macrophages decreasing the formation of foam cells [312]. 
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SIRT5 sustains the production of pro-inflammatory cytokines by promoting p65 acetylation 

and NF-κB activity [307]. SIRT5 rescues the tolerant phenotype of macrophages mediated by SIRT2, 

reinforcing the pro-inflammatory impact of SIRT5 [307]. In contrary, SIRT5 decreases IL-1β production 

through the desuccinylation and inhibition of the glycolytic enzyme pyruvate kinase M2 [313]. 

Moreover, SIRT5-deficient mice are susceptible to DSS-induced colitis [313]. A similar phenotype is 

observed using mice deficient in either SIRT2 or SIRT3 [115, 314].  

Neutrophils. During granulopoiesis, the sequential expression and repression of SIRT1 is important 

to regulate the acetylation level of CCAAT/enhancer-binding proteins (C/EBP) that play a central role 

in neutrophil development [315]. The role of sirtuins in mature neutrophils is scarce with only two 

studies addressing the role of SIRT3. SIRT3 increases ROS production in neutrophils, but has an 

uncertain effect on the production of NETs [316, 317].  

The role of sirtuins in neutrophil recruitment has been studied in inflammatory models. SIRT2 

promotes LPS-induced renal tubular expression of CXCL2 and CCL2 and the recruitment of neutrophils 

to kidneys, and SIRT2 aggravates post-ischemic liver injury increasing proinflammatory cytokines, 

hepatocellular necrosis and apoptosis, and neutrophil infiltration [257, 258]. In contrary, SIRT3 

reduces neutrophil recruitment to the lungs of mice subjected to LPS-induced acute lung injury and 

during mycobacterial infection [309, 311]. Treatment of rats with resveratrol reduces neutrophil 

accumulation in sepsis-induced myocardial injury and spinal cord injury-induced lung damages [318, 

319]. 

DCs, T cells and B cells. SIRT1 modulates DC function and promotes the induction of Tregs 

[320-322]. The role of other sirtuins in DCs, T cells and B cells is less studied. SIRT2 decreases TNF 

production by DCs through inhibition of NF-κB [252]. Salmonella infection increases the expression of 

SIRT2 in DCs, inhibits T cell proliferation and promotes bacterial survival in CD8+ T cells [253]. In 

contrast, SIRT2 deficiency increases the proportion of activated T cells in lymph nodes of mice 

subjected to DSS-induced colitis, worsening diseases outcome [115]. Like SIRT1, SIRT3 promotes the 
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function of Tregs and protects against allograft rejection [323]. SIRT1 reduces memory T cells 

proliferation through targeting FOXO1 and decreases glycolysis [324]. The role of SIRT2, SIRT3 and 

SIRT5 in T cell activation and memory formation has not been reported. Yet, since SIRT2, SIRT3 and 

SIRT5 affect metabolic pathways and gene transcription, one may anticipate that they affect T cell 

functionality at baseline or during stress conditions. 

1.3.4 Sirtuins in age-associated, inflammatory and infectious diseases 

The homeostatic role of sirtuin and their association with longevity prompted research on their 

function in inflammatory and age-related diseases. Inflammation and aging are connected since aging 

is a major risk factor for inflammatory diseases and age-associated diseases have an inflammatory 

component [325]. Sirtuins have been extensively studied in various human tumors and in preclinical 

mouse models of cancer with controversial results (Table 4). The expression of sirtuins is increased or 

reduced in human cancers in an enzyme and cell dependent manner [326]. In line, sirtuins regulate 

cellular components to act either as pro-tumorigenic or tumor suppressor. For example, SIRT2 

downregulates the tumor suppressor p53 [327] but stabilizes the oncoprotein Myc [328]. Moreover, 

the antioxidant effects of SIRT3 and SIRT5 reduce oxidative damage-mediated cancer development, 

but protect cancer cells against oxidative stress induced apoptosis [329]. SIRT3 interacts with p53 to 

either reduce [330] or promote [331] cell cycle arrest in bladder and lung cancers. Finally, SIRT5 

promotes the expression of drug resistance genes [332] and tumor suppressors [333]. 

Sirtuins in neurodegeneration. An important alteration during aging is memory loss. The 

expression of SIRT2 and its impact on tubulin stability are linked with neurodegenerative diseases 

including Parkinson and Alzheimer’s diseases [334], while SIRT3 has a protective effect through its 

antioxidant and homeostatic functions [335]. SIRT3 expression correlates with neuronal survival in a 

mouse model of AD but with disease occurrence in humans [336]. Since overproduction of 

mitochondrial ROS is associated with neurodegeneration, the authors hypothesized that AD patients 

upregulate SIRT3 expression in temporal neocortex in an attempt to control the oxidative burst. 
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Table 4: Sirtuins in inflammation and human diseases. 

  Pro-inflammatory 
effect 

Anti-inflammatory effect Expression in human 
diseases 

Ref 

SIRT1 ↑ Myc 

 

DNA repair, 
mitochondrial function 

cancer, HD, CVD [326, 337-
339] 

 ↓ p53 NF-κB cancer, obesity, AD, PD, 
MS, T2D, heart failure, 
psoriasis 

 

SIRT2 ↑ NO production, Myc, 
chemokines 

genomic integrity cancer, AD 

 

[326, 339-
341] 

 ↓ tubulin stability, 
autophagy, p53 

NF-κB, inflammasome 
assembly 

cancer, obesity, (RA), 
psoriasis 

SIRT3 ↑  oxidative metabolism cancer, RA [326, 335, 
338-340]  ↓ oxidative stress, p53 oxidative stress, HIF-1α, 

cytokines 
cancer, obesity, AD, 
psoriasis 

SIRT4 ↑ lipogenesis DNA repair, oxidative 
metabolism 

 [326, 339, 
342-344] 

 ↓  insulin secretion, 
glutamine metabolism, 
NF-κB 

cancer, T2D, obesity, 
psoriasis 

SIRT5 ↑ NF-κB PKM2, oxidative 
metabolism 

cancer, AD [313, 326, 
338, 339, 
345]  ↓ oxidative stress oxidative stress psoriasis, obesity 

SIRT6 ↑ protection against 
chemotherapy, TNF 

genomic stability, DNA 
repair, autophagy 

cancer, psoriasis [326, 339, 
346-348] 

 ↓  NF-κB, HIF-1α cancer, CVD, 
atherosclerotic lesions, AD, 
heart failure 

 

SIRT7 ↑ NF-κB, oncogenes genomic stability, DNA 
repair, HSC regeneration 

cancer, psoriasis [326, 339, 
349, 350] 

 ↓ neuronal viability Myc cancer, obesity 
AD: Alzheimer’s disease; CVD: cardiovascular disease; HD: Huntington’s disease; MS: multiple sclerosis; PD: 
Parkinson disease; RA: rheumatoid arthritis; T2D; Type II diabetes. Parenthesis indicate a trend. 

 

Sirtuins in metabolic disorders. Sirtuins regulate cellular pathways and modulate the development 

of metabolic disorders. SIRT2 and SIRT3 protect mice against HFD-induced obesity and insulin 

resistance [351, 352]. Mechanistically, SIRT2 promotes the activity of glucokinase protecting against 

impaired glucose metabolism [353]. It also reduces the infiltration of inflammatory M1 macrophages 

in atherosclerotic plaques [354]. SIRT3 reduces pro-inflammatory cytokine production and promotes 
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intestinal barrier permeability [355]. SIRT5 was neither protective nor harmful during HFD [118]. 

However, in ob/ob obese mice developing type 2 diabetes (T2D), SIRT5 reduces lipid accumulation in 

the liver and promotes liver homeostasis by increasing OXPHOS [356]. 

Sirtuins in infection and sepsis. The expression of sirtuins is modulated during the course of sepsis 

[357]. In obese mice subjected to CLP-induced sepsis, SIRT2 expression decreases during hyper-

inflammation while it increases during the hypo-inflammatory phase [358]. SIRT3 acts in concert with 

SIRT1 and the NF-κB subunit RelB to induce a metabolic switch from glycolysis to OXPHOS initiating 

inflammation adaptation [359]. During LPS induced septic shock, SIRT3 increases the survival of mice 

by limiting inflammation-induced damage [360]. SIRT2 is protective in a model of CLP [361] while SIRT3 

has no effect on mouse survival [362]. Oppositely, SIRT2 decreases the survival of ob/ob mice during 

CLP [358]. Few studies addressed the role of SIRT2, SIRT3, and SIRT5 in pure bacterial infections. 

During infection with Listeria monocytogenes, SIRT2 is dephosphorylated and translocates to the 

nucleus to acetylate H3K18 and promote bacterial infection [250]. In line, SIRT2 deficient mice are 

protected against Salmonella Typhimurium infection with lower bacterial burden and increased 

survival [253]. SIRT3 protects mice against M. tuberculosis infection by promoting autophagy and 

reducing lung inflammation [311].  

 

1.4 Innate immune memory and trained immunity 
Since the first vaccine against smallpox developed in 1796 by Dr Edward Jenner, it has become clear 

that the host has the ability to keep a memory of the pathogens it has encountered. This role was 

exclusively attributed to the adaptive immune system with the generation of memory T and B cells 

[363, 364]. These memory cells are generated during a primary infection to express unique T cell and 

B cell receptors recognizing specific antigenic epitopes. Therefore, the ability to remember a previous 

infection has been a key feature discriminating innate and adaptive immune cells. 
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This dogma has been challenged with the observation that invertebrates and plants, which do 

not have an adaptive immune system, display some degree of recall of previous infections [365]. In 

plants, a primary inoculation of a pathogen leads to epigenetic modifications at the promoter of 

defense genes. These modifications were observed at distal parts of the plants and were stable as 

demonstrated by their heritability [366, 367]. Early studies in mice showed that heterologous agents 

could afford protection against infections with pathogens independently of adaptive immune memory 

[368, 369]. In the 80’s, Bistoni, Cassone and colleagues (University of Perugia, Perugia, Italy) 

performed pioneer studies showing that mice injected intravenously (i.v.) with a low dose of Candida 

albicans were protected against a lethal dose of Staphylococcus aureus given i.v. [370]. This protection 

was linked to an increased number of peripheral blood polymorphonuclear cells (PMN) and 

cytotoxicity of splenocytes. In humans, the Bacillus Calmette-Guérin (BCG) vaccine, primarily used 

against tuberculosis, protects against various infectious diseases [371, 372]. In all these situations, the 

structure of the first and second challenges are different, suggesting that memory T cells and B cells 

are not involved in the protective process. 

In the recent years, studies have unraveled the modulation or remembering capacity of innate 

immune cells. In 2011, Netea and colleagues (Radboud University Medical Center, Nijmegen, 

Netherlands)  proposed to group these memory features under the term of “trained immunity” [373]. 

His group showed that intraperitoneal (i.p.) challenges with β-glucans, a cell wall component of C. 

albicans, protects T/B cell-defective Rag1-deficient mice against a subsequent systemic infection with 

C. albicans or S. aureus [374]. They proposed a model where the exposition to a first agent modulates 

the immune state and the ensuing response to pathogen (Figure 9). The capacity of immune cells to 

reprogram their immune response after the first contact is called “innate immune memory”, and 

defined as “training” when the immune response is increased and “tolerance” when it is decreased. 

During the past years, research in this field has increased exponentially with studies showing memory 

capacity in numerous innate immune cells and unravelling molecular mechanisms.  
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Figure 9: Model of innate immune memory. The exposition to a first agent (1st contact) modulates 
the immune program giving rise to an increased (trained) or a decreased (tolerant) immune 
response when encountering a second agent (2nd contact). Adapted from [375]. 

 

1.4.1 Defining memory 

Traditionally, immune memory is defined as the ability of the immune system to recognize a previously 

encountered antigen to mount a faster and stronger secondary response upon re-exposure to the 

same antigen. T and B cells express receptors with a variable (VDJ) region conferring antigen specificity 

(Table 5). In the situation of an infection, a primary contact induces the selection of lymphocytes with 

receptors conferring the highest antigenic affinity that undergo a rapid phase of clonal expansion. 

Expansion is followed by a phase of contraction during infection resolution, and finally a phase of 

memory during which a small amount of cells are conserved as dormant memory cells with an 

increased proliferative capacity upon restimulation [376-378]. 

NK cells were the first non-T, non-B cells reported to have memory features lasting up to 4 

weeks [379] and associated with epigenetic modifications [380]. The acquisition of memory features 

by NK cells follows phases that parallel those of T cells and B cells (expansion, contraction and 

memory). Memory NK cells differentially express inhibitory and activating NK receptors. NK cell 
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memory can be induced by murine cytomegalovirus (MCMV) [381], haptens [379] and cytokines [382]. 

This interaction is mediated by the Ly49 receptors in mice and the homologous KIR receptors in 

humans. Priming of NK cells activates STAT1 and STAT4 pathways affecting NK cell functionality and 

receptor expression. The combination of NK cell surface receptors leads to antigen specific but also 

non-specific recognition [383, 384] (Table 5).  

In monocytes, macrophages and DCs, memory features are independent of specific antigen 

recognition (Table 5). Exposure of human PBMCs to β-glucans before their differentiation into 

macrophages induces epigenetic and metabolic modifications ultimately triggering the production of 

higher levels of pro-inflammatory cytokines. Two seminal studies described the epigenetic landscape 

characterizing trained monocytes and identified the dectin-1/Akt/mTOR/HIF-1α pathway as a main 

driver of the Warburg effect occurring in monocytes trained with β-glucans [385, 386]. Genome-wide 

ChIP-seq analyses in trained monocytes/macrophages reveals the enrichment of histone 3 lysine 4 

trimethylation (H3K4me3, a mark associated with active gene expression) at the promoter of genes 

encoding for PRRs, signaling molecules and inflammatory cytokines. These observations enhance the 

link between metabolic changes and their impact on immune responses with a long-lasting effect 

enabled by epigenetic modifications [387]. Innate immune memory can either increase (trained) or 

decrease (tolerized) secondary innate immune responses. 

Of note, the notion of innate memory is not restricted to monocyte-derived macrophages and 

DCs as it was recently demonstrated with mouse brain-resident macrophages (microglia) as an 

important modifier of neuropathology [388] and with mouse alveolar macrophages [389]. Moreover, 

non-immune cells showed long-term adaptation following priming. For example, mouse skin epithelial 

stem cells developed memory features dependent on the AIM2 inflammasome [390] while human 

respiratory epithelial stem cells reprogramed cell differentiation accounting for “allergic memories” 

during lung allergic inflammation [391]. 
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Table 5: Memory remodulation of immune cells. 

 

    

 T cells B cells NK cells Monocytes 

Priming Antigen Antigen Virus, hapten, cytokine MAMPs, DAMPs 

Receptor TCR BCR NK cell receptors PRRs 

Pathways Akt/NF-κB TRAF/NF- κB STAT Akt/HIF-1α 

Antigen 
specific 

Yes Yes Yes/No No 

Protection Homologous Homologous Homo/heterologous Heterologous 

Proliferation Clonal 
expansion 

Clonal expansion Clonal expansion Progenitors 

Metabolism FAO, OXPHOS, 
glycolysis 

Autophagy Citrate-malate Glycolysis, cholesterol 
synthesis 

Epigenetic 
modifications 

Yes Yes Yes Yes 

Akt: protein kinase Bα; BCR: B cell receptor; FAO: fatty acid oxidation; HIF-1α: hypoxia inducible factor 1α; 
MAMP: microbial associated molecular pattern; NF-κB: nuclear factor κB; NK: natural killer; OXPHOS: oxidative 
phosphorylation; STAT: signal transducer and activator of transcription; TCR: T cell receptor; TRAF: TNF receptor 
associated factor. 

 

1.4.2 Molecular mechanisms of trained immunity 

The trained phenotype of cells or organisms is assessed by measuring the response of immune cells 

to stimulation. This phenotype is the result of four important features: the inducer, metabolism and 

epigenetics (Figure 10). 
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Figure 10: The trained phenotype is the result of priming agent, metabolic reprogramming, 
epigenetic modifications and immune responses. The priming agent activates a signaling pathway 
leading to the transcription of metabolic and immune genes. The metabolism of trained cells switches 
towards glycolysis and cholesterol synthesis with multiple intermediates acting as signaling molecules. 
The immune response increases the production of cytokines promoting cell recruitment, proliferation 
and antimicrobial functions. These effects are long-lasting with epigenetic marks.  

 

Training inducers. Various agents induce trained immunity, but not all reprogram the same cells in 

the same fashion. The nature, dose and duration of exposure to MAMPs/DAMPs influences the 

reprograming of innate immune cells. Ifrim and colleagues showed that the same stimulus can induce 

training or tolerance depending on the concentration applied for priming [392]. This also applies to 

LPS, generally considered to induce tolerance, which can provide both tolerance and protection 

according to the model used. Indeed, Yoshida and colleagues reported that mice challenged 3 weeks 

previously with LPS are protected from S. aureus infection, suggesting that long-term epigenetic 

changes induced by LPS also drive innate immune memory. In peritoneal macrophages, these 
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epigenetic changes result from the release of ATF7, a member of ATF-CREB superfamily, from the 

chromatin and a decrease of H3K9me2 repressive mark at the promoter of immune genes [393]. 

Although BCG and β-glucans are the two priming agents used in studies on innate immune training, 

heterologous protection has been reported with microbial components and live or inactivated 

pathogens listed in Table 6. 

 

Table 6: Compounds affording protection in mice against heterologous lethal infections. 

Priming  Challenge  Ref 
Microbial products     
 Adenovirus i.n. S. pneumoniae i.t. [389] 
 β-glucan i.p. C. albicans i.v. [386] 
 β-glucan i.p. S. aureus i.v. [374] 
 Chitin from S. cerevisiae i.p. C. albicans i.v. [394] 
 CpG ODN i.p. L. monocytogenes i.p. [395] 
 Lipid A mimetics i.n. Yersinia pestis i.n. [396] 
 LPS (2 injections) i.p. GBS i.v. [397] 
 MPLA i.v. S. aureus i.t. [398] 
     
Inactivated whole organisms     
 BCG vaccine i.v. C. albicans i.v. [399] 
 BCG vaccine i.p. Plasmodium yoelii i.p. [400] 
 C. albicans i.p. GBS  i.v. [401] 
 Propionibacterium acnes i.v. S. enterica Typhimurium i.v. [402] 
     
Live whole organisms     
 C. albicans i.n. P. aeruginosa i.n. [403] 
 C. albicans i.v. S. aureus i.v. [370] 
 Herpesvirus i.n. L. monocytogenes i.p. [404] 
 Lactobacillus plantarum i.n. Pneumovirus i.n. [405] 

i.n.: intranasally, i.p.: intraperitoneally, i.v.: intravenously, MPLA: monophosphoryl lipid A 
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Immune responses. In humans, the most striking effect of innate immune training is observed with 

heterologous protection afforded by the BCG vaccine. The BCG vaccine is a live-attenuated strain of 

Mycobacterium bovis (BCG strain) showing good protection against tuberculosis when administrated 

to children but variable protection in adults [406]. Multiple reports associated BCG vaccination with 

protection against malaria, leprosy, measles and meningitis in endemic countries [371, 407, 408]. 

Subsequent studies in mice confirmed the protective effect of BCG against malaria [400] and 

candidiasis [399]. The use of heterologous pathogens and SCID-mice rules out a role for adaptive 

memory. In a very elegant study published in 2018, the protective effect of BCG in humans is 

demonstrated by successively vaccinating healthy volunteers with BCG and the live attenuated yellow 

fever (YF) vaccine [409]. BCG vaccination increases the reactivity of PBMCs to YF and decreases viral 

load in vaccinated subjects without affecting the production of adaptive memory cells against YF virus. 

In a controlled malaria clinical trial, BCG vaccinated volunteers show earlier activation of NK cells 

compared to non-vaccinated volunteers. However, parasitemia is not affected [410]. 

The diversity of training agents implies that training can be induced through different PRRs 

and signaling pathways. For example, β-glucans is sensed through dectin-1, while CpG is recognized 

by TLR9. In vitro experiments demonstrate that a first exposure to training agents (β-glucans, BCG) 

increases the production of IL-6, TNF and IL-1β after restimulation with bacterial ligands [374, 411, 

412]. Trained macrophages have increased fungicidal and bactericidal activities with enhanced ROS 

production [413, 414]. Phenotypic analyses reveal specific patterns of altered gene and cell surface 

protein expression in trained cells. Nevertheless, the protective effect of training against infections is 

likely the resultant of an overall enhanced immune status involving multiple cell types. Indeed, the 

training agent is recognize by PRRs present on myeloid and non-immune cells, like stromal cells, 

activating signaling pathways leading to a trained phenotype [415], and trained cells produce 

cytokines, chemokines and growth factors that create locally and systemically an environment 

modulating immune responses. 
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Metabolism. Trained innate immune cells stabilize HIF-1α promoting the transcription of most of the 

glycolytic pathway proteins ranging from glucose transporters (GLUT1-4) to lactate dehydrogenase 

(LDH) [386, 416]. This shift from OXPHOS to aerobic glycolysis is observed in the activation of 

numerous immune cells including effector T cells and M1 macrophages. In agreement, trained cells 

accumulate citrate suggesting a break in the TCA cycle with increased glutaminolysis [417]. Cholesterol 

biosynthesis is another metabolic pathway induced upon training [418, 419]. Interestingly, not only is 

the energy produced through these pathways important for the functionality of trained cells, but also 

the intermediate metabolites. The break in TCA cycle leads to the accumulation of malate, citrate and 

fumarate that act as signaling molecules. Accumulation of fumarate favors histone methylation and 

promotes epigenetic reprogramming. The cholesterol biosynthesis pathway intermediate mevalone 

interacts with the insulin-like growth factor 1 (IGF-1) inducing a positive feedback loop promoting 

glycolysis and increasing the production of mevalonate. Single nucleotide polymorphisms (SNPs) in 

the autophagy genes ATG2B and ATG5 impair the training effect of BCG. In line, pharmacologic or 

genetic inhibition of autophagy impedes epigenetic reprogramming of monocytes and training by BCG 

or β-glucans, suggesting that autophagy is important for the induction of a trained phenotype [420]. 

Finally, metformin, a drug used for treating type 2 diabetes (T2D) that activates AMPK resulting in 

mTOR inhibition, impairs training, comforting the assumption that targeting metabolic pathways 

might be used to promote training and increase immune defenses [385, 386]. 

Epigenetic. PBMCs from healthy volunteers vaccinated with BCG produce increased levels of 

inflammatory cytokines upon restimulation [387]. Despite the short lifespan of few days for blood 

PBMCs [421], this phenotype lasts for 3 months post-vaccination. Comparison of the epigenetic 

landscapes of trained and non-trained PBMCs reveals numerous differentially regulated sites [385]. 

Promoters and distal elements of metabolic and immune genes show increased transcription 

promoting marks including H3 lysine 4 mono or tri methylation (H3K4me or H3K4me3) as well as 

H3K27 acetylation (H3K27Ac). These modifications are not only present in mature cells, but also in 

progenitors of innate immune cells [413, 422]. Priming with training agents induces the production of 
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myelopoiesis promoting cytokines including GM-CSF. Both BCG and β-glucans increase the number of 

LT-HSCs, LSKs, the myeloid-based MPP3s, CMPs and GMPs. Training-induced LT-HSCs display a 

myeloid-biased phenotype, increasing cell division and metabolic reprogramming with a shift towards 

glycolysis and FAO [422]. In line, LT-HSCs increase the number of mature myeloid cells (monocytes 

and granulocytes) with enhanced killing capacity. Therefore, the remodeling of immune progenitors 

confers proliferative ability during trained immunity. However, some immune cells are tissue-resident 

with self-maintaining abilities and show a similar mechanism to clonal proliferation in adaptive 

immune cells. Lung-resident alveolar macrophages trained with adenoviral vectors appeared to 

maintain a trained phenotype for at least 28 days independently of BM progenitors [389]. 

1.4.3 Clinical implications of trained immunity 

Understanding the mechanisms of trained immunity opens a broad range of therapeutic opportunities 

for multiple clinical conditions. In the field of vaccination, training could boost overall vaccine 

efficiency or the immune response in poor vaccine responders. The immunomodulatory effect of 

flagellin on both innate and adaptive immune cells prompted its testing as an adjuvant. Combined to 

pathogen antigens, flagellin acts as an adjuvant increasing antibody production and survival in mouse 

models [423]. These encouraging results stimulated the initiation of clinical trials of flagellin-combined 

vaccines against Influenza [424]. Glucan particles acting as both vaccine vector and adjuvant are in 

development [425]. 

Despite heterologous protection against infections, BCG is also a potent modulator of immune 

cells during cancer [426]. The FDA approved BCG for both the prevention of tuberculosis and the 

treatment of bladder cancer. BCG activates the immune system to produce pro-inflammatory 

cytokines and reprograms metabolism by promoting autophagy [420, 427]. In particular, tumor-

associated macrophages (TAM) show a M2 phenotype that could be reverted to M1 by BCG. These 

mechanisms reverse the immunosuppressive state induced in the tumor microenvironment and 

promote immune function against tumor cells. Similarly, training agents may provide therapeutic 
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benefit during the immunoparalysis phase of sepsis [428]. In both cancer and sepsis, immune cells 

show a tolerant phenotypic and metabolic state with reduced TCA cycle activity. The stimulation of 

immunosuppressed cells with β-glucans or IFNγ reverted the metabolic state and restored cytokine 

production [429, 430]. 

Preconditioning immune responses by training may also have deleterious consequences 

especially in inflammatory diseases. Indeed, training worsens pathology in mouse models of 

Alzheimer’s disease and stroke [388]. Western diet increases the level of circulating oxidized low-

density lipoproteins (oxLDL) and promotes the establishment of a trained phenotype [431], in line with 

the M1 phenotype of macrophages in the adipose tissue of obese subjects [432]. In these conditions, 

reverting the training phenotype to induce tolerance might be an effective therapy. This can be 

achieved by targeting the immune response, the metabolic pathways or epigenetic modifications. 

Indeed, blocking IL-1β inhibits training in mice [422] and the inflammatory component of chronic 

diseases [433]. Pharmacological drugs directed against epigenetic modulators including HATs, HDACs 

and methyltransferases could also affect training phenotypes. However, since epigenetic 

modifications can be long lasting, the trained and tolerant phenotypes should be balanced to avoid 

shifting from one condition to another.  
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2 AIM AND OBJECTIVES 
Our laboratory has previously shown that HDACi inhibit phagocytosis, ROS production, cytokine 

secretion and killing by macrophages, sensitize mice to mild infections while protecting from toxic and 

septic shock [139, 141]. It was also shown that cambinol, an inhibitor of SIRT1 and SIRT2, reduces 

inflammatory responses in macrophages and protects mice from lethal LPS shock and K. pneumoniae 

pneumonia [230]. Following these observations, the overall aim of this work was to assess the effect 

of HDAC and sirtuin modulation and training on innate immune cell responses and host defences. Four 

objectives were defined: 

1. Since SCFAs act as HDACi, HDACi increase the susceptibility to infection and SCFAs are 

currently tested in clinical trials to treat inflammatory conditions, the first objective was to 

assess the impact of the SCFA propionate on innate immune responses in vitro and in vivo 

(Section 3.1). 

2. The second objective was to assess the role of SIRT2, SIRT3 and SIRT5 single deletion on innate 

immune responses using knockout mice (Sections 3.2, 3.3 and 3.4).  

3. Numerous sirtuin inhibitors target multiple sirtuins. Thus, the third objective was to study the 

complementarity of sirtuins during innate immune responses by developing and 

characterizing mouse lines with double deletions of SIRT2 and SIRT3 or SIRT3 and SIRT5 

(Sections 3.5 and 3.6). 

4. Trained immunity prompts cells to increase inflammatory responses upon restimulation, a 

condition opposite to the homeostatic state promoted by SIRT3. Since the magnitude of β-

glucans training is not fully characterized, the fourth objective was to determine the range of 

infections against which training is protective, the cells and the functions involved in this 

protection and the possible role of sirtuins in this mechanism (Sections 3.7 and 3.8).  
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3 RESULTS 
 

This part is divided into eight sections: 

3.1  Impact of the microbial derived short chain fatty acid propionate on host susceptibility to 

bacterial and fungal infections in vivo 

3.2 Sirtuin 2 Deficiency Increases Bacterial Phagocytosis by Macrophages and Protects from 

Chronic Staphylococcal Infection 

3.3 Sirtuin 3 does not alter host defences against bacterial and fungal infections 

3.4 Sirtuin 5 Deficiency Does Not Compromise Innate Immune Responses to Bacterial Infections 

3.5 Dual deletion of the sirtuins SIRT2 and SIRT3 impacts on metabolism and inflammatory 

responses of macrophages and protects from endotoxemia 

3.6 Impact of the dual deletion of the mitochondrial sirtuins SIRT3 and SIRT5 on anti-microbial 

host defences 

3.7 Trained immunity confers broad-spectrum long-term protection against infections 

3.8 Characterization of in vivo and in vitro induced trained immunity: impact on the phenotype 

of innate immune cell populations and hematopoiesis 
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3.1 Impact of the microbial derived short chain fatty acid 
propionate on host susceptibility to bacterial and fungal 
infections in vivo 

 

Eleonora Ciarlo*1, Tytti Heinonen*1, Jacobus Herderschee1, Craig Fenwick2, Matteo Mombelli1, Didier 

Le Roy1, Thierry Roger1 

 

1Infectious Diseases Service and Department of Medicine, Centre Hospitalier Universitaire Vaudois 

and University of Lausanne, Epalinges, 1066, Switzerland 

2Division of Immunology and Allergy, Department of Medicine, Centre Hospitalier Universitaire 

Vaudois and University of Lausanne, Epalinges, 1066, Switzerland 

 

*Equal contribution 
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Summary 

SCFAs produced by intestinal microbes by fermentation of dietary fibers mediate anti-inflammatory 

effects demonstrated notably at the level of Tregs. SCFAs act on their target cells through cell surface 

GPCRs or by diffusing into cells to act as HDACi. Since several HDACi reduce immune responses and 

sensitize mice to infections, we assessed the impact of propionate, one of the mostly abundant SCFAs, 

on immune cell responses in vitro and host defenses in vivo. 

Macrophages incubated with propionate display increased acetylation of H3 and H4, supporting that 

propionate inhibits HDACs. Like other HDACi, propionate dose dependently reduces the production of 

cytokines and NO by murine macrophages, splenocytes and, to a lesser extent, dendritic cells as well 

as human whole blood exposed to a broad range of microbial stimuli. 

Mice fed with propionate in their drinking water have increased acetylation of histones in stomach, 

blood and bone marrow. Propionate neither sensitizes nor protects mice against LPS-induced 

endotoxemia and infections induced by Escherichia coli, Klebsiella pneumoniae, Staphylococcus 

aureus, Streptococcus pneumoniae and Candida albicans. Finally, propionate slightly reduces the 

levels of S. pneumoniae-specific in infected mice, but does not impair the efficacy of passive 

immunization and natural immunization. 

Together our data support the anti-inflammatory effect of propionate and undermines a role in 

susceptibility to infection. These data support the development of propionate based-therapies 

without putting the patient at risk of developing infections. 

 

My contribution to this work: I performed whole blood stimulation, ELISA, Luminex and Western blots 

for in vitro experiments. I worked on the in vivo models of infection with Klebsiella pneumoniae, 

Streptococcus pneumoniae and Candida albicans. 
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3.2 Sirtuin 2 Deficiency Increases Bacterial Phagocytosis by 
Macrophages and Protects from Chronic Staphylococcal 
Infection 
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Johan Auwerx3, Thierry Roger1 

 

1Infectious Diseases Service, Department of Medicine, Lausanne University Hospital, Epalinges, 

Switzerland 

2Department of Biochemistry, University of Lausanne, Epalinges, Switzerland 
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Lausanne, Switzerland 
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Summary 

SIRT2 is the most expressed sirtuin in myeloid cells. Therefore, we hypothesized that SIRT2 impacts 

on the functions in myeloid cells and during host defenses. To address that question, we performed 

experiments using SIRT2 deficient mice.  

The deletion of SIRT2 is not compensated by an increased expression of other sirtuins. SIRT2 deficient 

mice develop normally without macroscopic defects and alterations in thymic and splenic immune cell 

development. SIRT2 deficiency has a minor impact on intracellular signaling and the production of 

cytokines by murine splenocytes and macrophages. However, SIRT2 deficient macrophages 

phagocytose better beads and bacteria. SIRT2 deficient macrophages have increased tubulin 

acetylation and a higher glycolytic capacity. However, pharmacologic inhibition of glycolysis but not 

tubulin stabilization reduces phagocytosis by SIRT2 deficient macrophages, supporting a role for 

glycolysis over tubulin acetylation in SIRT2-mediated phagocytosis. 

SIRT2 deficient mice are protected from chronic S. aureus infection, while they behave like wild type 

mice in models of toxic shock syndrome toxin-1, LPS or TNF-induced shock, fulminant Escherichia coli 

peritonitis, sub-lethal Klebsiella pneumoniae pneumonia, and chronic candidiasis.  

Altogether, these data support the clinical development of SIRT2 inhibitors regarding their infection-

related safety profile, and even suggest that inhibitors of SIRT2 could afford some benefit during 

chronic staphylococcal infection. 

 

My contribution to this work: I worked on the mechanisms underlying the increased phagocytosis 

phenotype in SIRT2 deficient macrophages. I performed fluorescence imaging and Western blotting 

to measure tubulin acetylation. I measured cellular glycolysis with the Seahorse technology and 

helped with the corresponding phagocytosis experiments.  
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3.3 Sirtuin 3 does not alter host defences against bacterial 
and fungal infections 
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1015, Lausanne, Switzerland 
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Summary 

SIRT3 is the main mitochondrial deacetylase and mitochondrial activity is linked to immune cell 

activation. Thus, we used SIRT3 deficient mice to investigate whether SIRT3 plays a role in innate 

immune responses. 

SIRT3 deficient mice develop normally with no macroscopic abnormalities and no alterations in splenic 

and thymic immune cell populations. SIRT3 deletion has no effect on the activation of TLR-induced 

signaling pathways (ERK, JNK, p38) and on cytokine production by splenocytes, macrophages and 

dendritic cells. SIRT3 deficiency does not affect cytokine production, bacterial burden and survival of 

mice subjected to endotoxemia, Escherichia coli peritonitis, Klebsiella pneumoniae pneumonia, 

listeriosis and candidiasis.  

Overall, these data support the ongoing development of SIRT3 inhibitors to treat age-related diseases.  

 

My contribution to this work: I performed Western blotting and Luminex. I helped with the 

experiments required for the revision. 
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3.4 Sirtuin 5 Deficiency Does Not Compromise Innate 
Immune Responses to Bacterial Infections 
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Summary 

SIRT5 is a mitochondrial sirtuin with weak deacetylase but potent desuccinylase activity. SIRT5 targets 

numerous proteins involved in metabolic and ROS detoxifying pathways. We therefore questioned 

whether SIRT5 influences innate immune responses in vitro and in vivo using SIRT5 deficient mice. 

SIRT5 deficient mice develop normally with no defect in immune cell development. SIRT5 deficiency 

has no impact on the expression of PRRs by macrophages and on cytokine production and proliferation 

by macrophages and splenocytes exposed to microbial ligands and immunological stimuli. In line, 

SIRT5 deficient mice are susceptible like wild-type mice to endotoxemia and infections with K. 

pneumoniae, S. pneumoniae, E. coli, L. monocytogenes and S. aureus. 

Altogether, these data support the development of SIRT5 inhibitors for the treatment of oncologic 

conditions. 

 

My contribution to this work: I performed Western blotting, measured metabolic parameters and 

performed in vivo models of infection. 
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3.5 Dual deletion of the sirtuins SIRT2 and SIRT3 impacts on 
metabolism and inflammatory responses of macrophages 
and protects from endotoxemia 

 

Tytti Heinonen, Eleonora Ciarlo, Ersilia Rigoni, Jean Regina, Didier Le Roy, Thierry Roger 
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Switzerland 
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Summary 

SIRT2 and SIRT3 are respectively found in the nucleus and cytoplasm and in the mitochondria, where 

they regulate diverse biologic processes. SIRT2 and SIRT3 are linked to metabolic, oncologic and 

chronic inflammatory diseases. However, the deficiency in either sirtuin had little effect on the innate 

immune responses and on the survival of mice in preclinical infection models. Since SIRT2 and SIRT3 

share targets, we hypothesized that the two sirtuins could compensate each other. 

SIRT2 and SIRT3 deficient mice were crossed to obtained SIRT2/3 double deficient mice. These mice 

had minor alterations of thymic, splenic, peritoneal and bone marrow immune subpopulations. 

Mainly, the peritoneal cavity of SIRT2/3 double deficient mice contained less NK cells and more anti-

inflammatory B-1 cells. SIRT2/3 double deficient macrophages showed reduced glycolysis and 

increased inflammatory cytokine production. In line, SIRT2/3 double deficient mice were protected 

against endotoxemia. 

Our results suggest that sirtuins may compensate each other or act in concert during innate immune 

responses. 

 



127 

 



128 

 



129 

 



130 

 



131 

 



132 

 



133 

 



134 

 



135 

 



136 

 



137 

 



138 

 



139 

 



140 

 



141 

 



142 

 

 

 

 



143 

 

3.6 Impact of the dual deletion of the mitochondrial sirtuins 
SIRT3 and SIRT5 on anti-microbial host defenses 
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Summary 

SIRT3 and SIRT5 are the main mitochondrial deacetylase and desuccinylase, respectively. SIRT3 and 

SIRT5 are linked to age-associated and oncologic diseases. However, the single deficiency in SIRT3 or 

SIRT5 impacted neither the responses of macrophages nor the survival of mice in preclinical models 

of infections. Therefore, we decided to test whether SIRT3 and SIRT5 compensated each other. 

We crossed SIRT3 and SIRT5 deficient mice to generate SIRT3/5 double deficient mice. Macrophages 

and neutrophils derived from these mice produced higher levels of ROS and inflammatory cytokines. 

The blood of SIRT3/5 deficient mice showed increased killing of Listeria monocytogenes and produced 

higher levels of cytokines. In line, SIRT3/5 double deficient mice were to some extent protected from 

listeriosis. 

Altogether, our data reveal a subtle effect of SIRT3/5 double deficiency on innate immune responses. 

These results suggest that therapies targeting SIRT3 and/or SIRT5 should not impact host defenses. 
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3.7 Trained immunity confers broad-spectrum long-term 
protection against infections 
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Summary 

Innate immune cells can recall a first insult to mount a stronger response to a subsequent challenge, 

a process called “trained immunity”. Trained immunity involves metabolic, epigenetic and functional 

reprogramming of immune cells and myeloid stem cells. However, the breadth of the protection 

afforded by trained immunity remains unknown. 

Based on the literature, we developed a model of training by two intraperitoneal injections of 

zymosan, a yeast extract rich in β-glucan. Trained mice had increased numbers of inflammatory 

monocytes and neutrophils in their blood and bone marrow, which was associated with an enhanced 

bone marrow myelopoisesis. The blood of trained mice controlled better the growth of Listeria 

monocytogenes and produced higher levels of cytokines. In line, trained mice were powerfully 

protected from systemic infections, peritonitis, enteritis and pneumonia induced by Staphylococcus 

aureus, Listeria monocytogenes, Escherichia coli, Citrobacter rodentium and Pseudomonas aeruginosa. 

The protection against listeriosis was dependent on monocytes/macrophages but not neutrophils, and 

required intact IL-1 signaling. Finally, trained immunity protected mice from listeriosis and E. coli 

peritonitis for at least 5 weeks. 

Our data demonstrate that trained immunity protects mice from a broad range of infections. 

Therefore, trained immunity based therapies might be used to improve host antimicrobial defenses. 

 

My contribution to this work: I analysed cell populations in the blood, peritoneum and bone marrow 

by flow cytometry. I developed the in vitro training and blood stimulation/killing models. I performed 

ELISA and Luminex analyses and participated to the follow-up of mice. 
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Abstract 

Innate immune cells form heterologous cell populations with high plasticity. β-glucan, a component 

of fungal cells wall, can prime innate immune cells to increase their responsiveness to a secondary 

challenge, a phenomenon called trained immunity. While the induction of trained immunity 

reprograms the metabolism, epigenetic and functional landscapes of numerous cell types, it is unclear 

whether the trained phenotype observed in vivo results from an increased frequency or increased 

reactivity of innate immune cells. We compared the cytokine production and the metabolism of M-

CSF and GM-CSF induced bone-marrow (BM) derived macrophages (BMDMs). BMDMs were either 

trained in vitro or derived from the BM of trained mice. BMDMs obtained from trained mice increased 

cytokine production and glycolysis, while BMDMs trained in vitro poorly acquired a trained phenotype. 

In mice trained 9 weeks earlier, blood PMNs, monocytes, as well as bone marrow myeloid progenitors 

and extramedullary hematopoiesis were increased. The blood from trained mice limited the growth 

of bacteria and produced increased levels of cytokines even when blood was collected as long as 28 

weeks after training induction. Together, these data suggest that increased myeloid cell number due 

to enhanced hematopoiesis and increased reactivity of innate immune cells account for the long-

lasting phenotype of trained immunity. 

  



179 

 

Introduction 

The innate immune system is the first line of defense against pathogens. Innate immune responses 

have to be tightly regulated to eradicate or contain invasive pathogens without causing collateral 

damage to the host. Immunological memory is a very efficient way to protect the host from infections 

and forms the basis of vaccine efficacy (1). Immunological memory has long been considered a 

specificity restricted to the adaptive immune system carried by T and B lymphocytes, but this concept 

has been recently challenged (2). Indeed, preclinical and clinical observations indicate that the innate 

immune system recalls a previous challenge to mount a robust response to a subsequent infection, a 

phenomenon called “trained immunity” (3). Contrary to adaptive immune memory, trained immunity 

is not antigen specific, suggestive of broad effects. 

Trained immunity is induced by microbial products and has been studied mainly using the 

fungal cell wall component β-glucans, the Bacillus Calmette-Guérin (BCG) vaccine and 

lipopolysaccharide (LPS) (4). The impact of trained immunity was first reported for monocytes and 

macrophages and extended to innate immune progenitor, hematopoietic stem cells (HSCs) and non-

immune cells such as epithelial cells (3, 5). Trained immunity reprograms cell metabolism, epigenetics 

and functions. However, it is unclear whether the induction of trained immunity affects the function 

of discrete cells or relies on increased cell number. In initial in vitro experiments, human peripheral 

blood mononuclear cells (PBMCs) or monocytes were trained through the exposure to heat killed 

Candida albicans or β-glucan during the first 24 hours of differentiation (6). Cells tested after 7 days 

of culture produced increased levels of IL-6 and TNF in response to various microbial products (6). This 

protocol has been debated, with authors suggesting that increased cytokine production reflects an 

increased survival rather than an enhanced reactivity of trained macrophages (7). 

We have established an in vivo model of training with zymosan, a yeast cell wall preparation 

rich in β-glucan, which conferred broad-spectrum protection against systemic infections, peritonitis, 

enteritis and pneumonia (8). The induction of trained immunity was impressively efficient to protect 

from systemic infections by Listeria monocytogenes, with all trained mice surviving an otherwise lethal 
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infection. The protection was long-lasting and required monocytes/macrophages and IL-1 signaling. 

The acquisition of the training phenotype was associated with increased numbers of myeloid bone 

marrow precursors, and of phagocytic and inflammatory monocytes and of polymorphonuclear cells 

(PMNs) in the blood and the peritoneal cavity of trained mice. 

The amplified reactivity of specific compartment (blood, peritoneal cavity, lungs) can reflect 

an increased number of immune cells or an enhanced reactivity of individual cells, an aspect that has 

been poorly addressed. Thus, we studied the functional characteristics of immune cells subjected to 

trained immunity in vivo and in vitro. We established protocols to train bone marrow (BM) derived 

macrophages (BMDMs) during the differentiation process induced by either M-CSF or GM-CSF, and to 

derive BMDMs from trained mice. We also analyzed mice subjected to training 9 and 28 weeks earlier 

to characterize the long-lasting effects of training notably on BM and peripheral hematopoietic 

progenitors. Overall, our results suggest that the induction of trained immunity modulates the 

frequency, the metabolism and the functions of immune cell populations. Macrophages derived from 

trained mice have characteristics not observed in macrophages trained in vitro and training has long-

lasting effects on blood cells. These findings are important for the characterization of the protection 

afforded by the induction of training. 
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Results 

In vitro training modifies cytokine production by M-CSF and GM-CSF-derived macrophages 

To train PBMCs or monocytes, cells were exposed for 24 h to β-glucan, medium was changed, and cells 

differentiated into macrophages for 6 days before analysis (6). This method has been argued because 

it does not control the number of cells used for stimulation. To avoid this problem and fulfill the 

requirements for the differentiation of bone marrow (BM) derived macrophages (BMDMs), we 

developed and in vitro BM-to-BMDMs training assay (Fig. 1A). BM cells were incubated with zymosan 

for 24 h in the presence of L929 supernatant (a source of M-CSF) or recombinant M-CSF or GM-CSF. 

After 24 h, medium was changed and cells differentiated for 6 days. The 7th day, BMDMs were 

detached, counted and seeded at equal numbers before being exposed to LPS. GM-CSF-derived 

BMDMs (GM-BMDMs) produced much more IL-6 than L929-derived BMDMs and M-CSF-derived 

BMDMs (M-BMDMs) (Fig. 1B). BMDMs exposed to training conditions (trained BMDMs) produced 

higher levels of IL-6 than control BMDMs, regardless of the growth factor used for differentiation (Fig. 

1B). We then focused on M-BMDMS and GM-BMDMs. 

To extend the panel of mediators measured, we performed a Luminex assay based on the 

detection of seventeen cytokines (Fig. 1C). Among ten and twelve cytokines produced at measurable 

concentrations by M-BMDMS and GM-BMDMs, respectively, four were produced significantly less by 

trained than control M-BMDMs (IL-10, CCL2, CCL3, TNF) while six were produced significantly more by 

trained than control GM-BMDMs (G-CSF, IL-1α, IL-10, CCL2, CXCL1, CXCL10). Trained GM-BMDMs 

produced lower levels of IL-12p40 than control GM-BMDMs. Overall, in vitro training mainly increased 

cytokine production by GM-BMDMs while it predominantly decreased cytokine production by M-

BMDMs. 

In vitro training has no strong influence on the metabolism of BMDMs 

Increased glycolysis is a key feature of the induction of trained immunity in PBMCs (9). To assess 

whether a similar metabolic reprograming exists in mouse macrophages, we measured the 
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extracellular acidification rate (ECAR, a readout of glycolytic activity) and oxygen consumption rate 

(OCR, a readout of mitochondrial respiration) by resting and LPS-stimulated control and trained 

BMDMs (Fig. 1D). As expected, GM-BMDMs were more metabolically active than M-BMDMs, showing 

higher glycolytic and mitochondrial activities. Training marginally affected the glycolysis, glycolytic 

capacity and glycolytic reserve of resting and LPS-stimulated M-BMDMs and of resting GM-BMDMs 

(Fig. 1D). Trained GM-BMDMs failed to increase glycolysis upon LPS stimulation (Fig. 1D). Basal OCR 

was slightly increased in trained M-BMDMs and significantly decreased in trained GM-BMDMs when 

compared to their respective controls (Fig. 1E). The induction of trained immunity in vitro in BMDMs 

had no strong impact on metabolic parameters, and did not increase glycolysis in trained cells. 

In vivo training affects in vitro generated M-CSF and GM-CSF-derived macrophages 

Induction of trained immunity modifies the expression of mediators circulating in the body and 

modulates the phenotype and functionality of multiple cell types (3). For example, induction of trained 

immunity reprograms bone marrow hematopoietic stem and progenitor cells (HSPCs) (10, 11). Hence, 

training in vitro might exclude signals playing a key role in the induction of trained immunity in vivo. 

To take into consideration this aspect, BM collected from mice trained 7 and 3 days earlier with 

zymosan was used to generate M-BMDMs and GM-BMDMs (Fig. 2A). 

At the time of collection, the BM of trained mice contained 1.4-fold more CD45+ 

hematopoietic BM cells than the BM from non-trained mice (Fig. 2B). After 7 days of differentiation, 

the BM of trained mice gave rise to less M-BMDMs and less GM-BMDMs than the BM of control mice 

(Fig. 2C). The proportion of CD11b+ cells within M-BMDMs cells was similar when BMDMs were 

derived from trained and non-trained mice, but significantly lower within GM-BMDMs derived from 

trained mice when compared to non-trained mice (Fig. 2D). GM-BMDMs and to a lesser extend M-

BMDMs derived from trained mice expressed MHC-II at a higher density (i.e. higher mean fluorescence 

intensity, MFI) than BMDMs derived from control mice (Fig. 2E). Upon stimulation with LPS, M-

BMDMs derived from trained mice produced increased levels of IL-6 (Fig. 2F) and, albeit not 

significantly, of TNF (Fig. 2G) while GM-BMDMs derived from trained and non-trained mice produced 
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similar levels of cytokines (Fig. 2F-G). These data indicate that in vivo and in vitro training differentially 

affects the phenotype of BMDMs. 

Sirtuins regulate metabolism, epigenetic and inflammation and might influence the 

establishing of trained immunity (3). We have shown that deficiencies in sirtuins modify glycolysis and 

cytokine production by BMDMs, especially in double knockouts ((12, 13), Heinonen et al. in 

preparation). Therefore, we quantified mRNA levels of the 7 sirtuins (Sirt1-7) in M-BMDMs and GM-

BMDMs. M-BMDMs and GM-BMDMs derived from trained and non-trained mice showed very similar 

expression patterns of sirtuins, though we noticed a slight increase of Sirt5 mRNA level in trained M-

BMDMs and a slight decrease of Sirt2 mRNA level in GM-BMDMs (Fig. 2H). 

In vivo training increases the glycolytic and oxidative metabolism of BMDMs 

Training with β-glucan reduced OCR and increased lactate production by PBMCs (9) while splenocytes 

from BCG vaccinated mice showed increased basal and maximal OCR and ECAR (14). To test whether 

training in vivo affected the metabolic parameters of BMDMs, we compared the OCR and ECAR from 

BMDMs derived from control and trained mice. BMDMs were tested in basal conditions and upon 

exposure to L. monocytogenes. While there was a consistent trend of increased OCR by M-BMDMs, 

no significant difference in OCR were recorded between trained and non-trained M-BMDMs and GM-

BMDMs (Fig. 2I). The exposure to L. monocytogenes marginally increased maximal and spare OCR of 

M-BMDMs and GM-BMDMs. Regarding glycolytic parameters, M-BMDMs and to a lesser extent GM-

BMDMs had higher glycolysis and glycolytic capacity at baseline and upon stimulation with L. 

monocytogenes (Fig. 2J). The glycolytic reserve was increased in GM-BMDMs exposed to L. 

monocytogenes. Altogether, M-BMDMs derived from trained mice increased glycolytic activity and to 

some extend mitochondrial respiration, an effect much less pronounced in GM-BMDMs. 

The frequency and reactivity of blood leukocytes are altered up to 28 weeks after training 

BCG vaccination improved human blood reactivity to microbial stimulation for several months, and 

the induction of trained immunity reprogramed bone marrow progenitors for up to 28 days in mice 
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(10, 15). We hypothesized that the induction of trained immunity impacts mouse immune system for 

several months, and tested blood collected from naïve mice and mice trained 9 weeks earlier. 

The induction of training increased leukocyte counts (control vs training: 4.7 vs 6.0 million 

cells/ml; Fig. 3A), reflecting a robust 2.5-fold increase of PMNs and smaller 1.2-1.3-fold increase of 

lymphocytes, while monocytes were not affected. However, training increased the proportions of 

classical (Ly6Chigh) and non-classical (Ly6Clow) monocytes at the expense of intermediate monocytes 

(Fig. 3B). The reactivity of whole blood was tested against a range of microbial and immunological 

stimuli: LPS, CpG, PHA, L. monocytogenes, S. aureus and C. albicans. The blood from trained mice 

produced significantly more IL-6 after stimulation with LPS, CpG and PHA (Fig. 3C). A common readout 

of pyroptosis, a form of inflammatory programmed cell death induced by inflammatory caspases 

associated with the secretion of IL-1β and IL-18 (16), is the release of lactate dehydrogenase (LDH) 

from cells. Blood from trained mice released significantly more LDH at baseline and after stimulation 

with S. aureus, and to some extent after stimulation with LPS, C. albicans and CpG (Fig. 3D), suggesting 

that training favors pyroptosis. To address further LPS-stimulated cytokine production by blood 

collected from control and mice trained 9 weeks earlier, we quantified 17 cytokines by Luminex. The 

blood from trained mice released increased levels of 12 cytokines, which reached statistical 

significance for G-CSF, IFNγ, IL-1α, IL-1β, IL-6, IL-10, TNF and CXCL2 (Fig. 3E). To more closely reflect 

infectious conditions, we tested the capacity of whole blood to limit the growth of L. monocytogenes 

(Fig. 3F). The blood from trained mice contained more efficiently the growth of L. monocytogenes 

when infected with either a low (150 CFU) or a high (1’000 CFU) inoculum of the bacteria (Fig. 3F). 

Altogether, the increased number of PMNs, the increased production of cytokines and the improved 

control of bacterial growth were all indicators of a trained phenotype.  

Finally, given that we had a set of 8 mice trained 28 weeks earlier, we assessed whether the 

increased cytokine production by LPS-stimulated whole blood was a persistent mark of trained 

immunity. Remarkably, the blood from mice trained 28 weeks earlier released higher concentrations 

of 16/16 cytokines measured by Luminex, though the results reached statistical significance for 7 
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cytokines (IFNγ, IL-1β, IL-12p40, IL-18, TNF and CXCL2: Fig. 3E). This result suggests that the induction 

of trained immunity had a long-term effect on cytokine response. 

BM and splenic hematopoiesis are increased 9 weeks after training 

The increased number of blood leukocytes suggests an increased BM hematopoiesis, an effect 

reported to last for 4 weeks after training (10). In line, we observed that common myeloid progenitors 

(CMPs), granulocyte-monocyte progenitors (GMPs), neutrophils and monocytes were increased in the 

BM of mice trained 9 weeks earlier (8). We extended our analyses to hematopoietic progenitors (LSKs; 

Lin-cKit+Sca1+), long-term (LT) hematopoietic stem cells (HSCs) (CD48-CD150+ LSKs), short-term (ST) 

HSCs (CD48-CD150- LSKs) and the myeloid-biased multipotent progenitors (MMPs) MPP2 (Flt3-

CD48+CD150+ LSKs) and MPP3 (Flt3-CD48+CD150- LSKs), and lymphoid-biased MPP4 (Flt3+CD48+CD150- 

LSKs). There was no significant impact of progenitors, while the most marked effect was an increased 

number of LSKs and MPP3 (Fig. 4A). 

More than 30 years ago, it was shown that adherent splenocytes (macrophages) from mice 

primed with a sublethal dose of C. albicans protected mice against S. aureus infection (17). In our 

model, the spleens of mice trained 9 weeks earlier were 1.8-fold larger than the spleens of control 

mice (Fig. 4B). Surprisingly however, the number of CD45+ leukocytes per spleen was not affected by 

training (Fig. 4C), as the number of B cells, T cells, pDCs and cDCs (Fig. 4D). On the contrary, there was 

a strong increase of PMNs (7.4-fold) and a tendency to increase Ly6Chigh monocytes (Fig. 4D). The 

proportion of cDC1 and cDC2 among cDCs was not affected (Fig. 4E). 

During emergency myelopoiesis, HSCs migrate through the blood to the spleen and liver to 

induce extramedullary hematopoiesis (18, 19). PMNs being short-lived cells, we questioned whether 

their increased number in the spleen could result from splenic hematopoiesis. Indeed, the numbers 

of HSCs and MPP2 and MPP3, but not MPP4, were all increased in the spleen of trained mice (Fig. 4F). 

This finding supports the presence of an important extramedullary hematopoiesis in the spleen of 

trained mice persisting at least 9 weeks post-training.  
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Discussion 

We compared the phenotype of BMDMs trained in vitro with that of BMDMs derived from the BM of 

trained mice. We show that in vitro trained GM-BMDMs but not M-BMDMs increased cytokine 

production without increasing glycolysis. On the contrary, M-BMDMs derived from the BM of trained 

mice acquired a phenotype similar to that of innate immune cells isolated from trained subjects (20, 

21), including increased expression of MHC-II, glycolysis and cytokine production. Of note, GM-

BMDMs were less reactive than M-BMDMs as they did not increase TNF and IL-6 production, possibly 

because GM-CSF induces more inflammatory macrophages than M-CSF (22). Overall, the protocol 

used to derive “trained” mouse macrophages impacts on the global phenotype of the cells. 

The cytokines initially associated to a trained phenotype were IL-1β, IL-6 and TNF (6). In our 

model of training in vitro, training increased the secretion of IL-6 by M-BMDMs and GM-BMDMs. 

However, M-BMDMs downregulated the expression of IL-10, CCL2, CCL3 and TNF, indicating that 

increased IL-6 production alone might not be sufficient to confirm a trained phenotype. M-BMDMs 

derived from the BM of trained mice produced increased levels of TNF and boosted their oxidative 

and glycolytic metabolism. This suggests that the BM is subjected in vivo to the influence of cells or 

mediators allowing the subsequent generation of a trained phenotype. Saz-Leal and colleagues trained 

BM cells in vitro similarly to our protocol, but primed BMDMs with IFNγ before stimulation to induce 

cytokine production (23). In line, IFNγ producing CD8+ T cells were important for the induction of a 

trained phenotype in alveolar macrophages (20). In our whole blood stimulation experiments, IFNγ 

levels were elevated in trained samples, supporting a possible role in priming myeloid cells. Further 

studies should unravel whether IFNγ is important before, during or after priming with β-glucan and if 

other cytokines play a role in the initiation of a trained phenotype. A good candidate is IL-1β. Trained 

monocytes/macrophages produced increased levels of IL-1β upon stimulation with microbial 

compounds, and IL-1β directly contributed to trained immunity induced by β-glucan, BCG vaccination 

and Western diet (6, 10, 11, 14, 15, 24, 25). Moreover, we have shown that blocking IL-1 signaling with 
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recombinant IL-1 receptor antagonist (anakinra) during the induction of trained immunity reversed 

the protective effect against lethal infections conferred by training immunity (8). 

Short-term training of BMDMs with β-glucan increased the production of GM-CSF which in 

turn upregulated dectin-1 (the receptor for β-glucan) and promoted cytokine production (26). 

Therefore, training of BMDMs in vitro probably puts GM-BMDMs to the concomitant influence of 

zymosan and GM-CSF. These cells decreased MHC-II expression (data not shown) as previously 

reported for in vitro trained mouse spleen monocytes (7). On the contrary, ex vivo trained BMDMs 

increased MHC-II expression as reported for alveolar macrophages (20) and monocytes (27) isolated 

from trained mice. Since MHC-II expression is important for the priming of T cells, these results support 

a global effect of training on the immune system. Future studies should clarify whether trained 

immunity also supports adaptive immune responses. 

Training affects the epigenetic status of immune cells by altering histone acetylation and 

methylation (28). The increased NAD+/NADH ratio observed in trained human monocytes questioned 

the role of sirtuins in the induction of training. Indeed, sirtuins are NAD-dependent histone 

deacetylases (HDACs), a family that also contains the so-called “classical” Zn-dependent HDAC1-11. 

Although high NAD+ promotes sirtuin activity, the expression of SIRT1 was reduced in trained 

monocytes (9). In BMDMs derived from trained mice, the expression of sirtuins was marginally 

affected. However, the gene expression of sirtuins does not necessarily reflect their activity since 

sirtuins are subjected to post-translational regulation (29). Moreover, the epigenetic regulation of 

acetylation is highly dependent on the balance between histone acetyltransferases (HATs) and 

classical HDACs rather than sirtuins (30). Considering that sirtuins target multiple metabolic pathways 

and influence inflammatory responses, they may influence trained immunity through multiple 

mechanisms. It will be of great interest to analyze how much enzyme specific and pan-HDAC/sirtuin 

targeting drugs affect trained immunity (31). 

We characterized long-lasting training in mice challenged 9 weeks and 28 weeks before with 

zymosan. Nine weeks after training, trained mice showed increased central and extramedullary 
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hematopoiesis probably accounting for the increased number of inflammatory monocytes and 

neutrophils observed in the blood. Under steady-state conditions, HSCs are present in spleen, but their 

contribution to hematopoiesis is undefined (32). Besides altered cell populations, whole blood of 

trained mice produced higher levels of cytokines and controlled better the growth of L. 

monocytogenes. Therefore, we have identified several parameters that can be used to monitor the 

trained status of mice based on the analysis of a small amount of blood and not requiring animal 

sacrifice. This will allow us to assess more closely and more deeply the evolution of the trained 

phenotype over time. 

Whole blood from 9-week trained mice produced increased levels of cytokines previously 

linked to training (IL-1β, IL-6, TNF, IFNγ, G-CSF and CCL2), but also IL-1α, IL-10, CXCL1 and CXCL10. The 

levels of these cytokines were increased after stimulation of whole blood from children vaccinated 

with BCG (33). Moreover, CCL2 production increased in human monocytes trained in vitro with 

oxidized low density lipoproteins (oxLDL), an inducer of atherosclerotic foam cells, or β-glucan (34). 

Amazingly, a pilot experiment performed using blood from mice trained 28 weeks earlier revealed an 

enhanced LPS-induced cytokine production. This observation opens the venue for additional studies 

about the maintenance of the trained phenotype in vivo.  

Elevated concentrations of G-CSF were detected in the BM of trained mice and were linked to 

enhanced myelopoiesis (10). Extramedullary hematopoiesis is triggered by physiological stress such 

as pregnancy and diseases. Interestingly, E. coli infection triggered NLR and TLR signaling and induced 

the expression of G-CSF that mobilized HSCs and progenitor cells to the spleen. Progenitors gave rise 

to neutrophils and monocytes that contributed to limit secondary infection (35). As we observed with 

zymosan, injection of Pam3CSK4 lipopeptide into mice promoted BM and extramedullary 

hematopoiesis with an important niche in the spleen (37). Training increased spleen size without 

affecting the number of splenic leukocytes supporting an effect on other cell types. In a model of 

zymosan-induced generalized inflammation (ZIGI), injection of zymosan reduced BM erythropoiesis 

with a concomitant increase in spleen erythropoiesis (36). Moreover, migration of erythropoietic 
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progenitors from the BM to the spleen increased the proportion of CD45+ cells in the BM and the size 

of the spleen. Whether erythropoiesis and red blood cells play a role in trained immunity has not been 

investigated. Since chronic diseases are linked to anemia in patients (37) and training has a long-lasting 

effect on immune responses, the blood parameters of trained mice are likely to be affected.  

Overall, we show that training affects the functionality and the number of innate immune cells 

with long-lasting effects. The differences in the phenotype and functionality observed between 

BMDMs trained in vitro and derived from the BM of trained mice are critical parameters to take into 

consideration when studying macrophage training in vitro. Since low-grade inflammation is involved 

in the pathophysiology of chronic and autoinflammatory disorders and inflammation is considered as 

the basis of most age-related diseases (38), the link between induction of trained immunity and the 

occurrence of inflammatory-age related diseases is an exciting future field of research (39). While 

trained immunity may be used to enhance vaccine efficiency, counterbalancing the activity of training 

inducers, IL-1 signaling, metabolic and epigenetic adaptations may all be exploited to avoid the 

occurrence of trained immunity-related pathogenic processes. 
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Materials and methods 

Ethics statement. Animal experiments were approved by the Service des Affaires Vétérinaires, 

Direction Générale de l'Agriculture, de la Viticulture et des Affaires Vétérinaires (DGAV), état de Vaud 

(Epalinges, Switzerland) under authorizations n° 876.9 and 3287 and performed according to Swiss 

and ARRIVE guidelines (http://www.nc3rs.org.uk/arrive-guidelines). 

Cells and reagents. Naïve mice and mice injected i.p. with 1 mg of zymosan (Sigma-Aldrich, St-louis, 

MO) 7 and 3 days before sacrifice were used to collect BM from femurs and tibias (40). BM cells were 

differentiated into BMDMs by culture for 6 days in RPMI 1640 (Life Technologies, Carlsbad, CA) 

supplemented with 10% heat inactivated fetal bovine serum (FBS; Biochrom GmbH, Berlin, Germany), 

1% penicillin-streptomycin (Invitrogen, Carlsbad, CA) and growth factors: 30% (v/v) L929 cell 

supernatant, 50 IU/ml recombinant mouse macrophage colony-stimulating factor (M-CSF, 

ImmunoTools, Friesoythe, Germany) or 50 IU/ml granulocyte-macrophage CSF (GM-CSF, 

ImmunoTools). For training in vitro, 10 μg/ml of depleted zymosan (Invivogen, Toulouse, France) was 

added to culture medium during 24 h. Then, cells were collected, centrifuged at 400g for 5 min, 

resuspended in fresh medium containing growth factors and cultured for 6 days to obtain BMDMs. 

BMDMs were detached using versene (Thermo Fisher Scientific, Waltham, MA), enumerated and 

seeded in 96-well or 24-well plates at a density of 2 x 106 cells/ml in medium without growth factors. 

BMDMs were stimulated with TLR ligands, bacteria and C. albicans. 

Salmonella minnesota ultra pure lipopolysaccharide (LPS) was from List Biologicals 

Laboratories (Campbell, CA), Phaseolus vulgaris phytohemagglutinin-L (PHA) from Sigma-Aldrich (St. 

Louis, MO) and CpG ODN 1826 (CpG) from Microsynth (Balgach, Switzerland). Listeria monocytogenes 

10403S (L. monocytogenes) and methicillin-resistant Staphylococcus aureus AW7 (S. aureus) were 

grown in brain heart infusion broth (Thermo Fisher Scientific). Candida albicans 5102 (C. albicans) was 

cultured in yeast extract-peptone-dextrose (BD Biosciences, Franklin Lakes, NJ). Microorganisms were 

washed with PBS and heat-inactivated for 2 h at 56°C (S. aureus, C. albicans) or 70°C (L. 

monocytogenes). Blood was collected from the submandibular vein in EDTA coated tubes (Sarstedt, 
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Nümbrech, Germany) using 5 mm GoldenRod animal lancets (Braintree Scientific, Braintree, MA). 

Twenty microliters of blood were incubated with 80 μl of stimulus for 6 h or 24 h for cytokine assay, 

with 130 μl of live bacteria for killing or directly stained for flow cytometry. 

RNA analyses. RNA was extracted and reverse transcribed into cDNA used to quantify gene expression 

as described (41) using gene-specific primers (12). 

Flow cytometry. Spleens were disrupted in 40 µm cell strainers (Corning, Corning, NY). Spleen and BM 

were incubated with red blood cell (RBC) lysis buffer (150 mM NH4Cl, 10 mM KHCO3, 1 mM EDTA) on 

ice, washed and resuspended in cell staining medium (CSM: 1% bovine serum albumin (BSA, Sigma-

Aldrich) in PBS). Cells were incubated with 2.4G2 (cell culture supernatant of confluent cells, ATCC-

HB-197TM), stained and fixed with 2% PFA (Thermo Fisher Scientific). Twenty microliters of blood 

were incubated with 50 µl of antibodies in CSM, diluted in RBC lysis buffer, fixed with 2% PFA and 

resuspend in CSM. Data was recorded using an Attune NxT Flow Cytometer (Thermo Fisher Scientific) 

and analyzed using FlowJo_V10_CL software (FlowJo LLC, Ashland OR). Antibodies are listed in Table 

S1 and gating strategies have been described (8). 

Metabolic measurements. BMDMs were plated in Seahorse XFe96 plates at 40’000 cells per well. 

Glycolytic capacity and mitochondrial metabolism were analyzed using the Glycolysis Stress Test Kit 

and Mito Stress Test kit (Agilent, Santa Clara, CA) as described (13). 

Cytokine and LDH measurements. Cytokine concentrations in cell-culture supernatants and blood 

were determined using IL-6 and TNF DuoSet ELISA kits (R&D systems, Minneapolis, MN) and a Mouse 

Custom ProcartaPlex 17-plex (G-CSF, IFNγ, IL-1α, IL-1β, IL-3, IL-6, IL-10, IL-12p40, IL-17A, IL-18, 

CCL2/MCP-1, CCL3/MIP-1α, CXCL1/KC, CXCL2/MIP-2, CXCL5/ENA-78, CXCL10/IP-10, TNF) (Thermo 

Fisher Scientific) using a bioplex 200 system (Bio-Rad, Hercules, CA). LDH was measured with the Cyto 

Tox-ONE assay (Promega, Fitchburg, WI) according to manufacturer’s protocol. 

Bacterial growth assay. Blood was incubated for 2 h with 150 or 1000 colony forming units (CFU) of L. 

monocytogenes in 96-well plates. Plates were shaked for 1 min at 400 rpm and serial dilutions were 
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plated on Columbia III Agar with 5% Sheep blood medium (BD Biosciences). Plates were incubated for 

18 h at 37°C and colonies were enumerated. 

Statistical analyses. Groups were compared by variance analysis followed by two-tailed unpaired non-

parametric Mann-Whitney statistical test. For repeated measures, area under the curve (AUC) was 

calculated and used for group comparison. Analyses were performed using PRISM version 8.0.1 

(GraphPad Software). P values were two sided and values < 0.05 were considered to be statistically 

significant. *, P < 0.05; **, P ≤ 0.01; ***, P ≤ 0.001; ****, P ≤ 0.0001. 
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Figure 1: In vitro training modifies cytokine production by M-CSF and GM-CSF-derived BMDMs. (A) 
In vitro experimental training scheme. BM cells were cultured with 10 μg/ml zymosan for 24 h in the 
presence of growth factors. Medium was replaced by fresh medium containing growth factors and 
cells were cultured for an additional 6 days. Cells were detached, enumerated and plated at a fixed 
number for stimulation. (B, C) Cytokine concentrations in cell culture supernatants of trained and non-
trained BMDMs differentiated with L929 supernatant, M-CSF (M-BMDMs) or GM-CSF (GM-BMDMs) 
and stimulated for 24 h with 10 ng/ml LPS were quantified by ELISA (B) and Luminex (C). (D-E) 
Metabolic parameters of control and trained M-BMDMs and GM-CSF. Glucose (Glu), oligomycin (OM) 
and 2-deoxyglucose (2-DG) were sequentially added and extracellular acidification rate (ECAR) was 
measured by Seahorse (D). Basal oxygen consumption rate (OCR) was measured by Seahorse (E). Data 
are mean ± SD of 3 to 6 mice analyzed in triplicate. *, P < 0.05; **, P ≤ 0.01; ***, P ≤ 0.001; ****, P ≤ 
0.0001. 
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Figure 2: In vivo training affects ex vitro generated M-CSF and GM-CSF-derived macrophages. (A) 
Experimental setup to obtain BMDMs from trained mice. Mice were challenged intraperitoneally (i.p.) 
with 1 mg zymosan 7 and 3 days before sacrifice. BM was collected from control mice and trained 
mice and used to derive BMDMs in the presence of growth factors. (B) Number of cells recovered in 
the BM collected from femur and tibia of trained and non-trained mice. (C) Number of adherent cells 
recovered after 7 days of differentiation of BM with M-CSF (M-BMDMs) and GM-CSF (GM-BMDMs). 
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Figure 2 (continued): (D, E) Percentage of CD11b+ cells (D) and MFI of MHC-II (E) were measured by 
flow cytometry. (F, G) M-BMDMs and GM-BMDMs were stimulated for 24 h with 10 ng/ml LPS and 
the concentrations of IL-6 (F) and TNF (G) in cell culture supernatants were measured by ELISA. (H) 
The mRNA levels of sirtuins were quantified by RT-qPCR, normalized to the actin mRNA levels, and 
expressed as relative to the levels in untrained (control) BMDMs. (I, J) Metabolic parameters of M-
BMDMs and GM-BMDMs. Glucose (Glu), oligomycin (OM), FCCP and antimycin A (AA) were 
sequentially added to cells. OCR (I) and ECAR (J) were measured using Seahorse. Data are mean ± SD 
of 4 mice analyzed in triplicate or quadruplicate. *: P < 0.05. 
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Figure 3: The frequency and reactivity of blood leukocytes are altered up to 28 weeks after training. 
Mice were trained with two injections of 1 mg zymosan given 4 days apart. Blood was collected 9 
weeks later (A-F) or 28 weeks later (G). (A) Blood concentrations of leukocytes (CD45+), T cells (CD3+), 
B cells (CD19+), PMNs (Ly6G+) and monocytes (CD11b+Ly6G-) measured by flow cytometry. (B) 
Percentage of Ly6Chigh, Ly6Cint and Ly6Clow monocytes among total blood monocytes.  
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Figure 3 (continued): (C-E) Blood was stimulated with 10 ng/ml LPS, 1 μg/ml PHA, 10 μM CpG and 108 
CFU/ml heat-killed L. monocytogenes, S. aureus and C. albicans for 6 h. The concentrations of IL-6 (C) 
and LDH (D) in cell culture supernatants were quantified by ELISA and with the CytoxOne kit, 
respectively. Cytokines were measured by Luminex (E). (F) Blood was incubated for 2 h with 150 or 
103 CFU L. monocytogenes, and bacteria were enumerated. (G) Blood collected from control mice and 
mice trained 28-weeks earlier was stimulated with 10 ng/ml LPS for 6 h. Cytokines were quantified by 
Luminex. Data are mean ± SD of four (9 weeks) or 7-8 (28 weeks) mice. Each dot represents a mouse. 
*, P < 0.05; **, P ≤ 0.01; ***, P ≤ 0.001. 
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Figure 4: Training promotes myelopoiesis in the BM and spleen 9 weeks after training. BM (A) and 
spleen (B-F) were collected from control mice and mice trained 9 weeks earlier. Cell populations were 
analyzed by flow cytometry. (A) Number of HSCs and progenitor cells in the BM. (B) Images of the 
spleens from two control and two trained mice (left) and spleen weight (right). (C, D) Number of CD45+ 
leukocytes (C), B cells (B220+CD11c-), T cells (CD3+), pDCs (CD11c+ B220+), cDCs (CD11c+ B220-), PMNs 
(Ly6G+), monocytes (CD11b+ Ly6G-) and inflammatory monocytes (Ly6Chigh) (D) per spleen. (E) 
Percentage of cDC1 (CD11b-) and cDC2 (CD11b+) among total cDCs. (F) Number of HSC and progenitor 
cells in the spleen. Each dot represents a mouse. *, P < 0.05; **, P ≤ 0.01; ***, P ≤ 0.001. 
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Table S1: Antibodies used for flow cytometry 

Target Clone name Coupling Brand Reference 
B220 RA3-6B2 PE-Cy7 BioLegend 103222 
B220 RA-6B2 Brilliant Violet 570 BioLegend 103237 
CD117 2B8 APC BioLegend 105812 
CD11b M1/70 APC-eFluor780 eBioscience 47-0112 
CD11b M1/70 PE-Cy7 BioLegend 101216 
CD11b M1/70 PercCP-Cy5.5 eBioscience 45-0112 
CD11c N418 APC BioLegend 117310 
CD11c N418 PE BioLegend 117307 
CD135 A2F10 PE eBioscience 12-1351 
CD150 TC15-12F12.2 PerCP-Cy5.5 BioLegend 115922 
CD19 1D3 PE-Cy7 eBioscience 25-0193 
CD3e 17A2 APC eBioscience 17-0032 
CD3e 17A2 PE-Cy7 BioLegend 100220 
CD4 GK1.5 APC-Cy7 BioLegend 100414 
CD41 MWReg30 eFluor450 eBioscience 48-0411 
CD45 30-F11 FITC BD Biosciences 553079 
CD48 HM48-1 APC-Cy7 BioLegend 103432 
CD8a 53-6.7 FITC BioLegend 100706 
Ly6C HK1.4 PerCP-Cy5.5 eBioscience 45-5932 
Ly6C/G RB6-8C5 PE-Cy7 BioLegend 108416 
Ly6G 1A8 eFluor450 eBioscience 48-9668 
Ly-76 TER119 PE-Cy7 BioLegend 116222 
MHCII M5/114.15.2 PE eBioscience 12-5321 
Sca-1 D7 FITC eBioscience 11-5981 
Viability dyes 
Zombie BioLegend 77168 
Fixable Aqua ThermoFisher L34957 
Fixable Violet ThermoFisher L34955 
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4 GENERAL DISCUSSION AND PERSPECTIVES 
 

4.1 Diet, microbiota, short chain fatty acids and trained 
immunity 

Nearly ten years ago, studies on human cohorts unravelled the diversity and complexity of human 

body microbiomes [434]. Since then, it has become clear that food dictates the diversity and the 

composition of the gut microbiota [435]. Gut bacteria interact with immune cells affecting not only 

immune cell polarization but also hematopoiesis [436]. Accordingly, germ free mice have a defective 

myelopoiesis [437]. SCFAs produced by the gut microbiota interact with immune cells through GPCRs 

or by diffusing inside cells, acting as inhibitors of HDAC (HDACi) and reducing inflammation [180]. Like 

other HDACi, the SCFA propionate reduced the production of inflammatory cytokines by macrophages 

and DCs. The lower production of IL-12p40 by DCs has been linked to decreased antigen presentation 

and T cell activation [438]. 

The anti-inflammatory effect of SCFAs questions their impact on host responses to infections. 

In mice, supplementation with propionate in drinking water did not increase susceptibility to infection 

and bacterial burden supporting a mechanism compensating for the reduced inflammatory 

phenotype. In line, butyrate decreased cytokine production but increased the secretion of 

antimicrobial peptides by macrophages to reduce bacterial burden [186]. Since multiple SCFAs exhibit 

anti-inflammatory properties, targeting bacterial enzymes in pathways involved in specific SCFA 

synthesis would be useful to delineate the role of individual SCFAs in inflammatory responses in vivo 

[439]. Western diet (WD), contrary to high fiber diet, induced a trained phenotype in mice 

characterized by increased concentrations of cytokines in the blood of WD-fed mice and in ex vivo 

stimulated cells [431]. Moreover, WD promoted the proliferation of bone marrow HSCs, MPPs and 

GMPs, enhancing the number of circulating neutrophils and inflammatory monocytes. In opposite, 

SCFA supplementation increased the proportion of macrophage and DC precursors (MDPs) and 

patrolling monocytes [440]. Both SCFAs and WD increased the proportion of immunosuppressive 
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Tregs defined as Foxp3+ T cells [187, 441]. Single-cell analyses disclosed that Tregs form a 

heterogeneous cell population with a range of possible activation and differentiation states [442]. 

Refining the Treg subpopulations induced by SCFAs or trained immunity (WD or another training 

agent) could reveal regulatory mechanisms of training and define new targets to promote specific 

subtypes of Tregs. 

 

4.2 Sirtuins and immune responses 
Sirtuins regulate metabolic and inflammatory pathways and are linked to overall cellular homeostasis. 

The observation that sirtuins increased the lifespan of invertebrates prompted research on the 

relationship between sirtuins and mammalian lifespan and the development of sirtuin activating 

compounds (STACs) [214]. Sirtuin overexpression in transgenic mice and sirtuin activation by STACs 

protected from inflammation and replicated the well-known beneficial effects of caloric restriction, 

but failed to increase the lifespan of complex organisms. The role of SIRT2, SIRT3 and SIRT5 in immune 

responses is mainly based on observations in chronic inflammatory diseases. In our studies, we did 

not observe any strong effect of single sirtuin deletion on innate immune responses and host defenses. 

Yet it is still possible that sirtuins have a role in infections revealed only under stress conditions. For 

example, inhibition of SIRT2 in ob/ob mice was protective against CLP [358] while SIRT3 deficiency 

increased hepatic and neuronal inflammation in HFD fed mice [355, 443]. SIRT5 maintained cardiac 

homeostasis under stress conditions but showed no effect under steady state [444]. These 

observations advocate that sirtuin modulators should be tested for their effect on host susceptibility 

to infections when used in the treatment of inflammatory diseases associated with age or stress.  

The activation of sirtuins is a double-edged sword since sirtuins were reported to promote 

inflammation-related disorders including cancer [231] and neurodegeneration [334]. The conserved 

structures in sirtuins imply that STACs and sirtuin inhibitors inevitably modulate the function or activity 

of multiple sirtuins [219]. Therefore, to evaluate the overall impact of a sirtuin modulator, it is 
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important to understand the crosstalk and the antagonistic or additive effects between sirtuins. The 

deletion of SIRT3 and SIRT5 were reported to increase the overall mitochondrial acetylome and 

succinylome respectively [235, 272]. While LPS stimulation increased protein succinylation [445], the 

impact of succinylation on cellular homeostasis is not understood. Interestingly, the main source of 

succinate during macrophage activation is glutamine metabolism, a pathway repressed by SIRT4 [269] 

suggesting some crosstalk between SIRT4 and SIRT5.  

Mice deficient in two sirtuins (SIRT2/3-/- and SIRT3/5-/- mouse lines) showed phenotypes 

unseen in the corresponding single sirtuin deficient mice. While SIRT2-/- macrophages increased 

glycolysis, SIRT2/3-/- macrophages decreased glycolysis. This effect in SIRT2/3-/- macrophages could 

result from the increased expression of SIRT6 known to downregulate glucose metabolism through 

HIF-1α destabilization [446]. These compensatory mechanisms between sirtuins (Figure 11) and 

possibly other enzymes could explain some of the contradictory results obtained upon silencing, 

knocking in or knocking out sirtuins, and using drugs targeting sirtuins to study the role of a specific 

sirtuin. They also highlight the importance of assessing the expression and function of all the sirtuins 

when using modulators of sirtuins. 

 

 

Figure 11: Interaction between sirtuin in metabolism and inflammatory responses. Interactions 
were observed (solid line) or predicted (dotted line) based on our experiments or findings in the 
literature using in vitro experiments. 
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4.3 Sirtuins and classical HDACs in trained immunity 
Innate immune cells were described as cells carrying a limited number of defined functions with little 

plasticity. In the recent years, it has become clear that the classically-defined populations of innate 

immune cells are heterogenous and comprise subpopulations of cells able to modulate their functions 

in response to external stimuli [447]. The field of trained immunity is bringing new insight on the 

immune, metabolic and epigenetic reprogramming of innate immune cells inducing long-lasting 

increased immune responses. Among epigenetic marks, training altered histone methylation at gene 

promoters (H3K4me3) and distal elements (H3K4me1) associated with histone acetylation (H3K27Ac) 

which are all indicative of active gene transcription [385]. Histone H3 acetylation is regulated by the 

balance between HDACs (classical HDACs and nuclear sirtuins) and HATs. The observation that 

HDACs/sirtuins and training target the same epigenetic marks suggests a possible role for 

HDACs/sirtuins in training mechanisms. Several HDAC and sirtuin inhibitors increased overall histone 

H3 and H4 acetylation while reducing immune responses of macrophages and DCs [131]. Histones can 

be acetylated at numerous lysines [99] and measuring overall acetylation does not inform about the 

specific sites of acetylation. Moreover, HDAC inhibition by TSA induced demethylation of repetitive 

sequences [448] while SIRT1 was reported to interact with histone methyltransferases removing 

acetyl groups to enable methylation [449]. These studies support an indirect impact for HDACs on 

histone methylation levels and underline the need for epigenetic analyses considering multiple 

histone modifications. Evaluation of HDAC expression and their activity in trained cells and organisms 

would indicate the possible effect of HDAC modulation on training. 

Sirtuins and trained immunity impact on numerous cellular processes with equivalent or 

antagonistic effects. SIRT1 and SIRT6 cooperate to switch metabolism from glycolysis to fatty acid 

oxidation (FAO) during inflammation resolution [450], an effect counteracted by SIRT4 [451]. SIRT1 

expression was reduced in trained human monocytes and resveratrol reduced the production of TNF 

but not IL-6 by β-glucan trained cells [386]. We showed that BMDMs derived from the BM of trained 
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mice compared to non-trained mice marginally altered the expression of sirtuin mRNA. However, the 

expression of sirtuin mRNA does not necessarily reflect sirtuin protein expression and activity [452]. 

SIRT2/3-/- and SIRT3/5-/- macrophages produced increased levels of cytokines supporting an 

antagonistic effect for some sirtuins on training. To further investigate the role of sirtuins in training, 

their expression and activity should be assessed in trained cells and in the organs of trained mice. 

Moreover, supplementation of trained mice with sirtuin activators or inhibitors could elucidate a 

possible role for sirtuins in the mechanisms regulating training. Finally, we will perform irradiation-

induced bone marrow chimeric mice to determine the contribution of wild-type and sirtuin knockout 

hematopoietic versus nonhematopoietic compartments in the establishment of a trained phenotype.  

Training affects histone methylation and acetylation, but no report focused on the impact of 

training on general levels of post-transcriptional modifications in cells. Despite being members of the 

family of HDACs, sirtuins not only catalyze the removal of acetyl groups, but also other functional 

groups including acyl, crotonyl, malonyl, myristoyl and succinyl [202]. Still, the biological relevance of 

most of these modifications remains unknown. Acetylation generally represses enzymatic activity. 

Succinylation, the main modification catalyzed by SIRT5, frequently targets the same lysine as 

acetylation [453]. During LPS stimulation, malonylation of glyceraldehyde-3-phosphate 

dehydrogenase (GAPDH) induces its dissociation from the promoter of inflammatory cytokines 

enabling their transcription [454]. SIRT5 is the only enzyme reported with a demalonylase activity. 

Future studies on the effect of protein translational modifications on protein functionality should 

unravel novel mechanisms regulating cellular processes. Moreover, measuring by proteomics the 

impact of training on these modifications could identify new enzymes regulating training and general 

immune cell functionality and plasticity. Combined with whole genome epigenetic and protein-RNA 

interaction studies, this should give a picture of the overall regulatory mechanisms altered by the 

induction of trained immunity (Figure 12). 



208 

 

 

Figure 12: Regulation of and by sirtuins and training at gene, transcript and protein levels. Sirtuins 
and training modulate and are modulated at the genomic, transcriptional and translational levels. 
Dotted lines indicate unknown or poorly characterized effects. At the transcript level, only an effect 
of long non-coding RNA (lncRNA) on the regulation of training has been reported. Ac: acetylation, 
Me: methylation, Suc: succinylation, others: any other post-translational modification. 

 

4.4 Trained immunity in pulmonary inflammation and 
infections 

The lungs are constantly exposed to air transporting oxygen crucial for cellular respiration but also 

inert molecules and potentially harmful microbes. Because the function of the lungs is vital and 

collateral damage can be fatal, the lungs contain specialized epithelial and immune cells expressing a 

wide range of PRRs and interacting with the lung microbiota at homeostasis [455]. Pulmonary immune 

cells comprise mainly macrophages (alveolar, interstitial and monocyte derived), DCs (pDCs, cDCs), 

granulocytes and lymphoid cells (T cells, B cells, NK cells and innate lymphoid cells) [456]. SCFAs 

influence distally the lung microbiota composition, the responsiveness of lung immune cells, and 

reduce allergic asthma [194, 195]. In a model of pneumonia induced by Klebsiella pneumoniae, the 

HDACi valproic acid increased the susceptibility of mice [141] while the SIRT1 and SIRT2 inhibitor 

cambinol was protective [230]. In our models of pneumonia, neither the supplementation with 

propionate nor the deficiency in SIRT2, SIRT3 or SIRT5 affected the survival of mice. Therefore, the 

impact of SCFAs on lung immunity is likely independent of their HDACi activity. 
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Pulmonary infections and chronic inflammation are among the leading causes of death 

worldwide [457]. Treatments are in development either to boost or to contain the pulmonary immune 

system in order to fight infection or reduce non-resolving harmful inflammation. Local and systemic 

training affected the response of pulmonary immune cells and the overall immune status. Intranasal 

instillation of C. albicans or Lactobacillus protected mice against P. aeruginosa and pneumovirus 

infections [403, 405] reducing microbial loads and lung lesions. The intranasal priming with adenovirus 

induced a trained phenotype in alveolar macrophages (AMs) that was independent of bone marrow 

progenitors and afforded protection against streptococcal pneumonia [458]. Interestingly, the murine 

herpesvirus protected against allergic asthma by replacing resident AMs by monocytes derived 

macrophages (MDMs) [458]. In both cases, pulmonary macrophages (AMs or MDMs) showed 

heightened expression of MHC-II but no increase in phagocytosis. These observations suggest that the 

nature, the dissemination and possible latency of the training agent dictates the cellular composition 

and functionality of the trained organ. While intranasal priming with herpesvirus protected against 

intravenous infection with L. monocytogenes [404], its influence on pulmonary infections is unknown. 

Similarly, we showed that intraperitoneal training with zymosan protected against pulmonary 

infections supporting an immunomodulatory effect on lung immunity. The phenotype of pulmonary 

macrophages and other immune cells in our training model still needs to be determined. We are 

planning to fill this gap by performing single-cell RNA-Seq analyses and single cell high profiling using 

cytometry by time of flight (CyTOF) in lungs of trained and control mice. The effect of training agents 

on inflammation questions whether the protection against allergic asthma and pathogens are 

mutually exclusive and whether a training agent could be protective in both pathological conditions. 

Therefore, would like to extend our range of in vivo models in zymosan-trained mice to include allergic 

diseases. 
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4.5 Length and magnitude of trained immunity 
Understanding the long-term effects of training requires to unravel the initiating mechanisms and the 

range of cells affected. Training with β-glucan signals through dectin-1 inducing phenotypic and 

functional alterations in target cells. Macrophages and DCs are the main cells expressing dectin-1 

[459]. While the effect of training on the phenotype and functionality of macrophages is well 

described, no report focused on the effects of training on DCs. DCs represent a heterologous family 

with roles in direct pathogen eradication, cytokine secretion to modulate cell recruitment and antigen 

presentation to T and B cells [460]. DCs can induce both inflammation and tolerance, thereby playing 

a role in balancing immune responses. The possible role of DCs in trained immunity is supported by 

observations that in vitro cultured DCs can uptake zymosan upregulating the expression of maturation 

markers (CD40, CD80, CD86 and HLA-DR) [461] and that the activation of DCs reprograms their 

metabolism similarly to macrophage [462]. In vivo, L. monocytogenes localizes in splenic DCs and 

macrophages immediately after infection, supporting a role for these cells in the early eradication of 

the pathogen [463]. In our model of training, we observed a strong increase of the size of the spleen 

and no dissemination of L. monocytogenes in the blood in trained mice. The number of pDCs and cDCs 

in the spleen of trained and non-trained mice nine weeks after training was very similar, which 

suggests that training does not affect the frequency of DCs on the long term without indicating the 

effect on the functionality of DCs. We are planning to analyze the frequency and reactivity of DC 

subsets isolated from the spleen and other organs including the lymph nodes, to characterize the 

overall effect of training on DCs. Further analyses using single cell transcriptomics could give clues 

about cells and cell-cell interactions [464] affected by training and disclose whether DCs orchestrate 

the overall immune state induced by training. 
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Figure 13: Long-lasting effect of trained immunity. Training increases the reactivity and the number 
of macrophages, neutrophils, and possibly DCs and other immune cells. The effect was reported to 
last for several weeks. Whether the immune state of trained subjects goes back to homeostasis or 
promotes the development of inflammatory diseases is not known.  

 

Several studies in endemic countries suggest that vaccination of children with BCG protects 

against heterologous infections [408]. Supporting this observation, monocytes from BCG vaccinated 

subjects produced higher levels of inflammatory cytokines up to a year after vaccination [387]. 

Moreover, BCG and β-glucan induced-training were reported to reprogram bone marrow myeloid 

progenitors [413, 422], supporting the long-lasting effect of training. The trained phenotype induced 

by adenovirus or BCG lasted for 16 weeks [413, 458] while, in our models, zymosan was protective for 

9 weeks. At that time, trained mice had increased myelopoiesis in the bone marrow and spleen with 

a higher number of circulating myeloid cells. Since activated cells produce cytokines promoting 

myeloid cell generation and recruitment, it is unclear which cells are fueling the trained phenotype 

and which cells or cellular components to target to return to homeostasis. Moreover, whether the 

immune system ever returns to homeostatic level or promotes the development of inflammatory 

diseases is unknown (Figure 13). Studies analyzing the evolution of the trained phenotype over time 

would be crucial to answer these questions. 
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The increased inflammatory state induced by training interrogates whether trained mice are more 

susceptible to autoinflammatory and autoimmune diseases and whether these conditions are 

maintained by mechanisms linked to training (Figure 13). Among others, rheumatoid arthritis, 

systemic lupus erythematosus, type 1 diabetes mellitus and periodic fever syndromes are diseases 

with inflammatory, epigenetic and metabolic rewiring comparable to trained immunity [465]. 

Autoinflammatory and autoimmune diseases are characterized by a chronic inflammatory state 

involving innate immune cells and sustained by adaptive immune cells [466]. The link between training 

and autoimmune conditions implies an activation of adaptive immune cells by antigen-presenting cells 

(APCs), possibly mediated by macrophages and DCs. Autoimmune conditions are usually connected to 

an abnormal activation of macrophages with a predominant M1 activation profile [467]. In several 

cases, M1 macrophages simultaneously express M2 markers supporting an aberrant (or not classical) 

macrophage polarization. Recent studies also support a role for DCs in autoimmune diseases [468]. 

DCs are important for T cell activation and autoreactive T cell suppression. Interestingly, both an 

increased number and the ablation of DCs prompted the development of autoimmune diseases [468]. 

Since several autoimmune and autoinflammatory diseases involve epigenetic modifications, a 

comprehensive study comparing these modifications with training induced changes would bring light 

on the role of training in these pathological conditions. Besides, long-term follow-up of trained mice 

would indicate whether they are more prone to develop autoinflammatory or autoimmune disease. 

Together, these findings could uncover novel targets for the treatment of autoimmune and 

inflammatory disorders. 

 

4.6 Therapeutic perspectives of trained immunity 
The field of trained immunity opens new perspectives in the development of vaccines and treatments 

to enhance or impede the inflammatory response of innate immune cells [428]. Whereas conventional 

vaccines rely on the generation of antigen-specific T and B cells, vaccines combined to training agents 
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aim at enhancing the immune status to increase protection against target pathogens and/or 

heterologous infections [469]. Although the BCG vaccine has been the most studied vaccine in the 

field of trained immunity, several other vaccines including smallpox, measles and polio vaccines 

afforded heterologous protection [470]. These heterologous effects of vaccination are interesting in 

endemic countries to afford the broadest possible protection against infections. Besides, including 

training agents such as β-glucan or flagellin as adjuvants to poorly efficient vaccines could boost the 

efficiency of vaccination by promoting the maturation and antigen-presentation by DCs to generate 

memory T cells [469]. BCG vaccination was associated with severe complications in patients with 

primary immunodeficiency diseases [471] but not in healthy subjects. Infants are the most prone to 

benefit from training agent containing vaccines since their immune system is able to modulate upon 

vaccination with minimal collateral damage due to less responsive NK and T cells [472]. Therefore, the 

development and the usage of trained immunity-based vaccines should consider not only the training 

agent but also the immune status of the recipient. 

Sepsis is characterized by both an excessive inflammatory response and a state of 

immunosuppression occurring concomitantly [473]. Even after recovering, sepsis patients show long-

term impairments due to the inability of the organism to recover homeostasis. The diagnosis and 

treatment of sepsis are challenging with few, if any, biomarkers and targets available. Training and 

tolerance being models of overwhelming inflammation and immunosuppression of sepsis, uncovering 

the mechanisms underlying these immune states could reveal new biomarkers to diagnose sepsis and 

enable the development of targeted therapies. In human monocytes, β-glucan and LPS differentially 

affected epigenetic marks [474]. Importantly, β-glucan could reverse the LPS-induced epigenetic 

landscape and tolerant phenotype supporting the potential of targeting histone modifications to treat 

sepsis. However, sepsis is a multifactorial disease influenced by both the host and the pathogen and 

all patients with sepsis might not react similarly to the same treatment. In our experiments, the 

protection afforded by zymosan-induced training increased survival by 30-70% in models of infection 

with S. pneumoniae, P. aeruginosa and S. aureus and 80-100% in L. monocytogenes systemic infection 
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and E. coli peritonitis. The current limitation on the effect of training in infections resides in its 

assessment only in acute infections questioning the effect of training in sublethal, chronic or 

endotoxemic models. As mentioned above, single cell studies combining transcriptome and mass 

cytometry analyses should give clues about the mechanisms regulating immune responses in training 

and possibly explain how trained mice control an infection and simultaneously avoid excessive lethal 

inflammation (Figure 14).  

 

Figure 14: Balance between excessive and 
impaired immune responses. The increased 
immune response induced by training as well as 
the anti-inflammatory effect of SCFAs and, to 
some extent sirtuins, may be compensated by 
other uncharacterized mechanisms avoiding 
excessive imbalance from homeostasis. 

 

 

Altogether, the findings in this work support that propionate, sirtuins and trained immunity 

modulate innate immune responses. However, the effect observed in vitro or focusing on a single 

sirtuin might diverge from the phenotype in vivo and neglect compensatory mechanisms. Our results 

support the ongoing development of high-throughput analyses to study the overall impact of genetic 

deletions and treatments and to identify novel targets for the treatment of inflammatory and 

infectious diseases. 
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Abstract 

Background & Aims: HCV infections are associated with substantial morbidity and mortality 

worldwide. HCV chronicity is due in part to the subversive effects of HCV on the immune system. While 

IFN-based therapy hindered initial studies on the bona fide immune modulating properties of HCV, we 

took advantage of direct-acting antiviral therapies and single cell mass cytometry to explore the full 

spectrum of HCV-mediated effects on the immune system. 

Methods: Blood was collected from 10 healthy controls and from 30 patients chronically infected with 

HCV with or without HIV infection before, during and 12 weeks after the end of anti-HCV treatment 

(SVR12). The frequency of 22 blood cell populations and the expressions of co-stimulatory and 

checkpoint molecules and cytokines were analysed by single cell mass cytometry. 

Results: Infection with HCV or HCV/HIV had a major impact on innate and adaptive immunity with 

striking quantitative changes observed in 14 (64%) blood cell populations. Before therapy, the 

frequencies of intermediate and non-classical monocytes, type 2 conventional DCs (cDC2) and CD56dim 

NK cells were markedly reduced (35% to 50%, P<0.05), while those of activated double negative, CD4 

and CD8 T cells were prominently increased (2 to 3-fold, P<0.05). Upon stimulation with microbial 

products ex vivo, innate immune cells of patients produced higher levels of cytokines than those of 

controls. Nearly all (13 of 14, 92%) of the detected changes among immune cells and most of cytokine 

rises persisted up to SVR12. HCV and HCV/HIV did not influence the expression of co-stimulatory or 

checkpoint molecules.  

Conclusion: High-dimensional analytic technology revealed that patients with HCV or HCV/HIV 

infections exhibit profound and persistent alterations of innate and adaptive immune cells. 

 

My contribution to this work: I performed blood stimulation and storage. 

 


