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INTRODUCTION

Social media have an impact on democracy, the protection of minorities and freedom
of information and expression (Jorgensen & Pedersen, 2017; Kaye, 2019a; York &
Zuckerman, 2019). Events such as the storming of the US Capitol or the persecution of
the Rohingyas in Myanmar have been relayed on and exacerbated by social media
(Amnesty International, 2022; Zakrzewski et al., 2023). Since the 2010s, public
authorities and civil society have called for developing comprehensive regulatory
solutions anchored in a human rights-based approach (HR-based approach) to limit the
adverse effects on individuals and society without taking away the advantages of such
communication networks for dissident voices (Article 19, 2023; Council of Europe, 2021;
Kaye, 2019b; La Rue, 2011).

Social media companies have developed content moderation to try to mitigate harm on
their platforms (Gillespie, 2018). Content moderation can be defined as ‘the governance
mechanisms that structure participation in a community to facilitate cooperation and prevent
abuse’ (Grimmelmann, 2015, p. 47). From a practical perspective, content moderation
occurs through a mixture of algorithmic systems (Gorwa et al., 2020) and human supervision
by ‘moderators’ (Roberts, 2016; York, 2022). The decisions at the core of this process are
formalized in written documents usually called community standards (CS) or community
guidelines, which form part of social media companies' terms and conditions (Suzor, 2019).
Such governance is embedded in the internet's self-regulatory and free market logic that
was favoured in the 1990s for online intermediaries (Cohen, 2019). Content moderation
aims to guarantee a friendly atmosphere for users, but at the same time serves the business
model of companies based on advertisement (Zuboff, 2019). Content moderation
documentation contributes to the users' information, echoing the ‘notice’ logic already
applied to users' data (Cate & Mayer-Schonberger, 2013).

With the adoption of the Digital Service Act (DSA) in 2022, the European Union has
strengthened its legal framework for social media companies. Among its provisions, Article
14 DSA states that the terms and conditions of companies must be drafted in ‘clear, plain,
intelligible, user-friendly and unambiguous language’. These legal requirements express the
principle of legal certainty, which requires legal texts to be ‘clear, foreseeable, coherent,
determinate, and predictable’ (Ranchordas, 2021, p. 19). With these drafting requirements,
the legislator is attempting to respond to the common criticism levelled at companies'
practices in terms of the transparency of their general terms and conditions, which play a
significant role in shaping users' consent to data processing and moderation decisions
(Selbst & Barocas, 2018).

The legal certainty principle embedded in Article 14 DSA is not only a legal principle to be
respected in legal relationships between private parties—for example, between a company
and its clients (Weerts, 2019)—, it is also a standard from international human rights law
(IHRL). The purpose of such a requirement is to enable recipients of a law to determine what
behaviour is expected of them (Popelier, 2008). The principle requires human rights (HR)
restrictions ‘to be formulated with sufficient precision to enable an individual to regulate his
or her conduct accordingly’ (United Nations, General comment no. 34, 2011, p. 6). Since
content moderation has been considered as a practice potentially restricting freedom of
expression (Callamard, 2019), the drafting requirements applying to CS, as part of the social
media companies' terms and conditions, are then also likely to be analysed through the
principle of legal certainty as understood in IHRL.

From a regulatory perspective, the entry into force in 2024 of the DSA does not only
initiate a shift from a self-regulatory approach to a co-regulatory approach (Finck, 2018), but
it also anchors a HR-based approach in the governance of social media companies. In this
way, Article 14 DSA is particularly interesting because it can be analysed from a dual
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perspective: on the one hand, that of a strengthening of transparency requirements to
ensure users' informed consent with companies' terms and conditions; on the other hand,
that of a requirement to ensure that social media companies adopt practices that comply
with IHRL. This paper focuses on the second issue by asking the following question: To what
extent are CS currently in force at Facebook compliant with the principle of legal certainty as
defined by IHRL, and what impact could the implementation of this principle have on CS?
The article highlights the current shortcomings of CS' language regarding the principle of
legal certainty. It argues that compliance with the legal certainty requirements enshrined in
Article 14 is not just a matter of formal drafting, and that, given the ontology of CS and their
role in the architecture of content moderation, compliance from an IHRL perspective will not
be easy to implement. If successful, the implementation of these requirements could
produce a domino effect on the governance of content moderation and a boomerang effect
on the very principle of legal certainty.

This paper contributes to several literatures. It contributes to the discussion about the
implementation of HR-based approaches from a regulatory governance studies perspective
(Donald & Speck, 2020; Murray & Long, 2022). From the perspective of IHRL in social media
studies (Dias Oliva, 2020; Jargensen, 2019; Kaye, 2019a), it enriches the conversation by
showing the difficulty of applying an IHRL principle to a digital artefact. The paper can also
help practitioners identify challenges of implementation concerning Article 14 DSA.

The following section provides background on content moderation and the HR-based
approach in the governance of content moderation. The paper then focuses on the DSA,
emphasising Article 14 and its relationship with the legal certainty principle. After description
of the methodology, the findings of the content analysis are presented, and the paper
discusses the effects of the DSA implementation on the content moderation governance of
Facebook. In conclusion, beyond the issue of the effective implementation of the DSA, this
paper raises the question of the relationship between law and technology, in light of the fact
that the content of the principle of legal certainty may ultimately have to evolve to play a role
in the digital world.

COMMUNITY STANDARDS AND THE HUMAN RIGHTS-
BASED APPROACH FOR REGULATING CONTENT
MODERATION

Community standards in the governance of content moderation

Social media companies offer a service distributing user-generated content among third
parties, while actively moderating the content distributed by these users. Users publish
all kinds of content on the platforms, which can be unlawful or harmful to individuals or
society without being unlawful as such (Macdonald & Vaughan, 2023). Although
companies are in principle immune from liability for user-generated content
(Husovec, 2020), they still choose to filter it to ensure a pleasant user experience.
Therefore, companies carry out content moderation, which ensures that the digital
sphere stays safe from content that contravenes companies' values or violates legal
obligations (Gillespie, 2018). It also contributes to users spending more time on the
platforms, generating more revenue for the companies (Zuboff, 2019).

Content moderation is a complex process that implies different actors. In the early days
of social media, content moderation was operated through decisions taken at company
executives' discretion (Klonick, 2018; Suzor, 2019). Due to the massive increase in the
amount of content to be processed, content moderation now mainly relies on the use of
automated systems of different types. For example, Gorwa et al. (2020) report that social
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media companies use machine-learning approaches based on natural language processing.
Such approaches ‘generally involve training language classifiers on a large corpus of texts,
which have been manually annotated by human reviewers according to some operationa-
lisation of a concept like offence, abuse, or hate speech’ (Gorwa et al., 2020, p. 5). The
general principles under which moderation operates are decided by company managers
who collaborate with various stakeholders (Kettemann & Schulz, 2020). In addition,
moderators are hired (or subcontracted) by the companies to provide human oversight and
help settle difficult cases (Roberts, 2016). CS emerged from this complex process and
interplay of actors, playing the role of the set of internal rules that guide the work of the
moderators (York, 2022, pp. 16—20).

As a reaction to critics of opacity regarding content moderation, social media companies
have started to make their CS public (Gillespie, 2018). For example, Facebook made their
CS public in April 2018, stating that they were ‘publishing the internal guidelines used to
enforce their standards’ (Bickert, 2018). Regarding their content, Klonick notes that CS have
become more detailed over time, going from a 'one page of internal ‘rules’ applied globally
with a list of things (moderators) should delete, (...) like Hitler and naked people'
(Klonick, 2018, p. 1631), to the development of a more ‘intricate system of rules’ (p. 1635).
Gillespie argues that CS ‘constitute a gesture: to users, that the platform will honour and
protect online speech and at the same time shield them from offence and abuse; to
advertisers, that the platform is an environment friendly to their commercial appeals; and to
lawmakers, to assure them of the platform's diligence, such that no further regulation is
necessary’ (Gillespie, 2018, p. 47). The author underlines that CS must be seen as
‘discursive performances’, a form of ‘statement of principles’ that has been rendered public
to appease transparency requirements (Gillespie, 2018, p. 45). From a legal point of view
however, CS play an additional role to that of guide for moderators, because they are part of
companies' terms and conditions. Indeed, when users register on a social media platform,
the company states that they must agree to their terms and conditions: CS are thus at the
centre of a legal contract between the company and the user (York, 2022, pp. 16-17).

The HR-based approach for regulating content moderation

Content moderation decisions, taken based on CS, illustrate the significant power social
media companies hold over online speech. In their early days, the private governance of
the Internet and the birth of social media platforms were seen as a promise of an
Internet free from state oppression, enabling the advent of a freer and more democratic
society (Bietti, 2023; Cohen, 2019). Developments in the last decade have led to the
realisation that reality was far from this promise: not only were social media platforms
used to convey statements that undermined fundamental values, such as the prohibition
on discrimination and hate speech (Castano-Pulgarin et al., 2021); but at the same time,
social media companies had become so powerful that the decisions they took through
content moderation had the power to reshape social and political discourses around the
globe (Taylor, 2021). Such a situation led observers to compare their power to that of
the states from which they were supposed to ‘free’ society, for example ‘Facebookistan’
(Chander, 2012).

This dual problem has led international organisations and civil society to approach the
issue from the angle of IHRL and to propose solutions based on its principles. In particular,
David Kaye, former Special Rapporteur to the United Nations for freedom of information and
expression, has published several reports stressing how content moderation by social media
companies can undermine the freedom of expression of users of their services
(Kaye, 2016, 2018, 2019b). Kaye consequently argues that social media companies should
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incorporate IHRL standards into their decision-making processes (Kaye, 2019a). The
essence of this proposal has had an echo in the work of the Council of Europe (2021).

The idea of anchoring a HR-based approach in the private governance of social media
companies is also supported by legal academic literature. The argument is based on the
understanding that when companies remove user content, they impact users' ability to
express themselves to prevent them from posting harmful or illegal statements. In this
context, decisions that social media companies make on users' posts ‘have significant
effects on (their) ability to generate and share information and expression’ (Land, 2019,
p. 289). As such, ‘powerful companies like Facebook and Google can influence human
rights in ways traditionally reserved for governments’ (Jorgensen, 2019, p. 163).
Callamard argues that ‘internet intermediaries can violate human rights’, detailing that
because it interferes with users' speech, content moderation is at times painted as
‘censorship’ (Callamard, 2019, pp. 206-207). This opinion is shared by York and
Zuckerman who underline that ‘how platforms like Facebook control speech critically
affects the boundaries for freedom of expression’ (York & Zuckerman, 2019, p.137). In this
context, scholars designate social media companies as ‘Human Rights Arbiters’
(Jergensen & Pedersen, 2017) or the ‘New Governors’ of online speech (Klonick, 2018).
Based on this observation, some scholars have called for a general HR deployment in
content moderation governance through the concept of ‘digital constitutionalism’, calling
for social media companies to be subjected to the logic of the rule of law in the same way
as states (Celeste, 2019; De Gregorio, 2022; Pollicino, 2021).

Considering that state authorities are the primary subjects of HR obligations at the
international and national levels (Donnelly, 2013), guaranteeing that private companies
also apply HR has required some changes in the field of IHRL. As the violation of human
rights by transnational corporations goes beyond the issue of social media companies, two
responses have been formulated in IHRL in general. First, the normative discourse in
human rights set by international organisations and legal doctrine has evolved around
three principles: the promotion, the protection and the fulfilment of HR. Through their
obligation to protect, states must guarantee that they take measures to protect human
rights from other private actors (indirect horizontal effect of HR; Cinneide, 2003).
Accordingly, Laidlaw points out that the obligation of states to protect human rights ‘trickles
down to businesses’ (Laidlaw, 2015, p. 88). Second, international organisations and the
international legal scholars community support the proposal that private companies should
voluntarily embrace HR standards from a corporate social responsibility perspective
(Huisman, 2021; Laidlaw, 2017). However, regarding this voluntary approach applied to
social media companies, several authors highlight the risk of bluewashing (Douek, 2021;
Laidlaw, 2017). Sander (2020, p. 1005) underlines that ‘given the complexity (of applying
IHRL to social media companies), there is an inevitable risk that online platforms will
attempt to co-opt the vocabulary of human rights to legitimise minor reforms at the
expense of more structural or systemic changes to their moderation processes’. Along the
same lines, Griffin argues that critical legal studies have long described how approaches
based primarily on individual rights ‘are unsuited to addressing systemic inequalities’
(Griffin, 2023, p. 37). This same point is taken up by Quintais et al. (2023, p. 907), who
point out the limitations of approaches based on fundamental rights because of their
individualistic and apolitical character.

In this context, the European Union has chosen to oblige social media companies to
incorporate a HR-based approach into their content moderation governance and to go
beyond not only the self-regulatory approach but also beyond the voluntary commitments
to HR derived from the business and human rights principles. Among the provisions
adopted, Article 14 DSA directly echoes one of the elements of the HR framework, the
principle of legal certainty.
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With the adoption in 2022 of the DSA, the regulatory regime for content moderation is
undergoing radical change in the EU. The original logic of self-regulation is being left behind
in favour of a co-regulatory approach (Finck, 2018). Co-regulation describes ‘a regulatory
regime (...) made up of a complex interaction of general legislation and a self-regulatory
body’ (Marsden, 2011, p. 46). In adopting a co-regulatory approach, the state can thus
consolidate private rules and mechanisms (the self-regulatory regime) in legislation while
adding new legal obligations. Examples of co-regulation of social media companies already
existed in the EU before the DSA, notably with Germany's NetzDG (Klausa, 2023) or the
2018 Terrorist Content Regulation (Quintais et al., 2023). However, the DSA stands out for
its scope, as it aims to regulate the activity of social media companies as a whole and not
just particular issues like hate speech or terrorist content. To that end, the DSA imposes
transparency and due diligence obligations to social media companies, thus enforcing an
approach based on the respect of fundamental rights as stated in its preamble (n3, n9, n22,
n40, n47, etc.).

Focusing on Article 14 DSA in particular, the EU imposes language requirements for the
terms and conditions of social media companies. Article 14 states that:

Providers of intermediary services shall include information on any restrictions
that they impose in relation to the use of their service in respect of information
provided by the recipients of the service, in their terms and conditions. That
information shall include information on any policies, procedures, measures and
tools used for the purpose of content moderation, including algorithmic decision-
making and human review, as well as the rules of procedure of their internal
complaint handling system. It shall be set out in clear, plain, intelligible, user-
friendly and unambiguous language, and shall be publicly available in an easily
accessible and machine-readable format. (paragraph 1)

Legal certainty is a key legal principle from an IHRL perspective. Indeed, in IHRL theory,
any restrictions on HR need to fulfil three conditions to be considered lawful: a legal basis
provides for the limitation of the right, there is a legitimate aim to the restriction, and the
restriction is proportionate (Donnelly, 2013). If one of these conditions is not met, courts will
consider that the human right has been violated. Among these conditions, the requirement
of the legal basis is also called the legality principle, which contains other subprinciples,
notably the legal certainty principle (Donnelly, 2013). The legal certainty principle mandates
that any law must be ‘clear, foreseeable, coherent, determinate, and predictable’
(Ranchordas, 2021, p. 19). Such requirements protect people against arbitrary decisions.

Quintais et al. highlight the important role attributed to Article 14 DSA. They emphasise
the key importance given to the terms and conditions of social media companies and how
Article 14 could allow the application of EU fundamental rights law to content moderation
(Quintais et al., 2023). Indeed, with the entry into force of Article 14, the relationship between
social media companies and users is changing. Until then, this relationship was a private
one, where the terms and conditions formed the basis of the contract. With Article 14 and the
co-regulatory framework of the DSA, the pre-existing contractual regime disappears in part
and an obligation to comply with HR standards arises. This changes the role of terms and
conditions, which evolve from a contractual agreement between the platform and users to a
legal basis on which restrictions to freedom of expression must be justified. In this context,
content moderation needs to be guided by the ‘same standards of legality, necessity and
legitimacy that bind State regulation of expression’ (Quintais et al., 2023, p. 896). With this
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change, the European legislator is materialising, as it is called in IHRL theory, an ‘indirect
horizontal effect of human rights in the relationship between online platforms and their users’
(Quintais et al., 2023, p. 910).

Considering that the requirement for legal certainty has been included in the DSA for
social media companies, this paper offers to examine whether such a requirement can be
met in the case of Facebook's CS.

METHODOLOGY

To answer the research question, the paper presents a qualitative content analysis of
Facebook's CS as a single case study. Case-study research allows intimate knowledge of
the properties of a single case (Gerring, 2009). Considering the importance of Facebook in
the regulatory landscape of social media companies, we believe its case to be particularly
relevant to illustrate the issue of the implementation of the new DSA requirements for CS. In
2023, Facebook had over three billion users, making it the largest social media company
worldwide. This confers a particular importance to its CS, which apply to more people than
any national law on earth.

The data analysed is the American English version of Facebook's CS. This version was
chosen because Facebook indicates on its ‘Transparency Center that ‘the US English
Version of the CS reflects the most up-to-date set of the policies and should be used as the
primary document’. The CS are accessible online." The CS are divided into ‘Policies’. These
policies are organised under thematic sections, which are themselves divided by
subthemes. The six thematic sections are ‘Violence and criminal behaviour’, ‘Safety’,
‘Objectionable content’, ‘Integrity and authenticity’, ‘Respecting intellectual property’ and
‘Content-related requests and decisions’. In total, there are 24 policies. The policies
‘intellectual property’, ‘memorialisation’, ‘user-requests’ and ‘additional protection of minors’
were excluded because they did not provide users with commands but were informative
policies related to how the company is dealing with special user requests. The analysis
focuses on the 20 remaining policies (n=20). Each policy presents a similar structure,
showing the ‘Policy Rationale’ first, which details the theme and reasons underlying it. The
policies show a large ‘Do not post’ sign at the top before listing behaviour examples. The
analysis focused on these lists considering that they included the command dimension of
the CS. The analysis did not include the ‘policy rationale’. This part gives a contextual
explanation for the policy and does not issue commands to users. From a legal perspective,
policy rationales could be considered similar to the preamble of regulations, which does not
have a binding dimension but provides information for the interpretation in the application of
the rule (Orgad, 2010). The analysis stops at the version of CS of 10 January 2024.

To assess the language of the CS, the analysis offers an innovative coding scheme
based on the principle of legal certainty. Atlas.ti software was used for the coding process.
Legal certainty requires the lawmaker to draft its texts so that they are accessible and
predictable for the recipients of the law (Popelier, 2008). However, accessibility and
predictability are not linguistic characteristics as such. That is why legal scholars agree that
when drafting legislation, the two goals of accessibility and predictability translate to three
linguistic features: clarity, precision and unambiguity (Kabba, 2011; Majambere, 2011;
Xanthaki, 2014). The legislator must make these three characteristics objectives when
drafting a law. As a team of two researchers, a first round of coding was made using the
legal criteria of clarity, precision and unambiguity as codes. We realised that these three
criteria were only superficially informing us on how CS are complying with the requirement of
legal certainty. Following an iterative process, two additional rounds of coding were carried
out and led to the refinement of these three characteristics into subcodes. The requirement
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of clarity was divided into three codes, the requirement of precision in two, and the
requirement of unambiguity in three (see Table 1). Disagreements were solved in common.
The three characteristics of clarity—precision—unambiguity are not mutually exclusive: the
same word or text can fail to comply with several characteristics at the same time.

Like any empirical study, this paper has limitations. First, this paper focused on a specific
aspect relating to the principle of legality. Other principles ensuring the restriction regime
under IHRL were not analysed. This study would be very interesting to assess Facebook's
commitment to HR standards, but other data would have been necessary. Second, this
study focuses on the language of CS but does not consider the issue of their enforcement.
While the failure of social media companies to enforce their terms and conditions is also an
essential issue in studies about content moderation (Zakrzewski et al., 2023), it was beyond
the scope of our analysis.

ANALYSIS

The results of our analysis are summarised in Table 2. To illustrate the results, we present
selected excerpts with representative examples of issues we encountered.

Clarity

Clarity issues were identified in 10 different policies. The Adult Sexual Exploitation policy
illustrates a clarity issue among the different cases due to its structure. The repetition of
similar problems gives an impression of carelessness. The writing structure still allows the
understading of the proscribed behaviour. However, it complicates it, as shown in Figure 1.
There is no need to list behaviours with bullet points and to repeat 'or' at the end of the
sentence - the bullet points list implies that these are alternative options, making the
preposition unnecessary.

A text including several examples systematically completed with exceptions also
illustrates a problem of clarity. Such structure renders the reading difficult and thus has
consequences for understanding the proscribed behaviour. As illustrated in Figure 2, the
repetition of ‘but not limited to’ is not in the right place, and the structure should be entirely
changed so that the exceptions make more sense.

Precision

Issues regarding the precision criteria were encountered in 14 different policies. The policy
on Adult Nudity and Sexual Activity presents good examples of a lack of precision. Instead
of using vaguer terms like ‘sexual activity with visible genitalia’ that would signify precisely
enough the proscribed behaviour, the policy gives many details about what is forbidden,
making it impossible to identify the general rule and assess if behaviours deriving a little from
the rule are also covered or not. Figure 3 features many occurrences of precision issues.

Unambiguity
The main issue related to the criteria of unambiguity is the equivocal character of many text

passages. Text passages were either contradictory in the worst cases or simply ambiguous.
Ambiguity issues were encountered in almost every policy analysed: 16 of the 20 policies.
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TABLE 2 Results.

Community standards

CRITERIA NOT RESPECTED

Thematic section Policies Clarity Precision Unambiguity

Violence and incitement

) Dangerous individuals and organisations
Violence and

Coordinating harm and promoting crime
criminal behaviour

Restricted goods and services

Fraud and deception

Suicide and self-injury

Child sexual exploitation, abuse and nudity

Adult sexual exploitation

Safety _
Bullying and harassment
Human exploitation
Privacy violations
Hate speech

Objectionable Violent and graphic content

content Adult nudity and sexual activity
Sexual solicitation
Account integrity and authentic identity

. Spam
Integrity and _
. Cybersecurity
authenticity

Inauthentic behaviour

Misinformation

The policy on Bullying and Harassment contains examples of ambiguity. As shown in
Figure 4, some parts of the text are rather positive and unharmful (‘positive physical
descriptions’), which does not seem logical regarding the behaviours that the rule intends to
forbid.

Results

In the end, the analysis shows that Facebook's CS lack the ‘clear, precise and
unambiguous’ character that legal certainty requires according to IHRL and Article 14
DSA. Out of the 20 policies analysed, only two did not present an issue. Of the three
criteria, the one assessing unambiguity was mainly not respected. In almost every
policy, ambiguous elements distort the understandability of the text. This element is
particularly problematic because unambiguity is important for understanding a rule.
From the users' point of view, if a rule has several potential meanings, it is impossible to
know which behaviour to adopt. The criterion of precision was also not often respected.
The drafting of CS is characterised by long lists of prohibited behaviour, supplemented
by exceptions. It makes it difficult to identify what behaviours are allowed. Some
formulations are so precise that CS only cover very specific behaviours, and it is
impossible to deduct from the text whether similar behaviours are prohibited. The
clarity issues identified did not, for the most part, hinder the understandability of the
proscribed behaviour. Yet, numerous times, spelling errors, deficient structures, hasty
formatting and inconsistencies were present.
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Do not post:

In instances where content consists of any form of non-consensual sexual touching, necrophilia, or
forced stripping, including:

* Depictions (including real photos/videos except in a real-world art context), or

* Sharing, offering, asking for or threatening to share imagery, or

« Descriptions, unless shared by or in support of the victim/survivor, or

¢ Advocacy (including aspirational and conditional statements), or

e Statements of intent, or

e Calls for action, or

¢ Admitting participation, or

¢ Mocking victims of any of the above.

* We will also take down content shared by a third party that identifies victims or survivors of
sexual assault when reported by the victim or survivor.

FIGURE 1 Excerpt from the policy adult sexual exploitation. Retrieved on 10 January 2024, at: https://
transparency.fb.com/policies/community-standards/sexual-exploitation-adults.

Tier 2
Content targeting a person or group of people on the basis of their protected characteristic(s) with:

¢ Generalizations that state inferiority (in written or visual form) in the following ways:
¢ Physical deficiencies are defined as those about:
¢ Hygiene, including but not limited to: filthy, dirty, smelly.
¢ Physical appearance, including but not limited to: ugly, hideous.
¢ Mental deficiencies are defined as those about:
¢ Intellectual capacity, including but not limited to: dumb, stupid, idiots.
e Education, including but not limited to: illiterate, uneducated.
¢ Mental health, including but not limited to: mentally ill, retarded, crazy, insane.
¢ Moral deficiencies are defined as those about:
e Character traits culturally perceived as negative, including but not limited to:
coward, liar, arrogant, ignorant.
¢ Derogatory terms related to sexual activity, including but not limited to: whore, slut,
perverts.
¢ Other statements of inferiority, which we define as:
e Expressions about being less than adequate, including but not limited to: worthless,
useless.
e Expressions about being better/worse than another protected characteristic, including but
not limited to: "l believe that males are superior to females."
* Expressions about deviating from the norm, including but not limited to: freaks, abnormal.

FIGURE 2 Excerpt from the policy hate speech. Retrieved on 10 January 2024, at: https://transparency.fb.
com/policies/community-standards/hate-speech.
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Do not post:

* Imagery of real nude adults, if it depicts:
 Visible genitalia except in the context of birth giving and after-birth moments or if there is
medical or health context situations (for example, gender confirmation surgery, examination
for cancer or disease prevention/assessment).
« Visible anus and/or fully nude close-ups of buttocks unless photoshopped on a public figure.
* Uncovered female nipples except in the context of breastfeeding, birth giving and after-
birth moments, medical or health context (for example, post-mastectomy, breast cancer
awareness or gender confirmation surgery) or an act of protest.
* Imagery of sexual activity, including:
* Explicit sexual activity and stimulation

* Explicit sexual intercourse or oral sex, defined as mouth or genitals entering or in
contact with another person's genitals or anus, where at least one person's genitals
are nude.

« Explicit stimulation of genitalia or anus, defined as stimulating genitalia or anus or
inserting objects, including sex toys, into genitalia or anus, where the contact with
the genitalia or anus is directly visible.

« Implied sexual activity and stimulation, except in cases of medical or health context,
advertisements, and recognized fictional images or with indicators of fiction:

* Implied sexual intercourse or oral sex, defined as mouth or genitals entering or in
contact with another person's genitals or anus, when the genitalia and/or the
activity or contact is not directly visible.

* Implied stimulation of genitalia or anus, defined as stimulating genitalia or anus or
inserting objects, including sex toys, into or above genitalia or anus, when the
genitalia and/or the activity or contact is not directly visible.

FIGURE 3 Excerpt from the policy adult nudity and sexual activity. Retrieved on 10 January 2024, at: https://
transparency.fb.com/policies/community-standards/adult-nudity-sexual-activity.

DISCUSSION

The result of the analysis of Facebook's CS shows that their semantics do not correspond to
those expected of a legal text compliant with the principle of legal certainty. It illustrates the gap
existing between the CS' drafting in the self-regulatory approach of content moderation and the
legal requirements under the DSA. It comes as no surprise considering that CS were not
designed as external communication tools aimed at users but derive from the internal dimension
of content moderation where their purpose is that of a guide for company moderators
(Klonick, 2018) and where they play a role with automated processes, notably through
‘Community standards classifiers’ (Gorwa et al., 2020). From this perspective, the analysis of CS
highlights the casuistic and iterative logic of content moderation. This does not mean that CS do
not have a prescribing dimension: their formulation remains like that of ‘command-and-control
instruments prohibiting or prescribing behaviours (Sinclair, 2002). However, with the poor linguistic
quality that the analysis has revealed, the language of CS does not meet the IHRL requirements
according to which users should be able to assess what they can and cannot say.

In this context, the adoption of the DSA could drive significant changes if Facebook
decides to be compliant with the new European regulation, at least among European
Member States. Social media companies are no longer just being asked to respect HR
voluntarily but must comply with legal obligations to act by adapting their governance of
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Tier 3: Additional protections for Private Minors, Private Adults, and Minor Involuntary Public
Figures:

* |In addition to all the protections listed above, all private minors, private adults (who must self-
report), and minor involuntary public figures are protected from:

* Targeted cursing.

* Claims about romantic involvement, sexual orientation or gender identity.

« Calls for action, statements of intent, aspirational or conditional statements, or statements
advocating or supporting exclusion.

* Negative character or ability claims, except in the context of criminal allegations and
business reviews against adults.

* Expressions of contempt, disgust, or content rejecting the existence of an individual, except
in the context of criminal allegations against adults.

* When self-reported, private minors, private adults, and minor involuntary public figures are
protected from the following:

* First-person voice bullying.

* Unwanted manipulated imagery.

« Comparison to other public, fictional or private individuals on the basis of physical
appearance.

* Claims about religious identity or blasphemy

* Comparisons to animals or insects that are not culturally perceived as intellectually or
physically inferior (“tiger," “lion").

* Neutral or positive physical descriptions.

* Non-negative character or ability claims.

« Attacks through derogatory terms related to a lack of sexual activity.

FIGURE 4 Excerpt from the policy bullying and harassment. Retrieved on 10 January 2024, at: https://
transparency.fb.com/policies/community-standards/bullying-harassment.

content moderation. In this respect, European institutions should not be the only ones trying
to make sure that these obligations are fulfilled. Indeed, Article 14 also puts the conditions
for guaranteeing the indirect horizontal effect for substantive rights in place, as Quintais
et al. (2023) underline. National courts could therefore examine whether a European
Member State that admits CS for restricting freedom of expression complies with its
obligations to respect, protect and fulfil fundamental rights. In this context, each European
Member State should be highly motivated to ensure the comprehensibility of the CS since it
may be held responsible. From this perspective, the HR-based approach implemented
through the DSA will offer more guarantees for protecting freedom of expression than in
states that only opt for self-regulatory approaches.

In the case that Facebook decides to be compliant with the linguistic requirements, the
enforcement of Article 14 DSA could generate a ‘domino effect’ on the scope of the
application of CS. We focused on the American English version of the CS. This choice was
justified, although Facebook publishes CS in several European Union official languages.
Indeed, the company states that the American English version is the primary document,
meaning that this version prevails over other versions, emphasizing the American mindset of
Facebook's content moderation governance. However, as we have shown, CS—in all the
official European languages—must now meet the requirements of Article 14 DSA. There
are, therefore, three options for Facebook: first, the company decides to modify each version
of its CS in the official European languages and breaks with the idea that the American
English version takes precedence over the other language versions; second, it adapts the
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UK English version (as lIreland is an EU Member State) and makes it the primary
interpretative document in terms of contestation in other European languages; third, the
company decides to change the American English version of its CS, keeping its principle of
the unity of interpretation based on this version. The company's choice will have the effect
either of contributing to the fragmentation of content moderation (Ahn et al., 2022) or of
reinforcing the Brussels effect of European regulation (Bradford, 2020).

Depending on Facebook compliance's decision, a subtle transformation of the initial self-
regulatory approach of content moderation implemented in the United States could take
place, since the American company would ‘voluntarily’ incorporate the HR-based approach
that is integrated into the European Union's co-regulatory approach beyond the territorial
jurisdiction of the EU and its Member States. Several reasons could bring the company to
implement Article 14 DSA globally. The first is the desire to avoid an administrative burden
by favouring the least demanding option. The second is to avoid undermining other
elements of content moderation governance such as the work of its Oversight Board, which
applies United Nations HR recommendations, notably those that require the respect of the
principle of legal certainty (e.g., Oversight Board, Nazi Quote, 2021). A last and more
contextual element can be found in the discussions on digital regulations. Since Cambridge
Analytica, a succession of events showed that the activities of social media companies
generate systemic risks for democracies and vulnerable groups. The US Congress and US
Supreme Court have not yet found an alternative to the Section 230 immunity regime
(Liptak, 2023). This leaves large companies free on the grounds that the market will naturally
balance out. In this context, the indirect effect of the DSA on the American English version of
the CS could therefore be appreciated by American policymakers advocating for legislative
changes, and Facebook could be encouraged in this direction.

However, the implementation of Article 14 DSA could also produce another domino
effect, on content moderation governance itself this time. Indeed, as mentioned earlier, CS
primarily play an internal role, between their function as a guide for moderator and their
interrelationship with automated processes in algorithmic content moderation. Only later
were they published to help users understand moderation decisions, as a ‘gesture of
transparency’ (Gillespie, 2018, p. 47). The DSA is bringing external constraints on CS in
making them an essential piece of information for users and requiring them to fulfil the formal
standards of the legal certainty principle. Such a shift from an internal or bottom—up to an
external or top—down perspective could have impacts on the internal ‘community standards-
making chain’ amongst company executives, employees involved in automation processes
(labellers, coders, engineers, etc.), the moderators and the community. It would require the
company to find a way to include the legal requirements of Article 14 in this ‘community
standards-making chain’ while ensuring that CS continue to play their ‘internal’ role for
companies' employees engaged in content moderation. Given the initial self-regulatory
tradition in which CS are anchored, it is questionable whether such an evolution is even
possible. Regarding such a challenge, the possible failure to be compliant with Article 14
would show a limit of the HR-based regulatory strategy for social media.

CONCLUSION

This paper has shown that Facebook's CS do not comply with Article 14 DSA, which
requires the respect of the legal certainty principle, one of the conditions for restricting
freedom of expression. From this perspective, this paper opens the discussion about the
effectiveness of one of the legal solutions anchored in the DSA to guarantee a safer internet
and contributes to the debate on the operationalisation of a HR-based approach to the
regulation of social media companies.
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The requirements of Article 14 could impose a profound change in CS’ language. In the
EU, digital service providers could quickly come under pressure, given that Article 14 gives
rise to an indirect horizontal obligation requiring the European Member States to verify that
the conditions have been put in place by companies to respect fundamental rights. In the
context of Facebook, the decision to comply with Article 14 could also have an impact on its
global content moderation policy and HR. Moreover, redrafting CS in compliance with the
legal requirements of Article 14 DSA could have unintended effects on content moderation
governance considering how the current drafting of CS is ontologically embedded in content
moderation processes. The changes that are needed regarding CS and their potential
impacts on content moderation governance will certainly question the company's motivation
to comply with its European legal obligations.

Beyond the discussion about the implementation effects of the HR-based approach
anchored in the DSA, this regulatory approach could also produce a ‘boomerang effect’ of
technology on the law. Indeed, the analysis highlights the casuistic dimension of CS. The
phenomenal amount of content that social media companies must process makes
automation indispensable to identify and filter problematic content. Casuistic drafting—
listing what is permitted and prohibited—can be easily translated into code. From this
perspective, the requirements of Article 14 DSA illustrate the difficulty of merging the legal
rationale with the algorithmic rationale. In mandating social media companies to not only
have ‘clear, plain, intelligible’, but also ‘user-friendly and unambiguous language’ in their
policies, the European legislator extended the classic criteria of the legal certainty principle.
The mention of ‘user-friendly’ is a feature of the digital environment and remains unknown
from a legal point of view. Article 14 also requires that social media companies draft their
terms and conditions in a ‘machine-readable’ way, contributing to the movement in favour of
the automation of legal texts (Huggins et al., 2022). From this perspective, social media
companies will have to find a way to conciliate legal and computing perspectives. The study
of these different elements drawn from the DSA and how they will be implemented by social
media companies will contribute to the philosophical debate about the impact of technology
on the law. Here again, further empirical research is needed to inform the necessary
theoretical reflection on possible adaptations and the requirements for the resilience of legal
principles in the context of digital transformation.
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